Mental lliness Detection and

Analysis on Social Media

Lead Guest Editor: Deepika Koundal

Guest Editors: Alexander Gelbukh, Syed Ahmad Chan Bukhari, and
Gabriella Casalino

728 g \{\,o
A )9 @\
{//1, 1\\@22/ §
N

W= =2




Mental Illness Detection and Analysis on Social
Media



Computational Intelligence and Neuroscience

Mental Illness Detection and Analysis on
Social Media

Lead Guest Editor: Deepika Koundal
Guest Editors: Alexander Gelbukh, Syed Ahmad
Chan Bukhari, and Gabriella Casalino



Copyright © 2023 Hindawi Limited. All rights reserved.

This is a special issue published in “Computational Intelligence and Neuroscience.” All articles are open access articles distributed under
the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.



Chief Editor

Andrzej Cichocki, Poland

Associate Editors

Arnaud Delorme, France
Cheng-Jian Lin (), Taiwan
Saeid Sanei, United Kingdom

Academic Editors

Mohamed Abd Elaziz (), Egypt
Tariq Ahanger (), Saudi Arabia
Muhammad Ahmad, Pakistan
Ricardo Aler ("), Spain

Nouman Ali, Pakistan

Pietro Arico (), Italy

Lerina Aversano (), Italy

Umit Agbulut (), Turkey

Najib Ben Aoun (), Saudi Arabia
Surbhi Bhatia(®), Saudi Arabia
Daniele Bibbo (12), Italy

Vince D. Calhoun (s, USA
Francesco Camastra, Italy
Zhicheng Cao, China

Hubert Cecotti(2), USA

Jyotir Moy Chatterjee (), Nepal
Rupesh Chikara, USA

Marta Cimitile, Italy

Silvia Conforto (1), Italy

Paolo Crippa(, Italy

Christian W. Dawson, United Kingdom
Carmen De Maio (), Italy
Thomas DeMarse (), USA

Maria Jose Del Jesus, Spain
Arnaud Delorme(*), France
Anastasios D. Doulamis, Greece
Anténio Dourado (), Portugal
Sheng Du (), China

Said El Kathali (), Morocco
Mohammad Reza Feizi Derakhshi(?), Iran
Quanxi Feng, China

Zhong-kai Feng, China

Steven L. Fernandes, USA
Agostino Forestiero (), Italy
Piotr Franaszczuk (%), USA
Thippa Reddy Gadekallu (), India
Paolo Gastaldo (1), Italy
Samanwoy Ghosh-Dastidar, USA

Manuel Grana (), Spain

Alberto Guillén (%), Spain

Gaurav Gupta, India

Rodolfo E. Haber (), Spain
Usman Habib (), Pakistan
Anandakumar Haldorai (), India
José Alfredo Herndndez-Pérez ("), Mexico
Luis Javier Herrera(l2), Spain
Alexander HoSovsky (), Slovakia
Etienne Hugues, USA

Nadeem Igbal (), Pakistan

Sajad Jafari, Iran

Abdul Rehman Javed (15, Pakistan
Jing Jin (), China

Li Jin, United Kingdom

Kanak Kalita, India

Ryotaro Kamimura (), Japan

Pasi A. Karjalainen (), Finland
Anitha Karthikeyan, Saint Vincent and the
Grenadines

Elpida Keravnou (), Cyprus

Asif Irshad Khan (%), Saudi Arabia
Muhammad Adnan Khan (), Republic of
Korea

Abbas Khosravi, Australia
Tai-hoon Kim, Republic of Korea
Li-Wei Ko (), Taiwan

Rasit Koker (), Turkey

Deepika Koundal (%), India

Sunil Kumar (%), India

Fabio La Foresta, Italy

Kuruva Lakshmanna (), India
Maciej Lawrynczuk (), Poland
Jianli Liu@®), China

Giosue Lo Bosco (1), Italy

Andrea Loddo (1), Italy

Kezhi Mao, Singapore

Paolo Massobrio (), Italy

Gerard McKee, Nigeria

Mohit Mittal (%), France

Paulo Moura Oliveira (), Portugal
Debajyoti Mukhopadhyay (i), India
Xin Ning (), China

Nasimul Noman (%), Australia
Fivos Panetsos (), Spain



https://orcid.org/0000-0002-8709-2715
https://orcid.org/0000-0002-7682-6269
https://orcid.org/0000-0002-4525-0738
https://orcid.org/0000-0002-7472-4840
https://orcid.org/0000-0002-3831-6620
https://orcid.org/0000-0003-2436-6835
https://orcid.org/0000-0002-6635-6494
https://orcid.org/0000-0001-9444-8209
https://orcid.org/0000-0003-3097-6568
https://orcid.org/0000-0003-1341-5427
https://orcid.org/0000-0001-9058-0747
https://orcid.org/0000-0002-7661-0070
https://orcid.org/0000-0003-2527-916X
https://orcid.org/0000-0001-7323-5220
https://orcid.org/0000-0003-4504-7550
https://orcid.org/0000-0003-0641-4792
https://orcid.org/0000-0001-5549-7075
https://orcid.org/0000-0002-0799-3557
https://orcid.org/0000-0002-5445-6893
https://orcid.org/0000-0001-8396-7388
https://orcid.org/0000-0001-9282-5154
https://orcid.org/0000-0002-8548-976X
https://orcid.org/0000-0002-3025-7689
https://orcid.org/0000-0002-5166-4224
https://orcid.org/0000-0003-0097-801X
https://orcid.org/0000-0002-5748-3942
https://orcid.org/0000-0001-7373-4097
https://orcid.org/0000-0001-9918-3238
https://orcid.org/0000-0002-2881-0166
https://orcid.org/0000-0003-4793-6239
https://orcid.org/0000-0001-9975-6462
https://orcid.org/0000-0002-2107-3044
https://orcid.org/0000-0003-3220-9389
https://orcid.org/0000-0002-8390-7163
https://orcid.org/0000-0003-1050-1792
https://orcid.org/0000-0002-0570-1813
https://orcid.org/0000-0002-6133-5491
https://orcid.org/0000-0002-4238-3463
https://orcid.org/0000-0002-1267-493X
https://orcid.org/0000-0002-8980-4253
https://orcid.org/0000-0003-1131-5350
https://orcid.org/0000-0001-9789-5231
https://orcid.org/0000-0003-2529-3391
https://orcid.org/0000-0002-3811-2310
https://orcid.org/0000-0003-1688-8772
https://orcid.org/0000-0001-9957-5661
https://orcid.org/0000-0003-3480-4851
https://orcid.org/0000-0002-6846-2004
https://orcid.org/0000-0003-0609-9083
https://orcid.org/0000-0002-1602-0693
https://orcid.org/0000-0002-6571-3816
https://orcid.org/0000-0001-8335-3407
https://orcid.org/0000-0003-0878-4615
https://orcid.org/0000-0003-4283-1243
https://orcid.org/0000-0002-5394-385X
https://orcid.org/0000-0001-7897-1673
https://orcid.org/0000-0002-8566-0870
https://orcid.org/0000-0003-0897-411X

Evgeniya Pankratova (2, Russia
Rocio Pérez de Prado (), Spain
Francesco Pistolesi (1), Italy
Alessandro Sebastian Podda (1), Italy
David M Powers, Australia
Radu-Emil Precup, Romania
Lorenzo Putzu, Italy

S P Raja, India

Dr.Anand Singh Rajawat (), India
Simone Ranaldi (), Italy

Upaka Rathnayake, Sri Lanka
Navid Razmjooy, Iran

Carlo Ricciardi, Italy
Jatinderkumar R. Saini (), India
Sandhya Samarasinghe (), New Zealand
Friedhelm Schwenker, Germany
Mijanur Rahaman Seikh, India
Tapan Senapati(), China
Mohammed Shuaib (), Malaysia
Kamran Siddique (), USA
Gaurav Singal, India

Akansha Singh (), India
Chiranjibi Sitaula (), Australia
Neelakandan Subramani, India

Le Sun, China

Rawia Tahrir (%), Iraq

Binhua Tang (), China

Carlos M. Travieso-Gonzélez ("), Spain
Vinh Truong Hoang ("), Vietnam
Fath U Min Ullah (%), Republic of Korea
Pablo Varona (), Spain

Roberto A. Vazquez (), Mexico
Mario Versaci, Italy

Gennaro Vessio (), Italy

Ivan Volosyak (), Germany

Leyi Wei(), China

Jianghui Wen, China

Lingwei Xu (), China

Cornelio Yafez-Marquez, Mexico
Zaher Mundher Yaseen, Iraq
Yugen Yi(®), China

Qiangqiang Yuan (), China
Miaolei Zhou (2, China

Michal Zochowski, USA

Rodolfo Zunino, Italy


https://orcid.org/0000-0003-4214-7230
https://orcid.org/0000-0001-6097-4016
https://orcid.org/0000-0002-1078-5599
https://orcid.org/0000-0002-7862-8362
https://orcid.org/0000-0001-5940-5799
https://orcid.org/0000-0002-7849-0893
https://orcid.org/0000-0001-5205-5263
https://orcid.org/0000-0003-2943-4331
https://orcid.org/0000-0003-0399-7486
https://orcid.org/0000-0001-6657-2587
https://orcid.org/0000-0003-2286-1728
https://orcid.org/0000-0002-5520-8066
https://orcid.org/0000-0002-4564-2985
https://orcid.org/0000-0001-7187-052X
https://orcid.org/0000-0003-4744-5835
https://orcid.org/0000-0002-4621-2768
https://orcid.org/0000-0002-3464-3894
https://orcid.org/0000-0002-1243-9358
https://orcid.org/0000-0002-1754-8991
https://orcid.org/0000-0002-7645-4610
https://orcid.org/0000-0002-0883-2691
https://orcid.org/0000-0001-6555-7617
https://orcid.org/0000-0003-1444-190X
https://orcid.org/0000-0002-2169-6356
https://orcid.org/0000-0002-2726-9873
https://orcid.org/0000-0001-7140-2224
https://orcid.org/0000-0003-1664-1024

Contents

Retracted: A Rumor Detection Method from Social Network Based on Deep Learning in Big Data
Environment
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9878345, Volume 2023 (2023)

Retracted: Comparative Meta-Analysis of the Effects of OLIF and TLIF in Lumbar Spondylolisthesis

Central Nerve Injury
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9890201, Volume 2023 (2023)

Retracted: A Novel Text Mining Approach for Mental Health Prediction Using Bi-LSTM and BERT
Model
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9872487, Volume 2023 (2023)

Retracted: Sentiment Analysis of Statements on Social Media and Electronic Media Using Machine

and Deep Learning Classifiers
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9846879, Volume 2023 (2023)

Retracted: Probabilistic Prediction of Nonadherence to Psychiatric Disorder Medication from Mental
Health Forum Data: Developing and Validating Bayesian Machine Learning Classifiers
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9839672, Volume 2023 (2023)

Retracted: Optimization of Mental Health-Related Critical Barriers in IoT-Based Teaching
Methodology
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9825080, Volume 2023 (2023)

Retracted: Psychological Analysis for Depression Detection from Social Networking Sites
Computational Intelligence and Neuroscience
Retraction (1 page), Article ID 9796187, Volume 2023 (2023)

Retracted: Large-Scale Textual Datasets and Deep Learning for the Prediction of Depressed
Symptoms

Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9792821, Volume 2023 (2023)

Retracted: Sentiment Analysis on COVID-19 Twitter Data Streams Using Deep Belief Neural
Networks

Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9785326, Volume 2023 (2023)




Retracted: Detection of Types of Mental Illness through the Social Network Using Ensembled Deep

Learning Model
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9780642, Volume 2023 (2023)

Retracted: Identification and Classification of Depressed Mental State for End-User over Social Media
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9756137, Volume 2023 (2023)

Retracted: Arabic Speech Analysis for Classification and Prediction of Mental Illness due to Depression
Using Deep Learning

Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9754359, Volume 2023 (2023)

Retracted: Detection and Analysis of Perfusion Pressure through Measuring Oxygen Saturation and

Requirement of Dural Incision Decompression after Laminectomy
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9896136, Volume 2023 (2023)

Retracted: Classification and Detection of Autism Spectrum Disorder Based on Deep Learning
Algorithms

Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9893015, Volume 2023 (2023)

Retracted: Assessment of Mental Workload by Visual Motor Activity among Control Group and Patient

Suffering from Depressive Disorder
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9871294, Volume 2023 (2023)

Retracted: Implementation of Machine Learning Models for the Prevention of Kidney Diseases (CKD) or
Their Derivatives

Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9869258, Volume 2023 (2023)

Retracted: Design of Automated Deep Learning-Based Fusion Model for Copy-Move Image Forgery
Detection

Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9851365, Volume 2023 (2023)

Retracted: Walking and Activeness: The First Step toward the Prevention of Strokes and Mental Illness
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9834938, Volume 2023 (2023)

Retracted: A Potential Prognostic Biomarker for Glioma: Aldo-Keto Reductase Family 1 Member B1
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9798269, Volume 2023 (2023)



Contents

Retracted: Arabic Validity of the (CARE) Measure for Improving Medical and Mental Health Services
Computational Intelligence and Neuroscience
Retraction (1 page), Article ID 9798169, Volume 2023 (2023)

Retracted: Machine Learning Technique to Detect and Classify Mental Illness on Social Media Using

Lexicon-Based Recommender System
Computational Intelligence and Neuroscience
Retraction (1 page), Article ID 9790823, Volume 2023 (2023)

Retracted: Analysing Hate Speech against Migrants and Women through Tweets Using Ensembled

Deep Learning Model
Computational Intelligence and Neuroscience
Retraction (1 page), Article ID 9781063, Volume 2023 (2023)

Retracted: Machine Learning and Cloud-Based Knowledge Graphs to Recognize Suicidal Mental
Tendencies

Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9762865, Volume 2023 (2023)

Retracted: Machine Learning Implementation of a Diabetic Patient Monitoring System Using

Interactive E-App
Computational Intelligence and Neuroscience
Retraction (1 page), Article ID 9756078, Volume 2023 (2023)

Retracted: Assessing the Nutritional-Value-Based Therapeutic Potentials and Non-Destructive

Approaches for Mulberry Fruit Assessment: An Overview
Computational Intelligence and Neuroscience
Retraction (1 page), Article ID 9860875, Volume 2023 (2023)

Retracted: Human-Computer Interaction Using Manual Hand Gestures in Real Time
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9832754, Volume 2023 (2023)

Retracted: Evolving Long Short-Term Memory Network-Based Text Classification
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9827632, Volume 2023 (2023)

Retracted: Prediction Model of Ischemic Stroke Recurrence Using PSO-LSTM in Mobile Medical
Monitoring System

Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9878074, Volume 2023 (2023)

Retracted: Secure Complex Systems: A Dynamic Model in the Synchronization
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9874218, Volume 2023 (2023)




Retracted: Qualitative Analysis of Text Summarization Techniques and Its Applications in Health
Domain

Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9871283, Volume 2023 (2023)

Retracted: A Deep Learning Approach for Recognizing the Cursive Tamil Characters in Palm Leaf

Manuscripts
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9856274, Volume 2023 (2023)

Retracted: Privacy Protection of Healthcare Data over Social Networks Using Machine Learning

Algorithms
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9815652, Volume 2023 (2023)

Retracted: Learning Enhanced Feature Responses for Visual Object Tracking
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9815496, Volume 2023 (2023)

Retracted: Homogeneous Decision Community Extraction Based on End-User Mental Behavior on Social
Media

Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9795101, Volume 2023 (2023)

Retracted: Machine Learning of Medical Applications Involving Complicated Proteins and Genetic
Measurements

Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9839162, Volume 2023 (2023)

Retracted: Computational Intelligence Approaches in Developing Cyberattack Detection System
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9837830, Volume 2023 (2023)

Retracted: DNA Methylation Biomarkers-Based Human Age Prediction Using Machine Learning
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9832183, Volume 2023 (2023)

Retracted: A Novel of New 7D Hyperchaotic System with Self-Excited Attractors and Its Hybrid
Synchronization

Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9828479, Volume 2023 (2023)

Retracted: Machine Learning and Image Processing Enabled Evolutionary Framework for Brain MRI
Analysis for Alzheimer’s Disease Detection
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9817176, Volume 2023 (2023)



Contents

Retracted: Stress-Relieving Video Game and Its Effects: A POMS Case Study
Computational Intelligence and Neuroscience
Retraction (1 page), Article ID 9810102, Volume 2023 (2023)

Retracted: A Neighborhood and Machine Learning-Enabled Information Fusion Approach for the

WSNs and Internet of Medical Things
Computational Intelligence and Neuroscience
Retraction (1 page), Article ID 9804521, Volume 2023 (2023)

Retracted: 5G Massive MIMO Signal Detection Algorithm Based on Deep Learning
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9795427, Volume 2023 (2023)

Retracted: Extracting Behavior Identification Features for Monitoring and Managing Speech-
Dependent Smart Mental Illness Healthcare Systems

Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9794125, Volume 2023 (2023)

Retracted: An Efficient Stacked Deep Transfer Learning Model for Automated Diagnosis of Lyme
Disease

Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9793473, Volume 2023 (2023)

Retracted: Bone Region Segmentation in Medical Images Based on Improved Watershed Algorithm
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9764674, Volume 2023 (2023)

Retracted: A Versatile and Ubiquitous IoT-Based Smart Metabolic and Immune Monitoring System
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9763069, Volume 2023 (2023)

Retracted: Classification of Breast Cancer Images by Implementing Improved DCNN with Artificial

Fish School Model
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9757924, Volume 2023 (2023)

Retracted: Preserving the Privacy of Healthcare Data over Social Networks Using Machine Learning
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9753840, Volume 2023 (2023)

Retracted: Operating Room Planning for Emergency Surgery: Optimization in Multiobjective
Modeling and Management from the Latest Developments in Computational Intelligence Techniques
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9893215, Volume 2023 (2023)




Retracted: Advanced Deep Learning Human Herpes Virus 6 (HHV-6) Molecular Detection in

Understanding Human Infertility
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9892510, Volume 2023 (2023)

Retracted: Software Systems Security Vulnerabilities Management by Exploring the Capabilities of
Language Models Using NLP

Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9867256, Volume 2023 (2023)

Retracted: TCM Treatment and Drug Co-Occurrence Analysis of Psoriasis
Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9857835, Volume 2023 (2023)

Retracted: Applying Dynamic Systems to Social Media by Using Controlling Stability
Computational Intelligence and Neuroscience
Retraction (1 page), Article ID 9854161, Volume 2023 (2023)

Retracted: Artificial Intelligence-Based Deep Fusion Model for Pan-Sharpening of Remote Sensing
Images

Computational Intelligence and Neuroscience

Retraction (1 page), Article ID 9846743, Volume 2023 (2023)

Hybrid Recommender System for Mental Illness Detection in Social Media Using Deep Learning
Techniques

Sayed Sayeed Ahmad ("), Rashmi Rani, Thab Wattar (), Meghna Sharma, Sanjiv Sharma, Rajit Nair (%), and
Basant Tiwari

Research Article (14 pages), Article ID 8110588, Volume 2023 (2023)

Multi-Ideology, Multiclass Online Extremism Dataset, and Its Evaluation Using Machine Learning
Mayur Gaikwad (), Swati Ahirrao (%), Shraddha Phansalkar (), Ketan Kotecha ("), and Shalli Rani
Research Article (33 pages), Article ID 4563145, Volume 2023 (2023)

Retracted: An Automated Toxicity Classification on Social Media Using LSTM and Word Embedding
Computational Intelligence and Neuroscience
Retraction (1 page), Article ID 9850820, Volume 2023 (2023)

Retracted: Botulinum Toxin Type A Injection Improves the Intraperitoneal High Pressure in Rats Treated

with Abdominal Wall Plasty
Computational Intelligence and Neuroscience
Retraction (1 page), Article ID 9792521, Volume 2022 (2022)


https://orcid.org/0000-0001-6320-8720
https://orcid.org/0000-0002-0185-2112
https://orcid.org/0000-0002-4564-0920
https://orcid.org/0000-0002-3113-4760
https://orcid.org/0000-0002-5399-2619
https://orcid.org/0000-0002-8554-2129
https://orcid.org/0000-0002-3356-0368
https://orcid.org/0000-0003-2653-3780

Contents

[Retracted] Arabic Speech Analysis for Classification and Prediction of Mental Illness due to
Depression Using Deep Learning

Tanzila Saba, Amjad Rehman Khan, Ibrahim Abunadi(®), Saeed Ali Bahaj, Haider Ali(:), and Maryam
Alruwaythi

Research Article (9 pages), Article ID 8622022, Volume 2022 (2022)

[Retracted] Comparative Meta-Analysis of the Effects of OLIF and TLIF in Lumbar Spondylolisthesis
Central Nerve Injury

Wanliang Yang (), Xin Pan (), Yibo Wang, and Wenhao Chen

Research Article (7 pages), Article ID 6861749, Volume 2022 (2022)

[Retracted] Extracting Behavior Identification Features for Monitoring and Managing Speech-
Dependent Smart Mental Illness Healthcare Systems

Alka Londhe (), P. V. R. D. Prasada Rao (%), Shrikant Upadhyay (%), and Rituraj Jain

Research Article (14 pages), Article ID 8579640, Volume 2022 (2022)

[Retracted] Sentiment Analysis on COVID-19 Twitter Data Streams Using Deep Belief Neural
Networks

Jatla Srikanth, Avula Damodaram, Yuvaraja Teekaraman (), Ramya Kuppusamy (), and Amruth Ramesh
Thelkar

Research Article (11 pages), Article ID 8898100, Volume 2022 (2022)

[Retracted] Preserving the Privacy of Healthcare Data over Social Networks Using Machine Learning
T. Veeramakali, A. Shobanadevi (), Nihar Ranjan Nayak, Sumit Kumar, Sunita Singhal, and Manoharan
Subramanian

Research Article (8 pages), Article ID 4690936, Volume 2022 (2022)

[Retracted] Identification and Classification of Depressed Mental State for End-User over Social
Media

Akhilesh Kumar (%), Anuradha Thakare ("), Manisha Bhende (), Amit Kumar Sinha ("), Arnold C.
Alguno (), and Yekula Prasanna Kumar

Research Article (10 pages), Article ID 8755922, Volume 2022 (2022)

[Retracted] Stress-Relieving Video Game and Its Effects: A POMS Case Study

Abdullah Ajmal, Hamza Aldabbas (), Rashid Amin (), Sundas Ibrar, Bader Alouffi(i:), and Mehdi
Gheisari

Research Article (11 pages), Article ID 4239536, Volume 2022 (2022)

[Retracted] Arabic Validity of the (CARE) Measure for Improving Medical and Mental Health Services
Abdelaziz Elfaki(®), Amani M AlQarni, Amal A. AlIGhamdi, Malak A. AlShammari, Farheen Nasir, and
Rana Alabdulqader

Research Article (6 pages), Article ID 6530019, Volume 2022 (2022)



https://orcid.org/0000-0002-2546-2450
https://orcid.org/0000-0002-6301-1220
https://orcid.org/0000-0002-9090-645X
https://orcid.org/0000-0002-6786-5653
https://orcid.org/0000-0003-2027-1767
https://orcid.org/0000-0001-7527-8013
https://orcid.org/0000-0002-2991-1866
https://orcid.org/0000-0002-5532-1245
https://orcid.org/0000-0003-4297-3460
https://orcid.org/0000-0002-1249-906X
https://orcid.org/0000-0003-2697-6696
https://orcid.org/0000-0003-0260-4695
https://orcid.org/0000-0002-1425-2749
https://orcid.org/0000-0002-8936-3865
https://orcid.org/0000-0001-6281-8711
https://orcid.org/0000-0003-2407-8091
https://orcid.org/0000-0002-1681-0580
https://orcid.org/0000-0002-6402-6184
https://orcid.org/0000-0001-5861-461X
https://orcid.org/0000-0002-4141-0079
https://orcid.org/0000-0002-3143-689X
https://orcid.org/0000-0001-7759-0940
https://orcid.org/0000-0002-5643-0021
https://orcid.org/0000-0002-0264-1237

[Retracted] Probabilistic Prediction of Nonadherence to Psychiatric Disorder Medication from Mental
Health Forum Data: Developing and Validating Bayesian Machine Learning Classifiers

Meng Ji(»), Wenxiu Xie (), Mengdan Zhao (12, Xiaobo Qian (), Chi-Yin Chow (), Kam-Yiu Lam {5, Jun
Yan (), and Tianyong Hao

Research Article (15 pages), Article ID 6722321, Volume 2022 (2022)

[Retracted] Large-Scale Textual Datasets and Deep Learning for the Prediction of Depressed Symptoms
Sudeshna Chakraborty(®), Hussain Falih Mahdi("), Mohammed Hasan Ali Al-Abyadh (%), Kumud Pant (),
Aditi Sharma (), and Fardin Ahmadi

Research Article (10 pages), Article ID 5731532, Volume 2022 (2022)

[Retracted] A Neighborhood and Machine Learning-Enabled Information Fusion Approach for the
WSNs and Internet of Medical Things

Zard Ali Khan, Sheneela Naz, Rahim khan (), Jason Teo (), Abdullah Ghani, and Mohammed Amin
Almaiah

Research Article (14 pages), Article ID 5112375, Volume 2022 (2022)

[Retracted] Analysing Hate Speech against Migrants and Women through Tweets Using Ensembled Deep
Learning Model

Asif Hasan (), Tripti Sharma (), Azizuddin Khan (%), and Mohammed Hasan Ali Al-Abyadh

Research Article (8 pages), Article ID 8153791, Volume 2022 (2022)

[Retracted] Psychological Analysis for Depression Detection from Social Networking Sites
Sonam Gupta (), Lipika Goel (), Arjun Singh (%), Ajay Prasad (), and Mohammad Aman Ullah
Research Article (14 pages), Article ID 4395358, Volume 2022 (2022)

[Retracted] Optimization of Mental Health-Related Critical Barriers in IoT-Based Teaching Methodology
Abhinav Juneja (), Hamza Turabieh (), Hemant Upadhyay (), Zelalem Kiros Bitsue (), Vinh Truong
Hoang(»), and Kiet Tran Trung

Research Article (8 pages), Article ID 4602072, Volume 2022 (2022)

[Retracted] Assessment of Mental Workload by Visual Motor Activity among Control Group and Patient
Suffering from Depressive Disorder

G. Murugesan (2), Tousief Irshad Ahmed (), Mohammad Shabaz (), Jyoti Bhola (), Batyrkhan Omarov (), R.
Swaminathan (), E Sammy ("), and Sharmin Akter Sumi

Research Article (10 pages), Article ID 8555489, Volume 2022 (2022)

[Retracted] A Rumor Detection Method from Social Network Based on Deep Learning in Big Data
Environment

Junjie Cen () and Yongbo Li

Research Article (8 pages), Article ID 1354233, Volume 2022 (2022)


https://orcid.org/0000-0002-7463-9208
https://orcid.org/0000-0002-8528-5193
https://orcid.org/0000-0001-9321-9391
https://orcid.org/0000-0001-5819-4379
https://orcid.org/0000-0002-9566-0743
https://orcid.org/0000-0003-0673-3566
https://orcid.org/0000-0003-2497-5518
https://orcid.org/0000-0002-9792-3949
https://orcid.org/0000-0003-0091-8092
https://orcid.org/0000-0003-1986-2738
https://orcid.org/0000-0002-8964-6670
https://orcid.org/0000-0001-6490-3864
https://orcid.org/0000-0001-7202-6371
https://orcid.org/0000-0001-9122-1711
https://orcid.org/0000-0003-1631-6483
https://orcid.org/0000-0003-2415-5915
https://orcid.org/0000-0002-2215-2481
https://orcid.org/0000-0001-9433-3364
https://orcid.org/0000-0001-8692-261X
https://orcid.org/0000-0001-5113-4760
https://orcid.org/0000-0002-8964-6670
https://orcid.org/0000-0002-4323-6991
https://orcid.org/0000-0003-1609-2475
https://orcid.org/0000-0003-4631-6601
https://orcid.org/0000-0002-2672-2234
https://orcid.org/0000-0001-6260-5433
https://orcid.org/0000-0003-1984-0125
https://orcid.org/0000-0002-8103-563X
https://orcid.org/0000-0002-2102-1084
https://orcid.org/0000-0002-5559-2045
https://orcid.org/0000-0002-3464-3894
https://orcid.org/0000-0003-0492-676X
https://orcid.org/0000-0001-7793-3691
https://orcid.org/0000-0003-3037-6204
https://orcid.org/0000-0001-7522-9190
https://orcid.org/0000-0001-9226-3913
https://orcid.org/0000-0002-8341-7113
https://orcid.org/0000-0002-7418-1495
https://orcid.org/0000-0002-5345-3500
https://orcid.org/0000-0002-7599-1510
https://orcid.org/0000-0001-8338-3606
https://orcid.org/0000-0001-8455-8463

Contents

[Retracted] Machine Learning and Image Processing Enabled Evolutionary Framework for Brain MRI
Analysis for Alzheimer’s Disease Detection

Mustafa Kamal (), A. Raghuvira Pratap (), Mohd Naved (), Abu Sarwar Zamani(), P. Nancy (),
Mahyudin Ritonga (), Surendra Kumar Shukla (), and F Sammy

Research Article (8 pages), Article ID 5261942, Volume 2022 (2022)

[Retracted] Detection of Types of Mental Illness through the Social Network Using Ensembled Deep
Learning Model

Syed Nasrullah () and Asadullah Jalali

Research Article (6 pages), Article ID 9404242, Volume 2022 (2022)

[Retracted] Assessing the Nutritional-Value-Based Therapeutic Potentials and Non-Destructive
Approaches for Mulberry Fruit Assessment: An Overview

Muhammad Faisal Manzoor (1), Abid Hussain, Diana Tazeddinova, Aizhan Abylgazinova, and Bin Xu
Review Article (16 pages), Article ID 6531483, Volume 2022 (2022)

[Retracted] Bone Region Segmentation in Medical Images Based on Improved Watershed Algorithm
Jun Zhou () and Mei Yang
Research Article (8 pages), Article ID 3975853, Volume 2022 (2022)

[Retracted] Privacy Protection of Healthcare Data over Social Networks Using Machine Learning
Algorithms

Shakir Khan (), V. Saravanan (), Gnanaprakasam C. N (), T. Jaya Lakshmi (©), Nabamita Deb (), and
Nashwan Adnan Othman

Research Article (8 pages), Article ID 9985933, Volume 2022 (2022)

[Retracted] Prediction Model of Ischemic Stroke Recurrence Using PSO-LSTM in Mobile Medical
Monitoring System

Qingjiang Li(%), Xuejiao Chai(?), Chunqing Zhang (), Xinjia Wang(*), and Wenhui Ma

Research Article (10 pages), Article ID 8936103, Volume 2022 (2022)

[Retracted] Computational Intelligence Approaches in Developing Cyberattack Detection System
Mohammed Saeed Alzahrani (") and Fawaz Waselallah Alsaade
Research Article (16 pages), Article ID 4705325, Volume 2022 (2022)

[Retracted] A Potential Prognostic Biomarker for Glioma: Aldo-Keto Reductase Family 1 Member B1
Hulin Zhao, Xuetao Dong, Tianxiang Huang ("), and Xueji Li
Research Article (8 pages), Article ID 9979200, Volume 2022 (2022)

[Retracted] Machine Learning and Cloud-Based Knowledge Graphs to Recognize Suicidal Mental
Tendencies

Vinit Kumar Gunjan (), Y. Vijayalata (), Susmitha Valli(®), Sumit Kumar (), M. O. Mohamed (), and V.
Saravanan

Research Article (10 pages), Article ID 3604113, Volume 2022 (2022)



https://orcid.org/0000-0002-9783-2924
https://orcid.org/0000-0002-1146-9387
https://orcid.org/0000-0003-3357-9947
https://orcid.org/0000-0002-0135-2337
https://orcid.org/0000-0002-4879-9080
https://orcid.org/0000-0003-1397-5133
https://orcid.org/0000-0003-4120-5953
https://orcid.org/0000-0002-5345-3500
https://orcid.org/0000-0003-1066-8840
https://orcid.org/0000-0001-5942-1246
https://orcid.org/0000-0002-3705-0277
https://orcid.org/0000-0003-0234-7430
https://orcid.org/0000-0002-1013-5633
https://orcid.org/0000-0002-6910-3353
https://orcid.org/0000-0002-7925-9191
https://orcid.org/0000-0002-9351-1795
https://orcid.org/0000-0002-1449-7818
https://orcid.org/0000-0003-0183-4093
https://orcid.org/0000-0002-1860-5548
https://orcid.org/0000-0002-1487-912X
https://orcid.org/0000-0002-7749-2782
https://orcid.org/0000-0001-9519-4263
https://orcid.org/0000-0001-6332-9346
https://orcid.org/0000-0001-9333-6803
https://orcid.org/0000-0001-6828-7253
https://orcid.org/0000-0002-9149-1604
https://orcid.org/0000-0003-3723-4532
https://orcid.org/0000-0002-8271-4730
https://orcid.org/0000-0001-6804-9861
https://orcid.org/0000-0002-3222-4186
https://orcid.org/0000-0002-5215-9107
https://orcid.org/0000-0001-5459-2441
https://orcid.org/0000-0003-1554-6578
https://orcid.org/0000-0003-0792-3919
https://orcid.org/0000-0002-9351-1795

[Retracted] Botulinum Toxin Type A Injection Improves the Intraperitoneal High Pressure in Rats
Treated with Abdominal Wall Plasty

Xue Zhang, Yingmo Shen, Shuo Yang, Baoshan Wang, and Jie Chen

Research Article (6 pages), Article ID 1054299, Volume 2022 (2022)

[Retracted] Walking and Activeness: The First Step toward the Prevention of Strokes and Mental Illness
Ning An(}® and Jing Chuo
Research Article (7 pages), Article ID 3440437, Volume 2022 (2022)

[Retracted] A Deep Learning Approach for Recognizing the Cursive Tamil Characters in Palm Leaf
Manuscripts

Gayathri Devi S, Subramaniyaswamy Vairavasundaram, Yuvaraja Teekaraman (), Ramya Kuppusamy (), and
Arun Radhakrishnan

Research Article (15 pages), Article ID 3432330, Volume 2022 (2022)

[Retracted] Homogeneous Decision Community Extraction Based on End-User Mental Behavior on
Social Media

Suneet Gupta (), Sumit Kumar (%), Sunil L. Bangare (), Shibili Nuhmani (), Arnold C. Alguno(?), and Issah
Abubakari Samori

Research Article (9 pages), Article ID 3490860, Volume 2022 (2022)

[Retracted] A Novel Text Mining Approach for Mental Health Prediction Using Bi-LSTM and BERT
Model

Kamil Zeberga (), Muhammad Attique (), Babar Shah (), Farman Ali(), Yalew Zelalem Jembre (15, and Tae-
Sun Chung

Research Article (18 pages), Article ID 7893775, Volume 2022 (2022)

[Retracted] Sentiment Analysis of Statements on Social Media and Electronic Media Using Machine and
Deep Learning Classifiers

Anjali Goswami, Muddada Murali Krishna, Jayavani Vankara, Syam Machinathu Parambil Gangadharan (),
Chandra Shekhar Yadav, Manoj Kumar (), and Mohammad Monirujjaman Khan

Research Article (18 pages), Article ID 9194031, Volume 2022 (2022)

[Retracted] A Versatile and Ubiquitous IoT-Based Smart Metabolic and Immune Monitoring System
N. Arunkumar (%), V. Pandimurugan (©), M. S. Hema ("), H. Azath (), S. Hariharasitaraman (), M.
Thilagaraj (), and Petchinathan Govindan

Research Article (11 pages), Article ID 9441357, Volume 2022 (2022)

[Retracted] An Efficient Stacked Deep Transfer Learning Model for Automated Diagnosis of Lyme
Disease

Ahmad Ali AlZubi(}?), Shailendra Tiwari(), Kuldeep Walia (%), Jazem Mutared Alanazi (i), Firas Ibrahim
AlZobi ("), and Rohit Verma

Research Article (9 pages), Article ID 2933015, Volume 2022 (2022)


https://orcid.org/0000-0003-4142-5630
https://orcid.org/0000-0001-8747-9883
https://orcid.org/0000-0002-4979-891X
https://orcid.org/0000-0003-4297-3460
https://orcid.org/0000-0002-1249-906X
https://orcid.org/0000-0003-3700-2491
https://orcid.org/0000-0002-5086-8401
https://orcid.org/0000-0003-1554-6578
https://orcid.org/0000-0002-7669-6361
https://orcid.org/0000-0002-7868-5113
https://orcid.org/0000-0002-6402-6184
https://orcid.org/0000-0001-9990-5552
https://orcid.org/0000-0003-1551-8016
https://orcid.org/0000-0002-7237-180X
https://orcid.org/0000-0002-5090-4695
https://orcid.org/0000-0002-9420-1588
https://orcid.org/0000-0002-6820-9447
https://orcid.org/0000-0001-5992-1136
https://orcid.org/0000-0002-7470-4479
https://orcid.org/0000-0001-5113-0639
https://orcid.org/0000-0003-0779-8820
https://orcid.org/0000-0001-9719-4451
https://orcid.org/0000-0003-4766-996X
https://orcid.org/0000-0001-5196-9258
https://orcid.org/0000-0002-7734-7745
https://orcid.org/0000-0003-2411-6246
https://orcid.org/0000-0002-7729-3273
https://orcid.org/0000-0001-8091-0749
https://orcid.org/0000-0001-8477-8319
https://orcid.org/0000-0001-7209-0437
https://orcid.org/0000-0003-2128-8704
https://orcid.org/0000-0001-6560-5906
https://orcid.org/0000-0002-0960-4543

Contents

[Retracted] Classification and Detection of Autism Spectrum Disorder Based on Deep Learning
Algorithms

Fawaz Waselallah Alsaade(®) and Mohammed Saeed Alzahrani

Research Article (10 pages), Article ID 8709145, Volume 2022 (2022)

[Retracted] 5G Massive MIMO Signal Detection Algorithm Based on Deep Learning
Lichao Yan (), Yi Wang ("), and Ning Zheng
Research Article (9 pages), Article ID 9999951, Volume 2022 (2022)

[Retracted] Machine Learning Technique to Detect and Classify Mental Illness on Social Media Using
Lexicon-Based Recommender System

B. Sumathy, Anand Kumar, D. Sungeetha, Arshad Hashmi, Ankur Saxena (), Piyush Kumar Shukla, and
Stephen Jeswinde Nuagah

Research Article (10 pages), Article ID 5906797, Volume 2022 (2022)

[Retracted] Classification of Breast Cancer Images by Implementing Improved DCNN with Artificial
Fish School Model

M Thilagaraj (), N. Arunkumar (), and Petchinathan Govindan

Research Article (12 pages), Article ID 6785707, Volume 2022 (2022)

[Retracted] Evolving Long Short-Term Memory Network-Based Text Classification

Arjun Singh (), Shashi Kant Dargar (©), Amit Gupta (2, Ashish Kumar (%), Atul Kumar Srivastava (),
Mitali Srivastava (i), Pradeep Kumar Tiwari(), and Mohammad Aman Ullah

Research Article (11 pages), Article ID 4725639, Volume 2022 (2022)

[Retracted] Operating Room Planning for Emergency Surgery: Optimization in Multiobjective
Modeling and Management from the Latest Developments in Computational Intelligence Techniques
Qiqian Li, Yali Liu, Esra Sipahi Dongiil, Yufen Yang, Xiaoyuan Ruan, and Wegayehu Enbeyle

Research Article (14 pages), Article ID 2290644, Volume 2022 (2022)

[Retracted] An Automated Toxicity Classification on Social Media Using LSTM and Word Embedding
Ahmad Alsharef, Karan Aggarwal, Sonia(®), Deepika Koundal, Hashem Alyami, and Darine Ameyed
Research Article (8 pages), Article ID 8467349, Volume 2022 (2022)

[Retracted] Qualitative Analysis of Text Summarization Techniques and Its Applications in Health
Domain

Divakar Yadav (), Naman Lalit(®), Riya Kaushik (%), Yogendra Singh (), Mohit (%), Dinesh (), Arun Kr.
Yadav(»), Kishor V. Bhadane ("), Adarsh Kumar ("), and Baseem Khan

Research Article (14 pages), Article ID 3411881, Volume 2022 (2022)

[Retracted] Learning Enhanced Feature Responses for Visual Object Tracking
Runqing Zhang(?), Chunxiao Fan(?), and Yue Ming
Research Article (15 pages), Article ID 1241687, Volume 2022 (2022)



https://orcid.org/0000-0003-3723-4532
https://orcid.org/0000-0002-9149-1604
https://orcid.org/0000-0002-9493-0326
https://orcid.org/0000-0003-3833-4287
https://orcid.org/0000-0003-4618-0070
https://orcid.org/0000-0002-0746-3126
https://orcid.org/0000-0001-5687-9649
https://orcid.org/0000-0002-7729-3273
https://orcid.org/0000-0001-9719-4451
https://orcid.org/0000-0001-8091-0749
https://orcid.org/0000-0003-4631-6601
https://orcid.org/0000-0002-8443-736X
https://orcid.org/0000-0001-9916-9794
https://orcid.org/0000-0002-6644-9754
https://orcid.org/0000-0002-0644-5743
https://orcid.org/0000-0001-7821-1826
https://orcid.org/0000-0003-0387-9236
https://orcid.org/0000-0001-6260-5433
https://orcid.org/0000-0003-0804-2400
https://orcid.org/0000-0002-0779-8065
https://orcid.org/0000-0003-2531-7736
https://orcid.org/0000-0001-6051-479X
https://orcid.org/0000-0002-2375-6711
https://orcid.org/0000-0003-3637-5413
https://orcid.org/0000-0001-7387-8357
https://orcid.org/0000-0001-7899-0532
https://orcid.org/0000-0002-9952-1433
https://orcid.org/0000-0001-9774-7917
https://orcid.org/0000-0002-5010-7434
https://orcid.org/0000-0003-2919-6302
https://orcid.org/0000-0002-0562-0933
https://orcid.org/0000-0002-0503-7254
https://orcid.org/0000-0002-3607-4904

[Retracted] Design of Automated Deep Learning-Based Fusion Model for Copy-Move Image Forgery
Detection

N. Krishnaraj (), B. Sivakumar, Ramya Kuppusamy (), Yuvaraja Teekaraman (), and Amruth Ramesh
Thelkar

Research Article (13 pages), Article ID 8501738, Volume 2022 (2022)

[Retracted] Applying Dynamic Systems to Social Media by Using Controlling Stability

Abdulsattar Abdullah Hamad, M. Lellis Thivagar (), Malik Bader Alazzam (), Fawaz Alassery (), Fahima
Hajjej (), and Ali A. Shihab

Research Article (7 pages), Article ID 4569879, Volume 2022 (2022)

[Retracted] TCM Treatment and Drug Co-Occurrence Analysis of Psoriasis
Li Lin (%), Suqing Yang, Qingsong Bai, and Yuepeng An
Research Article (7 pages), Article ID 4268681, Volume 2022 (2022)

[Retracted] DNA Methylation Biomarkers-Based Human Age Prediction Using Machine Learning
Atef Zaguia ("), Deepak Pandey (2, Sandeep Painuly (), Saurabh Kumar Pal (%), Vivek Kumar Garg (), and
Neelam Goel

Research Article (11 pages), Article ID 8393498, Volume 2022 (2022)

[Retracted] Advanced Deep Learning Human Herpes Virus 6 (HHV-6) Molecular Detection in
Understanding Human Infertility

Malik Bader Alazzam (), Ahmad Tawfig Al-Radaideh (), Nasser Binsaif (), Ahmed S. AIGhamdi (), and Md
Adnan Rahman

Research Article (5 pages), Article ID 1422963, Volume 2022 (2022)

[Retracted] Machine Learning Implementation of a Diabetic Patient Monitoring System Using Interactive
E-App

Malik Bader Alazzam (), Hoda Mansour (), Fawaz Alassery (%), and Ahmed Almulihi

Research Article (7 pages), Article ID 5759184, Volume 2021 (2021)

[Retracted] A Novel of New 7D Hyperchaotic System with Self-Excited Attractors and Its Hybrid
Synchronization

Ahmed S. Al-Obeidi, Saad Fawzi Al-Azzawi, Abdulsattar Abdullah Hamad (), M. Lellis Thivagar (), Zelalem
Meraf ("), and Sultan Ahmad

Research Article (11 pages), Article ID 3081345, Volume 2021 (2021)

[Retracted] Implementation of Machine Learning Models for the Prevention of Kidney Diseases (CKD)
or Their Derivatives

Khalid Twarish Alhamazani (), Jalawi Alshudukhi (), Saud Aljaloud (%), and Solomon Abebaw

Research Article (8 pages), Article ID 3941978, Volume 2021 (2021)


https://orcid.org/0000-0002-6961-8883
https://orcid.org/0000-0002-1249-906X
https://orcid.org/0000-0003-4297-3460
https://orcid.org/0000-0003-2697-6696
https://orcid.org/0000-0001-5997-5185
https://orcid.org/0000-0001-7964-1051
https://orcid.org/0000-0002-8187-2286
https://orcid.org/0000-0003-1709-5790
https://orcid.org/0000-0002-3402-046X
https://orcid.org/0000-0003-0022-5296
https://orcid.org/0000-0001-9519-3391
https://orcid.org/0000-0003-1450-7163
https://orcid.org/0000-0002-6940-9635
https://orcid.org/0000-0003-1197-193X
https://orcid.org/0000-0002-7906-2153
https://orcid.org/0000-0002-1577-4530
https://orcid.org/0000-0001-7964-1051
https://orcid.org/0000-0003-4531-8998
https://orcid.org/0000-0002-8617-2270
https://orcid.org/0000-0002-9165-7600
https://orcid.org/0000-0003-3378-0958
https://orcid.org/0000-0001-7964-1051
https://orcid.org/0000-0001-6544-0179
https://orcid.org/0000-0002-8187-2286
https://orcid.org/0000-0003-0916-678X
https://orcid.org/0000-0003-0497-5115
https://orcid.org/0000-0001-5997-5185
https://orcid.org/0000-0002-8148-9260
https://orcid.org/0000-0002-3198-7974
https://orcid.org/0000-0001-7195-4301
https://orcid.org/0000-0003-0619-0020
https://orcid.org/0000-0002-4700-1815
https://orcid.org/0000-0003-2911-2957

Contents

[Retracted] Software Systems Security Vulnerabilities Management by Exploring the Capabilities of
Language Models Using NLP

Raghavendra Rao Althar (), Debabrata Samanta (15, Manjit Kaur (), Abeer Ali Alnuaim (), Nouf Aljaffan,
and Mohammad Aman Ullah

Research Article (19 pages), Article ID 8522839, Volume 2021 (2021)

[Retracted] Artificial Intelligence-Based Deep Fusion Model for Pan-Sharpening of Remote Sensing
Images

Ahmed I. Iskanderani (), Ibrahim M. Mehedi (%), Abdulah Jeza Aljohani ("), Mohammad

Shorfuzzaman (1)), Farzana Akhter, Thangam Palaniswamy (%), Shaikh Abdul Latif (*), Abdul Latif (%), and
Rahtul Jannat

Research Article (11 pages), Article ID 7615106, Volume 2021 (2021)

[Retracted] Secure Complex Systems: A Dynamic Model in the Synchronization

Abdulsattar Abdullah Hamad (), M. Lellis Thivagar (©), Jalawi Alshudukhi, Talal Saad Alharbi(:), Saud
Aljaloud (%), Khalid Twarish Alhamazani (), and Zelalem Meraf

Research Article (6 pages), Article ID 9719413, Volume 2021 (2021)

[Retracted] Machine Learning of Medical Applications Involving Complicated Proteins and Genetic
Measurements

Malik Bader Alazzam (), Hoda Mansour, Mohamed M. Hammam, Said Alsheikh, Ali Bakir, Saeed
Alghamdi, and Ahmed S. AlIGhamdi

Research Article (6 pages), Article ID 1094054, Volume 2021 (2021)

[Retracted] Detection and Analysis of Perfusion Pressure through Measuring Oxygen Saturation and
Requirement of Dural Incision Decompression after Laminectomy

Jamal Alshorman (%), Yulong Wang, Guixiong Huang, Tracy Boakye Serebour, and Xiaodong Guo
Research Article (6 pages), Article ID 8560668, Volume 2021 (2021)

[Retracted] Human-Computer Interaction Using Manual Hand Gestures in Real Time

Mohammad Alsaffar (©), Abdullah Alshammari(), Gharbi Alshammari (), Tariq S Almurayziq ("), Saud
Aljaloud (2, Dhahi Alshammari, and Assaye Belay

Research Article (5 pages), Article ID 6972192, Volume 2021 (2021)



https://orcid.org/0000-0001-5859-0662
https://orcid.org/0000-0003-4118-2480
https://orcid.org/0000-0001-6259-2046
https://orcid.org/0000-0002-2537-2439
https://orcid.org/0000-0001-6260-5433
https://orcid.org/0000-0001-6615-9258
https://orcid.org/0000-0001-8073-9750
https://orcid.org/0000-0002-9992-7177
https://orcid.org/0000-0002-8050-8431
https://orcid.org/0000-0002-8642-5266
https://orcid.org/0000-0002-3224-2608
https://orcid.org/0000-0002-8973-1381
https://orcid.org/0000-0002-8339-6797
https://orcid.org/0000-0003-0497-5115
https://orcid.org/0000-0001-5997-5185
https://orcid.org/0000-0001-8252-9271
https://orcid.org/0000-0002-4700-1815
https://orcid.org/0000-0001-7195-4301
https://orcid.org/0000-0002-8148-9260
https://orcid.org/0000-0001-7964-1051
https://orcid.org/0000-0002-9165-7600
https://orcid.org/0000-0002-6255-9630
https://orcid.org/0000-0001-9429-457X
https://orcid.org/0000-0001-8116-5322
https://orcid.org/0000-0002-8826-7660
https://orcid.org/0000-0001-8851-6180
https://orcid.org/0000-0003-3695-3375
https://orcid.org/0000-0002-4700-1815
https://orcid.org/0000-0003-0623-8039

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9878345, 1 page
https://doi.org/10.1155/2023/9878345

Retraction

@ Hindawi

Retracted: A Rumor Detection Method from Social Network
Based on Deep Learning in Big Data Environment

Computational Intelligence and Neuroscience

Received 12 December 2023; Accepted 12 December 2023; Published 13 December 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi, as publisher,
following an investigation undertaken by the publisher [1].
This investigation has uncovered evidence of systematic
manipulation of the publication and peer-review process.
We cannot, therefore, vouch for the reliability or integrity of
this article.

Please note that this notice is intended solely to alert
readers that the peer-review process of this article has been
compromised.

Wiley and Hindawi regret that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our Research Integrity and Research
Publishing teams and anonymous and named external re-
searchers and research integrity experts for contributing to
this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] J. Cen and Y. Li, “A Rumor Detection Method from Social
Network Based on Deep Learning in Big Data Environment,”
Computational Intelligence and Neuroscience, vol. 2022, Article
ID 1354233, 8 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9878345

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9890201, 1 page
https://doi.org/10.1155/2023/9890201

Retraction

@ Hindawi

Retracted: Comparative Meta-Analysis of the Effects of OLIF and
TLIF in Lumbar Spondylolisthesis Central Nerve Injury

Computational Intelligence and Neuroscience

Received 10 October 2023; Accepted 10 October 2023; Published 11 October 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] W. Yang, X. Pan, Y. Wang, and W. Chen, “Comparative Meta-
Analysis of the Effects of OLIF and TLIF in Lumbar Spon-
dylolisthesis Central Nerve Injury,” Computational Intelligence
and Neuroscience, vol. 2022, Article ID 6861749, 7 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9890201

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9872487, 1 page
https://doi.org/10.1155/2023/9872487

Retraction

@ Hindawi

Retracted: A Novel Text Mining Approach for Mental Health
Prediction Using Bi-LSTM and BERT Model

Computational Intelligence and Neuroscience

Received 10 October 2023; Accepted 10 October 2023; Published 11 October 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] K. Zeberga, M. Attique, B. Shah, F. Ali, Y. Z. Jembre, and
T. Chung, “A Novel Text Mining Approach for Mental Health
Prediction Using Bi-LSTM and BERT Model,” Computational
Intelligence and Neuroscience, vol. 2022, Article ID 7893775,
18 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9872487

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9846879, 1 page
https://doi.org/10.1155/2023/9846879

Retraction

@ Hindawi

Retracted: Sentiment Analysis of Statements on Social Media and
Electronic Media Using Machine and Deep Learning Classifiers

Computational Intelligence and Neuroscience

Received 10 October 2023; Accepted 10 October 2023; Published 11 October 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] A. Goswami, M. M. Krishna, J. Vankara et al., “Sentiment
Analysis of Statements on Social Media and Electronic Media
Using Machine and Deep Learning Classifiers,” Computational
Intelligence and Neuroscience, vol. 2022, Article ID 9194031,
18 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9846879

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9839672, 1 page
https://doi.org/10.1155/2023/9839672

Retraction

@ Hindawi

Retracted: Probabilistic Prediction of Nonadherence to
Psychiatric Disorder Medication from Mental Health Forum Data:
Developing and Validating Bayesian Machine Learning Classifiers

Computational Intelligence and Neuroscience

Received 10 October 2023; Accepted 10 October 2023; Published 11 October 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] M. Ji, W. Xie, M. Zhao et al., “Probabilistic Prediction of
Nonadherence to Psychiatric Disorder Medication from
Mental Health Forum Data: Developing and Validating
Bayesian Machine Learning Classifiers,” Computational In-
telligence and Neuroscience, vol. 2022, Article ID 6722321,
15 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9839672

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9825080, 1 page
https://doi.org/10.1155/2023/9825080

Retraction

@ Hindawi

Retracted: Optimization of Mental Health-Related Critical
Barriers in IoT-Based Teaching Methodology

Computational Intelligence and Neuroscience

Received 10 October 2023; Accepted 10 October 2023; Published 11 October 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] A.Juneja, H. Turabieh, H. Upadhyay, Z. K. Bitsue, V. T. Hoang,
and K. T. Trung, “Optimization of Mental Health-Related
Critical Barriers in IoT-Based Teaching Methodology,” Com-
putational Intelligence and Neuroscience, vol. 2022, Article ID
4602072, 8 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9825080

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9796187, 1 page
https://doi.org/10.1155/2023/9796187

Retraction

@ Hindawi

Retracted: Psychological Analysis for Depression Detection from

Social Networking Sites

Computational Intelligence and Neuroscience

Received 10 October 2023; Accepted 10 October 2023; Published 11 October 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] S. Gupta, L. Goel, A. Singh, A. Prasad, and M. A. Ullah,
“Psychological Analysis for Depression Detection from Social
Networking Sites,” Computational Intelligence and Neurosci-
ence, vol. 2022, Article ID 4395358, 14 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9796187

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9792821, 1 page
https://doi.org/10.1155/2023/9792821

Retraction

@ Hindawi

Retracted: Large-Scale Textual Datasets and Deep Learning for the
Prediction of Depressed Symptoms

Computational Intelligence and Neuroscience

Received 10 October 2023; Accepted 10 October 2023; Published 11 October 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

In addition, our investigation has also shown that one or
more of the following human-subject reporting re-
quirements has not been met in this article: ethical approval
by an Institutional Review Board (IRB) committee or
equivalent, patient/participant consent to participate, and/or
agreement to publish patient/participant details (where
relevant).

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] S. Chakraborty, H. F. Mahdi, M. H. A. Al-Abyadh, K. Pant,
A. Sharma, and F. Ahmadi, “Large-Scale Textual Datasets and
Deep Learning for the Prediction of Depressed Symptoms,”
Computational Intelligence and Neuroscience, vol. 2022, Article
ID 5731532, 10 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9792821

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9785326, 1 page
https://doi.org/10.1155/2023/9785326

Retraction

@ Hindawi

Retracted: Sentiment Analysis on COVID-19 Twitter Data Streams
Using Deep Belief Neural Networks

Computational Intelligence and Neuroscience

Received 10 October 2023; Accepted 10 October 2023; Published 11 October 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] J. Srikanth, A. Damodaram, Y. Teekaraman, R. Kuppusamy,
and A. R. Thelkar, “Sentiment Analysis on COVID-19 Twitter
Data Streams Using Deep Belief Neural Networks,” Compu-
tational Intelligence and Neuroscience, vol. 2022, Article ID
8898100, 11 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9785326

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9780642, 1 page
https://doi.org/10.1155/2023/9780642

Retraction

@ Hindawi

Retracted: Detection of Types of Mental Iliness through the Social
Network Using Ensembled Deep Learning Model

Computational Intelligence and Neuroscience

Received 10 October 2023; Accepted 10 October 2023; Published 11 October 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] S.Nasrullah and A. Jalali, “Detection of Types of Mental Illness
through the Social Network Using Ensembled Deep Learning
Model,” Computational Intelligence and Neuroscience,
vol. 2022, Article ID 9404242, 6 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9780642

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9756137, 1 page
https://doi.org/10.1155/2023/9756137

Retraction

@ Hindawi

Retracted: Identification and Classification of Depressed Mental
State for End-User over Social Media

Computational Intelligence and Neuroscience

Received 10 October 2023; Accepted 10 October 2023; Published 11 October 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

In addition, our investigation has also shown that one or
more of the following human-subject reporting re-
quirements has not been met in this article: ethical approval
by an Institutional Review Board (IRB) committee or
equivalent, patient/participant consent to participate, and/or
agreement to publish patient/participant details (where
relevant).

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] A. Kumar, A. Thakare, M. Bhende, A. K. Sinha, A. C. Alguno,
and Y. P. Kumar, “Identification and Classification of De-
pressed Mental State for End-User over Social Media,” Com-
putational Intelligence and Neuroscience, vol. 2022, Article ID
8755922, 10 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9756137

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9754359, 1 page
https://doi.org/10.1155/2023/9754359

Retraction

@ Hindawi

Retracted: Arabic Speech Analysis for Classification and
Prediction of Mental Illness due to Depression Using

Deep Learning

Computational Intelligence and Neuroscience

Received 10 October 2023; Accepted 10 October 2023; Published 11 October 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] T. Saba, A. R. Khan, I. Abunadi, S. A. Bahaj, H. Ali, and
M. Alruwaythi, “Arabic Speech Analysis for Classification and
Prediction of Mental Illness due to Depression Using Deep
Learning,” Computational Intelligence and Neuroscience,
vol. 2022, Article ID 8622022, 9 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9754359

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9896136, 1 page
https://doi.org/10.1155/2023/9896136

Retraction

@ Hindawi

Retracted: Detection and Analysis of Perfusion Pressure through
Measuring Oxygen Saturation and Requirement of Dural Incision
Decompression after Laminectomy

Computational Intelligence and Neuroscience

Received 3 October 2023; Accepted 3 October 2023; Published 4 October 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

In addition, our investigation has also shown that one or
more of the following human-subject reporting re-
quirements has not been met in this article: ethical approval
by an Institutional Review Board (IRB) committee or
equivalent, patient/participant consent to participate, and/or
agreement to publish patient/participant details (where
relevant).

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] J. Alshorman, Y. Wang, G. Huang, T. B. Serebour, and X. Guo,
“Detection and Analysis of Perfusion Pressure through Mea-
suring Oxygen Saturation and Requirement of Dural Incision
Decompression after Laminectomy,” Computational In-
telligence and Neuroscience, vol. 2021, Article ID 8560668,
6 pages, 2021.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9896136

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9893015, 1 page
https://doi.org/10.1155/2023/9893015

Retraction

@ Hindawi

Retracted: Classification and Detection of Autism Spectrum
Disorder Based on Deep Learning Algorithms

Computational Intelligence and Neuroscience

Received 3 October 2023; Accepted 3 October 2023; Published 4 October 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] F. W. Alsaade and M. S. Alzahrani, “Classification and De-
tection of autism Spectrum Disorder Based on Deep Learning
Algorithms,” Computational Intelligence and Neuroscience,
vol. 2022, Article ID 8709145, 10 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9893015

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9871294, 1 page
https://doi.org/10.1155/2023/9871294

Retraction

@ Hindawi

Retracted: Assessment of Mental Workload by Visual Motor
Activity among Control Group and Patient Suffering from

Depressive Disorder

Computational Intelligence and Neuroscience

Received 3 October 2023; Accepted 3 October 2023; Published 4 October 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] G. Murugesan, T. I. Ahmed, M. Shabaz et al., “Assessment of
Mental Workload by Visual Motor Activity among Control
Group and Patient Suffering from Depressive Disorder,”
Computational Intelligence and Neuroscience, vol. 2022, Article
ID 8555489, 10 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9871294

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9869258, 1 page
https://doi.org/10.1155/2023/9869258

Retraction

@ Hindawi

Retracted: Implementation of Machine Learning Models for the
Prevention of Kidney Diseases (CKD) or Their Derivatives

Computational Intelligence and Neuroscience

Received 3 October 2023; Accepted 3 October 2023; Published 4 October 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

In addition, our investigation has also shown that one or
more of the following human-subject reporting re-
quirements has not been met in this article: ethical approval
by an Institutional Review Board (IRB) committee or
equivalent, patient/participant consent to participate, and/or
agreement to publish patient/participant details (where
relevant).

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] K. Twarish Alhamazani, J. Alshudukhi, S. Aljaloud, and
S. Abebaw, “Implementation of Machine Learning Models for
the Prevention of Kidney Diseases (CKD) or Their Derivatives,”
Computational Intelligence and Neuroscience, vol. 2021, Article
ID 3941978, 8 pages, 2021.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9869258

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9851365, 1 page
https://doi.org/10.1155/2023/9851365

Retraction

@ Hindawi

Retracted: Design of Automated Deep Learning-Based Fusion
Model for Copy-Move Image Forgery Detection

Computational Intelligence and Neuroscience

Received 3 October 2023; Accepted 3 October 2023; Published 4 October 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] N. Krishnaraj, B. Sivakumar, R. Kuppusamy, Y. Teekaraman,
and A. R. Thelkar, “Design of Automated Deep Learning-Based
Fusion Model for Copy-Move Image Forgery Detection,”
Computational Intelligence and Neuroscience, vol. 2022, Article
ID 8501738, 13 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9851365

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9834938, 1 page
https://doi.org/10.1155/2023/9834938

Retraction

@ Hindawi

Retracted: Walking and Activeness: The First Step toward the
Prevention of Strokes and Mental Illness

Computational Intelligence and Neuroscience

Received 3 October 2023; Accepted 3 October 2023; Published 4 October 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

In addition, our investigation has also shown that one or
more of the following human-subject reporting re-
quirements has not been met in this article: ethical approval
by an Institutional Review Board (IRB) committee or
equivalent, patient/participant consent to participate, and/or
agreement to publish patient/participant details (where
relevant).

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] N. An and J. Chuo, “Walking and Activeness: The First Step
toward the Prevention of Strokes and Mental Illness,” Com-
putational Intelligence and Neuroscience, vol. 2022, Article ID
3440437, 7 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9834938

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9798269, 1 page
https://doi.org/10.1155/2023/9798269

Retraction

@ Hindawi

Retracted: A Potential Prognostic Biomarker for Glioma: Aldo-
Keto Reductase Family 1 Member B1

Computational Intelligence and Neuroscience

Received 3 October 2023; Accepted 3 October 2023; Published 4 October 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

In addition, our investigation has also shown that one or
more of the following human-subject reporting re-
quirements has not been met in this article: ethical approval
by an Institutional Review Board (IRB) committee or
equivalent, patient/participant consent to participate, and/or
agreement to publish patient/participant details (where
relevant).

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] H. Zhao, X. Dong, T. Huang, and X. Li, “A Potential Prognostic
Biomarker for Glioma: Aldo-Keto Reductase Family 1 Member
B1,” Computational Intelligence and Neuroscience, vol. 2022,
Article ID 9979200, 8 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9798269

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9798169, 1 page
https://doi.org/10.1155/2023/9798169

Retraction

@ Hindawi

Retracted: Arabic Validity of the (CARE) Measure for Improving
Medical and Mental Health Services

Computational Intelligence and Neuroscience

Received 3 October 2023; Accepted 3 October 2023; Published 4 October 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] A. Elfaki, A. M. AlQarni, A. A. AlGhamdi, M. A. AlShammari,
F. Nasir, and R. Alabdulqader, “Arabic Validity of the (CARE)
Measure for Improving Medical and Mental Health Services,”
Computational Intelligence and Neuroscience, vol. 2022, Article
ID 6530019, 6 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9798169

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9790823, 1 page
https://doi.org/10.1155/2023/9790823

Retraction

@ Hindawi

Retracted: Machine Learning Technique to Detect and Classify
Mental Illness on Social Media Using Lexicon-Based

Recommender System

Computational Intelligence and Neuroscience

Received 3 October 2023; Accepted 3 October 2023; Published 4 October 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] B. Sumathy, A. Kumar, D. Sungeetha et al., “Machine Learning
Technique to Detect and Classify Mental Illness on Social
Media Using Lexicon-Based Recommender System,” Compu-
tational Intelligence and Neuroscience, vol. 2022, Article ID
5906797, 10 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9790823

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9781063, 1 page
https://doi.org/10.1155/2023/9781063

Retraction

@ Hindawi

Retracted: Analysing Hate Speech against Migrants and
Women through Tweets Using Ensembled Deep Learning Model

Computational Intelligence and Neuroscience

Received 3 October 2023; Accepted 3 October 2023; Published 4 October 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] A. Hasan, T. Sharma, A. Khan, and M. Hasan Ali Al-Abyadh,
“Analysing Hate Speech against Migrants and Women through
Tweets Using Ensembled Deep Learning Model,” Computa-
tional Intelligence and Neuroscience, vol. 2022, Article ID
8153791, 8 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9781063

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9762865, 1 page
https://doi.org/10.1155/2023/9762865

Retraction

@ Hindawi

Retracted: Machine Learning and Cloud-Based Knowledge
Graphs to Recognize Suicidal Mental Tendencies

Computational Intelligence and Neuroscience

Received 3 October 2023; Accepted 3 October 2023; Published 4 October 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] V. K. Gunjan, Y. Vijayalata, S. Valli S. Kumar,
M. O. Mohamed, and V. Saravanan, “Machine Learning and
Cloud-Based Knowledge Graphs to Recognize Suicidal Mental
Tendencies,” Computational Intelligence and Neuroscience,
vol. 2022, Article ID 3604113, 10 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9762865

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9756078, 1 page
https://doi.org/10.1155/2023/9756078

Retraction

@ Hindawi

Retracted: Machine Learning Implementation of a Diabetic
Patient Monitoring System Using Interactive E-App

Computational Intelligence and Neuroscience

Received 3 October 2023; Accepted 3 October 2023; Published 4 October 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

In addition, our investigation has also shown that one or
more of the following human-subject reporting re-
quirements has not been met in this article: ethical approval
by an Institutional Review Board (IRB) committee or
equivalent, patient/participant consent to participate, and/or
agreement to publish patient/participant details (where
relevant).

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] M. B. Alazzam, H. Mansour, F. Alassery, and A. Almulihi,
“Machine Learning Implementation of a Diabetic Patient
Monitoring System Using Interactive E-App,” Computational
Intelligence and Neuroscience, vol. 2021, Article ID 5759184,
7 pages, 2021.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9756078

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9860875, 1 page
https://doi.org/10.1155/2023/9860875

Retraction

@ Hindawi

Retracted: Assessing the Nutritional-Value-Based Therapeutic
Potentials and Non-Destructive Approaches for Mulberry Fruit

Assessment: An Overview

Computational Intelligence and Neuroscience

Received 19 September 2023; Accepted 19 September 2023; Published 20 September 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] M. F. Manzoor, A. Hussain, D. Tazeddinova, A. Abylgazinova,
and B. Xu, “Assessing the Nutritional-Value-Based Therapeutic
Potentials and Non-Destructive Approaches for Mulberry Fruit
Assessment: An Overview,” Computational Intelligence and
Neuroscience, vol. 2022, Article ID 6531483, 16 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9860875

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9832754, 1 page
https://doi.org/10.1155/2023/9832754

Retraction

@ Hindawi

Retracted: Human-Computer Interaction Using Manual Hand

Gestures in Real Time

Computational Intelligence and Neuroscience

Received 19 September 2023; Accepted 19 September 2023; Published 20 September 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] M. Alsaffar, A. Alshammari, G. Alshammari et al., “Human-
Computer Interaction Using Manual Hand Gestures in Real
Time,” Computational Intelligence and Neuroscience, vol. 2021,
Article ID 6972192, 5 pages, 2021.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9832754

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9827632, 1 page
https://doi.org/10.1155/2023/9827632

Retraction

@ Hindawi

Retracted: Evolving Long Short-Term Memory Network-Based

Text Classification

Computational Intelligence and Neuroscience

Received 13 September 2023; Accepted 13 September 2023; Published 14 September 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] A. Singh, S. K. Dargar, A. Gupta et al., “Evolving Long Short-
Term Memory Network-Based Text Classification,” Compu-
tational Intelligence and Neuroscience, vol. 2022, Article ID
4725639, 11 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9827632

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9878074, 1 page
https://doi.org/10.1155/2023/9878074

Retraction

@ Hindawi

Retracted: Prediction Model of Ischemic Stroke Recurrence Using
PSO-LSTM in Mobile Medical Monitoring System

Computational Intelligence and Neuroscience

Received 15 August 2023; Accepted 15 August 2023; Published 16 August 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] Q. Li, X. Chai, C. Zhang, X. Wang, and W. Ma, “Prediction
Model of Ischemic Stroke Recurrence Using PSO-LSTM in
Mobile Medical Monitoring System,” Computational In-
telligence and Neuroscience, vol. 2022, Article ID 8936103,
10 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9878074

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9874218, 1 page
https://doi.org/10.1155/2023/9874218

Retraction

@ Hindawi

Retracted: Secure Complex Systems: A Dynamic Model in

the Synchronization

Computational Intelligence and Neuroscience

Received 15 August 2023; Accepted 15 August 2023; Published 16 August 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] A. A. Hamad, M. L. Thivagar, J. Alshudukhi et al., “Secure
Complex Systems: A Dynamic Model in the Synchronization,”
Computational Intelligence and Neuroscience, vol. 2021, Article
ID 9719413, 6 pages, 2021.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9874218

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9871283, 1 page
https://doi.org/10.1155/2023/9871283

Retraction

@ Hindawi

Retracted: Qualitative Analysis of Text Summarization Techniques
and Its Applications in Health Domain

Computational Intelligence and Neuroscience

Received 1 August 2023; Accepted 1 August 2023; Published 2 August 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] D. Yadav, N. Lalit, R. Kaushik et al., “Qualitative Analysis of
Text Summarization Techniques and Its Applications in Health
Domain,” Computational Intelligence and Neuroscience,
vol. 2022, Article ID 3411881, 14 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9871283

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9856274, 1 page
https://doi.org/10.1155/2023/9856274

Retraction

@ Hindawi

Retracted: A Deep Learning Approach for Recognizing the Cursive
Tamil Characters in Palm Leaf Manuscripts

Computational Intelligence and Neuroscience

Received 1 August 2023; Accepted 1 August 2023; Published 2 August 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] G.DeviS,S. Vairavasundaram, Y. Teekaraman, R. Kuppusamy,
and A. Radhakrishnan, “A Deep Learning Approach for
Recognizing the Cursive Tamil Characters in Palm Leaf
Manuscripts,” Computational Intelligence and Neuroscience,
vol. 2022, Article ID 3432330, 15 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9856274

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9815652, 1 page
https://doi.org/10.1155/2023/9815652

Retraction

@ Hindawi

Retracted: Privacy Protection of Healthcare Data over Social
Networks Using Machine Learning Algorithms

Computational Intelligence and Neuroscience

Received 1 August 2023; Accepted 1 August 2023; Published 2 August 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] S. Khan, V. Saravanan, C. N. Gnanaprakasam, T. J. Lakshmi,
N. Deb, and N. A. Othman, “Privacy Protection of Healthcare
Data over Social Networks Using Machine Learning Algo-
rithms,”  Computational Intelligence and Neuroscience,
vol. 2022, Article ID 9985933, 8 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9815652

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9815496, 1 page
https://doi.org/10.1155/2023/9815496

Retraction

@ Hindawi

Retracted: Learning Enhanced Feature Responses for Visual

Object Tracking

Computational Intelligence and Neuroscience

Received 1 August 2023; Accepted 1 August 2023; Published 2 August 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] R. Zhang, C. Fan, and Y. Ming, “Learning Enhanced Feature
Responses for Visual Object Tracking,” Computational In-
telligence and Neuroscience, vol. 2022, Article ID 1241687,
15 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9815496

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9795101, 1 page
https://doi.org/10.1155/2023/9795101

Retraction

@ Hindawi

Retracted: Homogeneous Decision Community Extraction
Based on End-User Mental Behavior on Social Media

Computational Intelligence and Neuroscience

Received 1 August 2023; Accepted 1 August 2023; Published 2 August 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] S. Gupta, S. Kumar, S. L. Bangare, S. Nuhmani, A. C. Alguno,
and I. A. Samori, “Homogeneous Decision Community Ex-
traction Based on End-User Mental Behavior on Social Media,”
Computational Intelligence and Neuroscience, vol. 2022, Article
ID 3490860, 9 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9795101

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9839162, 1 page
https://doi.org/10.1155/2023/9839162

Retraction

@ Hindawi

Retracted: Machine Learning of Medical Applications Involving
Complicated Proteins and Genetic Measurements

Computational Intelligence and Neuroscience

Received 25 July 2023; Accepted 25 July 2023; Published 26 July 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] M. Bader Alazzam, H. Mansour, M. M. Hammam et al,,
“Machine Learning of Medical Applications Involving Com-
plicated Proteins and Genetic Measurements,” Computational
Intelligence and Neuroscience, vol. 2021, Article ID 1094054,
6 pages, 2021.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9839162

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9837830, 1 page
https://doi.org/10.1155/2023/9837830

Retraction

@ Hindawi

Retracted: Computational Intelligence Approaches in Developing

Cyberattack Detection System

Computational Intelligence and Neuroscience

Received 25 July 2023; Accepted 25 July 2023; Published 26 July 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] M. S. Alzahrani and F. W. Alsaade, “Computational In-
telligence Approaches in Developing Cyberattack Detection
System,” Computational Intelligence and Neuroscience,
vol. 2022, Article ID 4705325, 16 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9837830

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9832183, 1 page
https://doi.org/10.1155/2023/9832183

Retraction

@ Hindawi

Retracted: DNA Methylation Biomarkers-Based Human Age
Prediction Using Machine Learning

Computational Intelligence and Neuroscience

Received 25 July 2023; Accepted 25 July 2023; Published 26 July 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] A. Zaguia, D. Pandey, S. Painuly, S. K. Pal, V. K. Garg, and
N. Goel, “DNA Methylation Biomarkers-Based Human Age
Prediction Using Machine Learning,” Computational In-
telligence and Neuroscience, vol. 2022, Article ID 8393498,
11 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9832183

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9828479, 1 page
https://doi.org/10.1155/2023/9828479

Retraction

@ Hindawi

Retracted: A Novel of New 7D Hyperchaotic System with Self-
Excited Attractors and Its Hybrid Synchronization

Computational Intelligence and Neuroscience

Received 25 July 2023; Accepted 25 July 2023; Published 26 July 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] A. S. Al-Obeidi, S. Fawzi Al-Azzawi, A. Abdullah Hamad,
M. L. Thivagar, Z. Meraf, and S. Ahmad, “A Novel of New 7D
Hyperchaotic System with Self-Excited Attractors and Its
Hybrid Synchronization,” Computational Intelligence and
Neuroscience, vol. 2021, Article ID 3081345, 11 pages, 2021.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9828479

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9817176, 1 page
https://doi.org/10.1155/2023/9817176

Retraction

@ Hindawi

Retracted: Machine Learning and Image Processing Enabled
Evolutionary Framework for Brain MRI Analysis for Alzheimer’s

Disease Detection

Computational Intelligence and Neuroscience

Received 25 July 2023; Accepted 25 July 2023; Published 26 July 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] M. Kamal, A. R. Pratap, M. Naved et al., “Machine Learning
and Image Processing Enabled Evolutionary Framework for
Brain MRI Analysis for Alzheimer’s Disease Detection,”
Computational Intelligence and Neuroscience, vol. 2022, Article
ID 5261942, 8 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9817176

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9810102, 1 page
https://doi.org/10.1155/2023/9810102

Retraction

@ Hindawi

Retracted: Stress-Relieving Video Game and Its Effects: A POMS

Case Study

Computational Intelligence and Neuroscience

Received 25 July 2023; Accepted 25 July 2023; Published 26 July 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

In addition, our investigation has also shown that one or
more of the following human-subject reporting re-
quirements has not been met in this article: ethical approval
by an Institutional Review Board (IRB) committee or
equivalent, patient/participant consent to participate, and/or
agreement to publish patient/participant details (where
relevant).

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] A. Ajmal, H. Aldabbas, R. Amin, S. Ibrar, B. Alouffi, and
M. Gheisari, “Stress-Relieving Video Game and Its Effects: A
POMS Case Study,” Computational Intelligence and Neuro-
science, vol. 2022, Article ID 4239536, 11 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9810102

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9804521, 1 page
https://doi.org/10.1155/2023/9804521

Retraction

@ Hindawi

Retracted: A Neighborhood and Machine Learning-Enabled
Information Fusion Approach for the WSNs and Internet of

Medical Things

Computational Intelligence and Neuroscience

Received 25 July 2023; Accepted 25 July 2023; Published 26 July 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] Z. A. Khan, S. Naz, R. khan, J. Teo, A. Ghani, and
M. A. Almaiah, “A Neighborhood and Machine Learning-
Enabled Information Fusion Approach for the WSNs and
Internet of Medical Things,” Computational Intelligence and
Neuroscience, vol. 2022, Article ID 5112375, 14 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9804521

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9795427, 1 page
https://doi.org/10.1155/2023/9795427

Retraction

@ Hindawi

Retracted: 5G Massive MIMO Signal Detection Algorithm

Based on Deep Learning

Computational Intelligence and Neuroscience

Received 25 July 2023; Accepted 25 July 2023; Published 26 July 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] L. Yan, Y. Wang, and N. Zheng, “5G Massive MIMO Signal
Detection Algorithm Based on Deep Learning,” Computational
Intelligence and Neuroscience, vol. 2022, Article ID 9999951,
9 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9795427

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9794125, 1 page
https://doi.org/10.1155/2023/9794125

Retraction

@ Hindawi

Retracted: Extracting Behavior Identification Features for
Monitoring and Managing Speech-Dependent Smart Mental

Illness Healthcare Systems

Computational Intelligence and Neuroscience

Received 25 July 2023; Accepted 25 July 2023; Published 26 July 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] A. Londhe, P. V. R. D. P. Rao, S. Upadhyay, and R. Jain,
“Extracting Behavior Identification Features for Monitoring
and Managing Speech-Dependent Smart Mental Illness
Healthcare Systems,” Computational Intelligence and Neuro-
science, vol. 2022, Article ID 8579640, 14 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9794125

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9793473, 1 page
https://doi.org/10.1155/2023/9793473

Retraction

@ Hindawi

Retracted: An Efficient Stacked Deep Transfer Learning Model for
Automated Diagnosis of Lyme Disease

Computational Intelligence and Neuroscience

Received 25 July 2023; Accepted 25 July 2023; Published 26 July 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] A.A. AlZubi, S. Tiwari, K. Walia, J. M. Alanazi, F. I. AlZobi, and
R. Verma, “An Efficient Stacked Deep Transfer Learning Model
for Automated Diagnosis of Lyme Disease,” Computational
Intelligence and Neuroscience, vol. 2022, Article ID 2933015,
9 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9793473

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9764674, 1 page
https://doi.org/10.1155/2023/9764674

Retraction

@ Hindawi

Retracted: Bone Region Segmentation in Medical Images Based on

Improved Watershed Algorithm

Computational Intelligence and Neuroscience

Received 25 July 2023; Accepted 25 July 2023; Published 26 July 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] J. Zhou and M. Yang, “Bone Region Segmentation in Medical
Images Based on Improved Watershed Algorithm,” Compu-
tational Intelligence and Neuroscience, vol. 2022, Article ID
3975853, 8 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9764674

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9763069, 1 page
https://doi.org/10.1155/2023/9763069

Retraction

@ Hindawi

Retracted: A Versatile and Ubiquitous IoT-Based Smart Metabolic

and Immune Monitoring System

Computational Intelligence and Neuroscience

Received 25 July 2023; Accepted 25 July 2023; Published 26 July 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] N. Arunkumar, V. Pandimurugan, M. S. Hema et al., “A
Versatile and Ubiquitous IoT-Based Smart Metabolic and
Immune Monitoring System,” Computational Intelligence and
Neuroscience, vol. 2022, Article ID 9441357, 11 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9763069

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9757924, 1 page
https://doi.org/10.1155/2023/9757924

Retraction

@ Hindawi

Retracted: Classification of Breast Cancer Images by
Implementing Improved DCNN with Artificial Fish School Model

Computational Intelligence and Neuroscience

Received 25 July 2023; Accepted 25 July 2023; Published 26 July 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] M. Thilagaraj, N. Arunkumar, and P. Govindan, “Classification
of Breast Cancer Images by Implementing Improved DCNN
with Artificial Fish School Model,” Computational Intelligence
and Neuroscience, vol. 2022, Article ID 6785707, 12 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9757924

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9753840, 1 page
https://doi.org/10.1155/2023/9753840

Retraction

@ Hindawi

Retracted: Preserving the Privacy of Healthcare Data over Social
Networks Using Machine Learning

Computational Intelligence and Neuroscience

Received 25 July 2023; Accepted 25 July 2023; Published 26 July 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] T. Veeramakali, A. Shobanadevi, N. R. Nayak, S. Kumar,
S. Singhal, and M. Subramanian, “Preserving the Privacy of
Healthcare Data over Social Networks Using Machine
Learning,” Computational Intelligence and Neuroscience,
vol. 2022, Article ID 4690936, 8 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9753840

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9893215, 1 page
https://doi.org/10.1155/2023/9893215

Retraction

@ Hindawi

Retracted: Operating Room Planning for Emergency Surgery:
Optimization in Multiobjective Modeling and Management from
the Latest Developments in Computational

Intelligence Techniques

Computational Intelligence and Neuroscience

Received 25 July 2023; Accepted 25 July 2023; Published 26 July 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an in-
vestigation undertaken by the publisher [1]. This investigation
has uncovered evidence of one or more of the following
indicators of systematic manipulation of the publication
process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named external
researchers and research integrity experts for contributing to
this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] Q. Li, Y. Liu, E. S. Sipahi Dongil, Y. Yang, X. Ruan, and
W. Enbeyle, “Operating Room Planning for Emergency Surgery:
Optimization in Multiobjective Modeling and Management
from the Latest Developments in Computational Intelligence
Techniques,” Computational Intelligence and Neuroscience,
vol. 2022, Article ID 2290644, 14 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9893215

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9892510, 1 page
https://doi.org/10.1155/2023/9892510

Retraction

@ Hindawi

Retracted: Advanced Deep Learning Human Herpes Virus 6
(HHV-6) Molecular Detection in Understanding

Human Infertility

Computational Intelligence and Neuroscience

Received 25 July 2023; Accepted 25 July 2023; Published 26 July 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] M. B. Alazzam, A. T. Al-Radaideh, N. Binsaif, A. S. AlGhamdi,
and M. A. Rahman, “Advanced Deep Learning Human Herpes
Virus 6 (HHV-6) Molecular Detection in Understanding
Human Infertility,” Computational Intelligence and Neurosci-
ence, vol. 2022, Article ID 1422963, 5 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9892510

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9867256, 1 page
https://doi.org/10.1155/2023/9867256

Retraction

@ Hindawi

Retracted: Software Systems Security Vulnerabilities
Management by Exploring the Capabilities of Language Models

Using NLP

Computational Intelligence and Neuroscience

Received 25 July 2023; Accepted 25 July 2023; Published 26 July 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] R.R. Althar, D. Samanta, M. Kaur, A. A. Alnuaim, N. Aljaffan,
and M. Aman Ullah, “Software Systems Security Vulnerabilities
Management by Exploring the Capabilities of Language Models
Using NLP,” Computational Intelligence and Neuroscience,
vol. 2021, Article ID 8522839, 19 pages, 2021.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9867256

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9857835, 1 page
https://doi.org/10.1155/2023/9857835

Retraction

@ Hindawi

Retracted: TCM Treatment and Drug Co-Occurrence

Analysis of Psoriasis

Computational Intelligence and Neuroscience

Received 25 July 2023; Accepted 25 July 2023; Published 26 July 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

In addition, our investigation has also shown that one or
more of the following human-subject reporting re-
quirements has not been met in this article: ethical approval
by an Institutional Review Board (IRB) committee or
equivalent, patient/participant consent to participate, and/or
agreement to publish patient/participant details (where
relevant).

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] L. Lin, S. Yang, Q. Bai, and Y. An, “TCM Treatment and Drug
Co-Occurrence Analysis of Psoriasis,” Computational In-
telligence and Neuroscience, vol. 2022, Article ID 4268681,
7 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9857835

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9854161, 1 page
https://doi.org/10.1155/2023/9854161

Retraction

@ Hindawi

Retracted: Applying Dynamic Systems to Social Media by Using

Controlling Stability

Computational Intelligence and Neuroscience

Received 25 July 2023; Accepted 25 July 2023; Published 26 July 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] A. Abdullah Hamad, M. L. Thivagar, M. Bader Alazzam,
F. Alassery, F. Hajjej, and A. A. Shihab, “Applying Dynamic
Systems to Social Media by Using Controlling Stability,”
Computational Intelligence and Neuroscience, vol. 2022, Article
ID 4569879, 7 pages, 2022.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9854161

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 9846743, 1 page
https://doi.org/10.1155/2023/9846743

Retraction

@ Hindawi

Retracted: Artificial Intelligence-Based Deep Fusion Model for
Pan-Sharpening of Remote Sensing Images

Computational Intelligence and Neuroscience

Received 25 July 2023; Accepted 25 July 2023; Published 26 July 2023

Copyright © 2023 Computational Intelligence and Neuroscience. This is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the

original work is properly cited.

This article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. This in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope

(2) Discrepancies in the description of the research
reported

(3) Discrepancies between the availability of data and
the research described

(4) Inappropriate citations

(5) Incoherent, meaningless and/or irrelevant content
included in the article

(6) Peer-review manipulation

The presence of these indicators undermines our con-
fidence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] A.I.Iskanderani, I. M. Mehedi, A. J. Aljohani et al., “Artificial
Intelligence-Based Deep Fusion Model for Pan-Sharpening of
Remote Sensing Images,” Computational Intelligence and
Neuroscience, vol. 2021, Article ID 7615106, 11 pages, 2021.


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9846743

Hindawi

Computational Intelligence and Neuroscience
Volume 2023, Article ID 8110588, 14 pages
https://doi.org/10.1155/2023/8110588

Research Article

@ Hindawi

Hybrid Recommender System for Mental Illness Detection in
Social Media Using Deep Learning Techniques

Sayed Sayeed Ahmad ,! Rashmi Rani,! Thab Wattar ©,> Meghna Sharma,’ Sanjiv Sharma,*
Rajit Nair ,> and Basant Tiwari

College of Engineering and Computing, Al Ghurair University, Dubai, UAE

2Electrical Engineering and Computer Science Department, Cleveland State University, Cleveland, USA

’Department of Computer Science and Engineering, The NorthCap University, Gurugram, India

*Department of Computer Science and Engineering, KIET Group of Institutions, Delhi-NCR, Meerut Road, India

3School of Computing Science & Engineering, VIT Bhopal University, Bhopal-Indore Highway Kothrikalan, Bhopal, MP, India
®Department of Computer Science, Ethiopia Hawassa University, Awasa, Ethiopia

Correspondence should be addressed to Basant Tiwari; basanttiw@hu.edu.et
Received 1 November 2021; Revised 19 January 2022; Accepted 19 April 2022; Published 8 July 2023
Academic Editor: Sheng Du

Copyright © 2023 Sayed Sayeed Ahmad et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

Recommender systems are chiefly renowned for their applicability in e-commerce sites and social media. For system optimization,
this work introduces a method of behaviour pattern mining to analyze the person’s mental stability. With the utilization of the
sequential pattern mining algorithm, efficient extraction of frequent patterns from the database is achieved. A candidate sub-
sequence generation-and-test method is adopted in conventional sequential mining algorithms like the Generalized Sequential
Pattern Algorithm (GSP). However, since this approach will yield a huge candidate set, it is not ideal when a large amount of data
is involved from the social media analysis. Since the data is composed of numerous features, all of which may not have any relation
with one another, the utilization of feature selection helps remove unrelated features from the data with minimal information loss.
In this work, Frequent Pattern (FP) mining operations will employ the Systolic tree. The systolic tree-based reconfigurable
architecture will offer various benefits such as high throughput as well as cost-effective performance. The database’s frequently
occurring item sets can be found by using the FP mining algorithms. Numerous research areas related to machine learning and
data mining are fascinated by feature selection since it will enable the classifiers to be swift, more accurate, and cost-effective. Over
the last ten years or so, there have been significant technological advancements in heuristic techniques. These techniques are
beneficial because they improve the search procedure’s efficiency, albeit at the potential sacrifice of completeness claims. A new
recommender system for mental illness detection was based on features selected using River Formation Dynamics (RFD), Particle
Swarm Optimization (PSO), and hybrid RFD-PSO algorithm is proposed in this paper. The experiments use the depressive patient
datasets for evaluation, and the results demonstrate the improved performance of the proposed technique.

1. Introduction

Because of the deluge of information available on the
Internet, people have turned to a variety of strategies to
help them make a variety of choices, including who to go
out with, which phone to purchase, and where to spend
their vacation. User-centric recommender systems pro-
vide excellent suggestions to users while engaging with
massive amounts of information. Using social media,

these systems may provide suggestions on everything
from music to books to news to depressed patients to Web
sites to even more complicated recommendations in social
media for financial services, electrical gadgets, and so on.
The majority of recommendation algorithms are based on
a variety of filtering approaches, including Collaborative
Filtering (CF) and Content-Based Filtering (CBF) (CBF).
Many studies have been carried out in the area of rec-
ommender systems over the last 10years in order to
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develop unique algorithms that would improve the ac-
curacy of suggestion [1].

The following points will define the essential operational
as well as technological objectives of a recommender system
in detail: One of the most important characteristics of a
recommendation system is its effort to discover the most
relevant items for each query. While this is the fundamental
purpose of a recommender system, it also has a number of
secondary objectives. 2. Newness: Human beings are always
on the lookout for novel experiences. As a result, the
Recommender system will not be successful if it just rec-
ommends products that are outdated yet still popular among
the users. 3. Surprising yourself: This objective is all about
being startled. To distinguish between serendipity and
novelty, we may use the following example to illustrate our
point: Consider the following scenario: you are using a
depressed patient recommender system. If the system has
suggested a new depressed patient from your chosen genre,
it has met the aim of providing a fresh experience. However,
if the algorithm has suggested a popular depressed patient,
even if it is from a different genre than the one you pre-
viously liked viewing, it has achieved the serendipity ob-
jective. 4. Diverse suggestions: Recommender systems will
often provide the user with a selection of things to choose
from. As a result, ensuring that the objects are as diverse
since possible is an important aim, as it increases the
likelihood that a user will choose at least one of them [2].

The classification of recommender systems will often
comprise the following categories: CF, CBF, Demographic-
based, and Hybrid recommender systems. CF is founded on
the assumption that persons who have provided permission
would continue to do so in the future. Similar users are
recognised based on previous information of the user’s
activity, and things will be recommended based on the
behaviour of similar users, as well as the behaviour of the
user. The specs of things are taken into consideration by the
CBF Recommender systems, and the suggested items are
quite comparable to the items that the user previously liked.
When it comes to social media, the difficulty with content-
based filtering is that it cannot provide good suggestions if
the material does not have sufficient information to dif-
ferentiate between the things. When searching for compa-
rable users to provide their suggestions in social media,
demographic-based recommender systems will take use of
the demographic data of the users (for example, age, gender,
and occupation) to make their recommendations. Via order
to make suggestions in social media, Hybrid Recommender
Systems will integrate two or more of the strategies described
above. In terms of result potential, the CF approaches are the
most promising of all of the system types discussed above. In
spite of this, these methodologies have a number of
shortcomings including sparsity, a slow start, a lack of
tailored suggestions in social media, and the inability to
generate context-aware recommendations in social media
[3].

It is the process of obtaining meaningful patterns or
information from large datasets that is referred to as “data
mining.” The mining of useful as well as practicable patterns
from large databases is critical for a variety of data mining
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activities, such as pattern mining of the frequently occurring
itemset in large transactional databases. Due to the amount
of time necessary for completing numerous database scans
and providing additional candidate itemsets for the larger
dataset, it has significant drawbacks, particularly with large
datasets. In order to tackle these challenges, a new growth
algorithm known as FP growth must be developed. By
constructing the prefix-tree without taking into account the
outcomes, this approach will reduce the number of steps
required to complete the task. Although it has some ad-
vantages, it has two significant drawbacks: it will consider all
of the items as being comparable, and it will display every
item in the transaction database in binary (0/1) form, which
means that it will be either current or deficient [4].

Data mining uses feature selection procedures to au-
tomatically identify the features in a dataset that are relevant
for the specified prediction model while minimising the risk
of overfitting. The viability of the feature selection process is
due to its capacity to remove redundant or unnecessary
qualities that either make no contribution to the predictive
model’s accuracy or end up reducing the accuracy of the
predictive model, respectively. The following three points
will serve as the goals for the feature selection process: (1) to
improve the predictors’ ability to forecast, (2) to provide
predictors that are both quicker and more cost-effective, and
(3) to provide a better knowledge of the data creation
technique [5].

A smart strategy for feature selection will remove
characteristics that are of little or no use in terms of adding
information to the database. Three general metrics are used
in the feature selection process. Filters are the first form of
measure, and they will apply a statistical measure to each
characteristic in order to award a score to it. The feature
selection approach will be used as a preprocessing step for
these metrics, and it will be independent of the learning
process [6]. When using wrappers as a second form of
measure, the task will be modelled as a search problem, and
the learning system will be used as a black box for scoring the
feature subsets. The third sort of measure is embedded
techniques, which will be used to carry out the selection
process while the training procedure is being carried out.
When it comes to recommender systems, the kind of feature
selection is determined by the aim of making the suggestion.

The optimization of the feature selection is accomplished
via the use of metaheuristic approaches since the feature
selection is an NP-hard issue. Swarm intelligence techniques
[7] are built on a collection of basic entities that will interact
with one another depending on the knowledge available to
them in their immediate environment. The goal of these
interactions is to work together to find a suitable solution to
a specific issue that has been identified. Different swarm
intelligence metaheuristics [8] for discrete combinatorial
optimization issues (such as RFD or Ant Colony Optimi-
zation (ACQ)) as well as problems of continuous domain
optimization (such as PSO, Artificial Bee Colony (ABC))
have been proposed in different research articles.

In a nutshell, the RFD is a water-based metaheuristic that
will reproduce the geological processes that would result in
the formation of the river. The RFD is particularly well-
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suited for NP-hard issues involving the construction of a
specific tree type since the two aforementioned inclinations
may be readily bent towards either of the two directions via
the use of parameterization. It is possible to handle a wide
range of conventional NP-hard optimization issues using
RFD applications. Furthermore, the RFD has been used to
solve industrial challenges such as network routing, opti-
mization in electrical power systems, and VLSI design, to
name a few. It is somewhat noteworthy that the RFD is
believed to be a derivative-oriented form of the ACO, at least
in broad terms. In the ACO, entities (ants) have a tendency
to gravitate toward nodes with specific higher values than
others (for example, the pheromone trail). As a result of this,
the RFD shows that the drops tend to move towards nodes
where there is a greater difference between the values (al-
titudes) at the origin and destination nodes than at other
nodes (steeper slopes will have a bigger flow).

Firstly, it has been found that the informal nature of
tweets is crucial for the classification of feelings. Based on the
tweets, the mental illness of the person has been classified.
Therefore, to categorise Indian language tweets is proposed a
combination of grammar rules based on adjectives and
negations. This type of categorization is unique and has a
good way of explanation.

This work proposes a hybrid RFD-PSO algorithm for
recommender system-based pattern mining was proposed.
The rest of the paper presents the related works in literature,
different techniques used in the work, experimental results,
and conclusion.

2. Related Works

Cai et al. [9] proposed a rating-based many-objective hybrid
recommendation method that could concurrently optimize
the recommendation’s coverage, novelty, diversity, recall, and
accuracy. In addition, there were proposals of a novel strategy
for generation-based fitness evaluation as well as a strategy for
partition-based knowledge mining. These strategies would
boost the Many-Objective Evolutionary Algorithms
(MaOEAs) for performance improvement of the model’s
generated recommendations in social media. Eventually,
upon comparison with the existing conventional MaOEAs,
the experimental outcomes were able to demonstrate that the
proposed algorithm could offer recommendations in social
media having novel as well as more number of items in terms
of the users’ accuracy and diversity.

Alhijawi and Kilani [10] had presented a Genetic Al-
gorithm (GA)-based recommender system (BLIGA), which
was dependent on the historical rating and semantic in-
formation. Rather than assessing the items before the for-
mation of the recommendation list, this research’s key
contribution involved the assessment of the potential rec-
ommendation lists. In the BLIGA, there was the utilization
of the GA for identifying the most relevant items for the user.
Hence, every individual was a representation of the can-
didate recommendation list. The BLIGA has employed three
distinct fitness functions to hierarchically assess the indi-
viduals. A comparison of the recommendation results was
done between the BLIGA and other CF methods. It was

evident from the results that the BLIGA was much superior
and was able to accomplish highly accurate predictions
regardless of the number of K-neighbors.

Alhijawi et al. [11] presented three distinct novels GA-
based Recommender systems: GARS+, GARS++, and
HGARS to address the issue of offering users item recom-
mendations in social media. As a combination of GARS+
and GARS++, HGARS was the genetic-based recommender
system’s enhanced version which had worked without being
a hybrid model. The proposed recommender system
employed GA in its search for the optimal similarity
function, which in turn, was dependent on a linear com-
bination of values as well as weights. Using experimenta-
tions, the authors were able to confirm that HGARS was able
to accomplish improvements of 16.1% inaccuracy, 17.2% in
the recommendation quality, and 40% in performance.

Rakshana Sri et al. [12] had devised a system that exe-
cuted user cluster-based CF for venue recommendations in
social media; wherein there was utilization of a bio-inspired
Grey Wolf Optimization (GWO) algorithm for the cluster
formation. With the clustering’s utilization, there was the
removal of the CF’s shortcomings inaccuracy, sparsity as
well as scalability. Moreover, the authors used the cosine
similarity and the Pearson Correlation Coeflicient (PCC) for
identifying similar users. Performance evaluation was car-
ried out using Trip Advisor and Yelp datasets to determine
metrics such as accuracy, precision, recall as well as
f-measure. The outcomes of the experimentation, as well as
the evaluation, were able to show the efficiency of newly
generated recommendations in social media and also had
displayed user satisfaction.

Tohidi and Dadkhah [13] had introduced an approach
for increasing the accuracy and boosting the performance of
a CF Recommender system. This work had put forward a
hybrid approach to boost the video CF Recommender
system’s performance based on the clustering and the
evolutionary algorithm. The proposed approach was a
combination of the k-means clustering algorithm with two
metaheuristics: the Accelerated PSO (APSO), and the Forest
Optimization Algorithm (FOA). This work’s key objective
involved increasing the user-based CF video Recommender
system’s recommendation accuracy. Evaluation, as well as
computational outcomes on the Depressive patient dataset,
had shown the proposed approach’s superior performance
over the other related methods.

El-Ashmawi et al. [14] had devised a novel algorithm for
the detection of a feasible cluster set of similar users to boost
the procedure of recommendation. Utilization of the genetic
uniform crossover operator in the conventional Crow
Search Algorithm (CSA) was able to increase the search’s
diversity as well as to aid the algorithm in avoiding capture
in the local minima. There was the presentation of the top-N
recommendations in social media based on the feasible
cluster’s members. The Jester dataset was used for the
evaluation of the proposed algorithm’s performance. It was
indicated from the results that the proposed algorithm was
able to attain superior results with regards to the mean
absolute error, the root means square errors as well as the
objective function’s minimization.



Wang et al. [15] had examined a novel bacterial colony-
based feature selection algorithm with an attribute learning
strategy [16] for obtaining personalized product recom-
mendations in social media. In specific terms, the features
were weighted following their historic contributions to the
individual-based as well as the group-based subsets. Fur-
thermore, the feature candidates’ occurrence frequency was
recorded for improvement of the feature distribution’s di-
versity and avoidance of overfitting. With regards to the
weight-based feature indexes as well as the occurrence
frequency records, performance enhancement of these
feature subsets was achieved through the replacement of
features that has repeatedly appeared within the same vector.
The optimization’s objective involved minimization of the
classification error using the acceptable number of features.
There was the utilization of the KNN as a learning method
for cooperation with the proposed feature selection algo-
rithm. Upon comparison with seven different feature se-
lection methods, the proposed algorithm’s superior
performance was evident from its accomplishment of a
higher rate of classification accuracy with the utilization of a
smaller number of features. Table 1 has represented the
comparison of the existing methodology with different
methods.

3. Methodology

In the proposed hybrid recommender system for mental
illness detection in social media, the features are extracted
from the transactions, feature selection is applied, and a
systolic tree is used for frequent pattern mining. Various
dataset has been included and experiment is carried out
using Depressive patient-Lens dataset that is used for
evaluating the techniques. This section discusses the systolic
tree, TF-IDF feature extraction method, RFD, PSO, and
hybrid RFD-PSO-based feature selection methods.

In order to test both classifiers, the model includes a
variety of processes, including the SVM classifier and the
Nave Bayes classifier. It comprises of two datasets and seven
primary operators, which are described below. In the first
dataset, which is called the training dataset, there are 2073
sad posts and 2073 non-depressed posts that have been
manually trained. In addition, it is divided into three col-
umns: the first is a binominal sentiment (Depressed or Not-
Depressed), the second is a depression category (in the event
of depressed sentiment, one of the nine categories), and the
third is the trained post (if applicable). The second dataset
consists of the patient SNS posts, and it is different for each
person in order to evaluate the model’s prediction.

In the Select Characteristics operator, the user may
specify whether or not certain attributes from the training
dataset should be retained and which attributes should be
eliminated from the training dataset. The second and third
operators are the Nominal to Text operators, which trans-
form the type of chosen nominal attributes to text and also
map all values of the attributes to their corresponding string
values. This operator is used in both the training dataset and
the test dataset. The fourth and fifth processes are Process
Documents, and they are used in both the training dataset
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and the test set to create word vectors from string charac-
teristics. They are composed of four operators and are
utilized in both the training dataset and the test set.

Process Document operator has four operators:
Tokenize, Filter Stop-words, Transform Cases, and Stem.
Tokenize is the first of these operators. With the Tokenize
operators, you may break down the text of a document into a
series of tokens. A text is filtered for English stopwords using
the Stop-words filter, which removes every token in the
document that matches a stopword from the built-in stop-
word list in the RapidMiner.

The Transform Cases operation converts all of the
characters in a document to lower-case lettering. The Porter
stemming method is used by the Stem operator to stem
English words, with the goal of reducing the length of the
words until a minimal length is attained by the operator. The
sixth operator is the Validation operator, which applies to
the training dataset, which is divided into two sections:
training and testing. The Validation operator has two parts:
training and testing. The classifier operator is included in the
training part, and we change the classifier model from SVM
(Linear) to Nave Bayes Classifier (Kernel) for each patient we
test in the training phase. The testing stage comprises of two
operators: the Apply Model operator, which applies the
trained model to the supervised dataset, and the Perfor-
mance operator, which is used to evaluate the model’s
performance. In the seventh and final operator, we have the
Apply model. This operator connects the test dataset with
the training dataset in order to provide us with the final
prediction result utilising one of the classifiers in the
patients.

The accuracy of the classification is dependent on the
training set that was used to train the classifier and to execute
it. Rather than selecting simply apparent instances of a class,
it is critical to choose sample training nodes that reflect edge
cases that belong in or out of a class. As a result, it is a best
practice to include as many different types of samples as
teasible in the training set. This has been accomplished via
the collection, organisation, and manual training of a su-
pervised dataset. The postings for the dataset were gathered
from three social media platforms: Facebook, LiveJournal,
and Twitter. The dataset was manually trained to identify
two types of sentiment: depressed and not depressed. In the
case of depressed sentiment, we classified the depressed post
into one of the nine depression symptoms defined by the
American Psychiatric Association Diagnostic and Statistical
Manual of Mental Disorders (DSM-IV). To conclude, we
have 6773 posts in the training dataset, 2073 of which are
trained as depressed posts and 4700 of which are not trained
as depressed posts.

3.1. Dataset. The following information is included inside
the dataset: There are two folders, with one containing the
data for the controls and the other containing the data for
the condition group. We give a csv file with the actigraph
data that has been gathered throughout time for each pa-
tient. Each of the following columns contains information:
timestamps (one-minute intervals), date (date of
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TaBLE 1: Comparison of existing methodology.

Method

Description

References

Unified relevance model

It is a probabilistic item-to-user relevance framework that uses the parzen-
window approach to estimate the density of relevant items. This strategy helps
to alleviate the issue of data sparsity.

Si and Jin [17]

Hybrid CF model

Effective recommender systems are introduced, which make use of sequential
mixture CF and joint mixture CF to achieve their results. It also incorporates
sophisticated bayes belief theory.

Su et al. [18]

Fuzzy association rules and
multilevel similarity (FARAMS)

It makes use of furzy association rule mining in order to expand the capabilities
of the current methodologies. It was possible for FARAMS to complete the goal
of producing higher qualitative forecasts.

Wang et al. [19]

Flexible mixture model (FMM)

The formation of user and item clusters might happen at the same time. It adds
preference nodes in order to investigate a significant variance in rating among
users who have similar preferences.

Leung et al. [20]

In order to lower the apriori likelihood of an item, it is clustered depending on

Maximum entropy approach

the user’s access route. This is beneficial in dealing with sparsity and
dimensionality.

Pavlov and
Pennock [21]

measurement), and activity (activity measurement from the
actigraph watch). In addition, we supply the MADRS scores
in the file emphscores.csv, which may be seen below. There
are nine columns in this table: number (patient identifier),
days (numbers of days of measurements), gender (1 or 2 for
female or male), age (age in age groups), afftype (1: bipolar
I, 2: unipolar depressive, 3: bipolar I), melanch (1: mel-
ancholia, 2: no melancholia), inpatient (1: inpatient, 2:
outpatient), marriage (1: married or cohabiting, 2: single),
and work (1: MADRS when measurement stopped).

3.2. Mental Illness Detection Based on Systolic Tree. The
systolic tree structure is utilized for frequent pattern mining.
In the VLSI terminology, it will refer to an assembly of
pipelined Processing Elements (PEs) in a multidimensional
tree pattern. Its configuration will store the candidate pat-
terns’ support counts in a pipelined manner. For a given
transactional database, the relative positions of the systolic
tree’s elements must be similar to that of the FP tree. The
transaction items, the Web page request sequence, will be
updated into the systolic tree using operations like candidate
item matching and count update [22] and the flow of the
proposed Mental Illness Detection Based on Systolic Tree
detection method. The sample dataset are collected from
depressive patient lens from social media to analyze the
person’s mental illness from their recommender system.

The following PEs will constitute the structure of a
systolic tree:

(1) PE is under control. The root PE of the systolic tree
will not contain any items. It is required that all data
be entered via it. There is a link between one of its
interfaces and the kid on the left side of the tree.

(2) Physical education in general. The other PEs are
referred to as “generic PEs” for the most part. There
will be just one bidirectional interface on every ge-
neric PE, which will be connected to its parent. In
contrast to the general PE with children, which will
have a single interface that is connected to its left-
most kid, the general PE with siblings may have an

interface that is connected to its leftmost sibling.
They may be used to create an item as well as increase
the support count of the stored item.

(3) Every PE will be assigned a level that corresponds to
it. While the control PE is at level 0, the level of the
general PE is determined by the distance between the
general PE and the control PE. In a physical edu-
cation class, all of the students will be at the same
level. Every generic PE will have just a single parent
who will have a direct relationship to the leftmost kid
of the PE hierarchy. Because of their left siblings, the
other children will be able to establish a secondary
connection with their parents.

(4) Among the PE’s three operating modes are the
WRITE mode, the SCAN mode, and the COUNT
mode, all of which are described below. The WRITE
mode is used to create a systolic tree and to control
the flow of things within it. Counting the number of
times a candidate itemset has been supported may be
done in both the SCAN and the COUNT modes.
Candidate itemset matching is the phrase used to
describe this operation.

3.3. Term Frequency and Inverse Document Frequency (TF-
IDF). The most popularly employed weighting metric is the
Term Frequency and Inverse Document Frequency (TF-
IDF) to quantify the relationship of words and instances.
This measure will take into account the word or TF in the
instance and also the word’s uniqueness or how infrequent
(IDF) it is in the whole corpus. Thus, the TF-IDF will allocate
higher values to topic representative words while devaluing
the common words. The TF-IDF has multiple variations
(23]. Equation (1) will define the TF-IDF weighted value w, 4
of the word ¢ in the instance d as follows:

N
Wyg =tfqX 1°g10<df>' (1)
t

This equation ¢ f, 4 will denote the term frequency, N will
denote the total instances in the corpus, and d f will denote



the number of instances that have an occurrence of the word
t.

COVID-19 may only occur once in a lifetime, but the
experience of coping with such circumstances is still nec-
essary. Although some nations have effectively controlled
the pandemic, others have failed miserably in their attempts
to deal with the problem as it has arisen. Because of the times
we live in, it is extremely common for social media to play a
significant part in our daily life. Social media is present
everywhere, and everyone is either directly or indirectly
linked to it. When faced with a pandemic, the government
has implemented new measures (stay at home and social
isolation), as well as placing limits on the mobility of in-
dividuals. It would have been preferable if social media
networks had provided us with appropriate guidance in this
dreadful scenario. Contrary to expectations, it has been
discovered that individuals were engaged in the distribution
of bogus drugs or fraudulent information through social
media. As a result of the shutdown, millions of individuals
were introduced to social media for the first time, allowing
them to stay up to date. It would be preferable if accurate
information could be disseminated and people could keep
up to speed on the fatal epidemic that has engulfed the whole
planet. It has produced a worrisome scenario among indi-
viduals as a result of the incorrect material about COVID-19
being circulated, which has resulted in mental disorders.
Many people feel that utilising social media is really detri-
mental. The facts regarding coronavirus include that it is
spread via the air and that it may remain on surfaces for
many hours. It targets older adults with ease; it causes
breathlessness; it causes death in a matter of days; it is in-
curable; and so on. It is making the rounds on social media at
an unexpectedly rapid speed, causing widespread panic.

3.4. River Formation Dynamics (RFD) Algorithm. River
Formation Dynamics (RFD) is a technique that uses Evo-
lutionary Computation to model river formation. RFD may
be thought of as a gradient-oriented variant of the ACO
algorithm. This concept is based on the observation of how
water makes rivers in the natural world. It changes the
environment as water flows through a steep decreasing
slope, eroding the ground underneath it, and depositing the
sediments carried by the water when the water falls onto a
flatter surface. The basic method and formulas for the dy-
namics of river have been developed.

Any route from the origin point to the target point has a
gradient that, when considered the path as a whole (i.e., from
the origin to the target), must be decreasing from the be-
ginning of the RFD execution.

We have used this approach to tackle the issue of lo-
cation management in order to reduce the overall cost of
location management as much as possible.

The RFD algorithm’s principle replicates the procedure of
riverbed formation. A set of drops situated at a starting point
will be subjected to gravitational forces that will attract these
drops towards the Earth’s center. Hence, these drops will
undergo distribution all over the environment in search of the
lowest point—the sea. This procedure will result in the
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formation of various new riverbeds. Now this concept is used
by the RFD for problems of graph theory. First, there will be
the creation of an agent-drop set. Afterwards, these drops will
travel on the edges between the nodes to discover the envi-
ronment, searching for the best solution. They will utilize
mechanisms of erosion as well as soil sedimentation, which
are associated with variations in the altitudes that are allocated
to every node. Upon the drops’ movement across an envi-
ronment, it will modify the measurement of the nodes along
its route. The shift from one node to another will be done by
the nodes’ decreasing altitude, which in turn will offer nu-
merous benefits, such as the avoidance of local cycles [24].

The following describes the RFD algorithm. There is an
assignment of an amount of soil to every node. When the
drops move, they either erode their paths or deposit the
carried sediment (and hence, increase the nodes’ altitudes).
The probability of picking the next node is dependent on the
gradient, which is in proportion to the difference between
the heights of the node where the drop resides as well as its
neighbor’s height. The procedure will commence with a flat
environment; that is, all the nodes will have equivalent al-
titudes, except for the zero equivalent goal node that will
maintain this value throughout the entire procedure. To
facilitate the environment’s further exploration, the drops
will be situated at the initial node. At every step, a group of
drops will successively traverse the space, and later, will
execute erosion on the nodes visited. Algorithm 1 represents
the RFD algorithm’s pseudocode.

Drops will move one till their arrival at the goal, or they
have traveled the maximum set number of nodes. The total
number of nodes in an environment will constitute the
aforementioned maximum number of nodes. Equations (2)
to (4) will express the probability Pk (i, j) that a drop k which
resides in node i would pick the next node j:

ol for j € V. (i),

Pelij) =1 total

, forj e U (i), (2)

for j € Fi (i),

| total’

where

altitude (i) — altitude (5)

gradient (i, j) = distance (i, §) ’ (3)
total = < Z gradient (i, l)>
1€V (i)
w
+ _— | + 6 .
<lEUZk:(i) |gradient (i, l)|> <l€g(i) >
(4)

Vk (i) will denote a neighboring node-set that has a
positive gradient (that is, node ’s altitude is higher than that
of node j), Uk (i) will denote a neighboring node-set that has
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a negative gradient (that is, node j’s altitude is higher than
that of node i), and Fk (i) will denote neighbors having a flat
gradient. w and & coeflicients have fixed values.

Once all the drops have finished moving, there is the
execution of a procedure of erosion on all the traveled paths
through the reduction of the nodes’ altitudes based on the
gradient to the successive node. According to equation (5),
the amount of erosion for each pair of nodes i and j will be
dependent on the number of all used drops D, the number of
all nodes in the graph N, as well as a specific erosion co-
efficient E.

Vi, j € Pathy, altitude (7) := altitude (i) .gradient (i, §).

(5)

Here, Pathk will denote the drop k’s traversed path.

Furthermore, when a drop stops, it will deposit a
fraction of the carried sediment and also will end up
evaporating for the remaining portion of the algorithm
iteration. Since this will minimize the likelihood of tran-
sition towards blind alleys, this will result in weakening the
bad paths.

Upon each iteration’s completion, there is the addition
of a specific as well as minimal sediment amount to all the
nodes (line 8). This is for the avoidance of a situation in
which all the altitudes would be close to zero since it would
result in negligible gradients and ruination of all the formed
paths. The below equation (6) will formulate the sediment to
be added as follows:

E
" (N-1.D

ion Prod
Vi € GAi # goal, altitude (i) := altitude (i) + W
(6)

In this equation, G will denote the node-set of the uti-
lized graph, the goal will denote the goal node, and erosion
produced will denote the sum of all the erosion produced in
the current iteration, that is,
Ypan E/ (N = 1).D.gradient (i, /), Vk € drops.

Till arrival at the final condition, the algorithm iterates.
This final condition may indicate all the drops which are
moving along the same path. For the computation time’s
minimization, maximum iterations are defined, and also a
condition to verify whether the earlier n loops made any
improvements on the solution.

3.5. Particle Swarm Optimization (PSO) Algorithm. PSO
algorithm’s inspiration was derived from the intelligent [25]
collective behavior of certain creatures like fish schools or
bird flocks. Akin to other evolutionary algorithms, the
evolution of a potential solution population in the PSO will
undergo successive iterations. In comparison to other
strategies of optimization, the PSO’s key benefits are its
implementational ease and the low number of parameters
for adjustment. In the PSO, every potential solution to a
problem of optimization is taken into account as a bird and
is also referred to as a particle. The particle set, also termed a
swarm, will be made to fly across the problem’s D-dimen-
sional search space. Each particle’s position will undergo a

change which is based on the experiences of the particle itself
as well as those of its neighbors [26].

Equation (7) will express the ith particle’s position as
below:

x; = (X1 Xig> - > Xip)- (7)

Here, x;4 € [l3,u4],d € [1, D] while /; and u, will denote
the lower and upper bounds of the search space’s dth di-
mension. Akin to each particle’s position, a vector is used to
represent each particle’s velocity. v; = (v;;, Vi, ..., v;p) will
express the ith particle’s velocity. During every time step,
equations (8) and (9) will update each particle’s position and
velocity as below:

v (E+1) = v;(8) + Rlijcl(Pij - xij(t))

(8)
+ Ryyjea((Py = x5 (1),

X, (t+1) = x; () + v, (t + 1). (9)

These equations Ry;;and R,;; will denote two distinct
random values within the [0, 1] range; c1 and c2 will denote
acceleration constants; pi will denote the particle’s best
previous position while Pg will denote the best previous
position of all particles in the swarm (that is, the global best
PSO).

A successful optimization algorithm is primarily de-
pendent on the balance between the global search and the
local search throughout a runner’s course. For this goal’s
accomplishment, certain mechanisms are employed by a
majority of all the evolutionary algorithms. Examples of
balance controlling parameters are inclusive of the tem-
perature parameter in Simulated Annealing and the normal
mutation’s step size in strategies of evolution. To strike a
balance between the PSO’s attributes of exploration as well
as exploitation, Shi and Eberhart had proposed an inertia
weight-based PSO wherein the update of each particle’s
velocity was following the below :

v (t+1) = wv;; (£) + Ryyjey (P — x5 (1) + Ryyies (P — x5 (1))
(10)

While a global search is enabled by a huge inertia weight,
alocal search is enabled by a small inertia weight. The search
ability’s dynamic adjustment was achieved via dynamic
alteration of the inertia weight. Numerous other researchers
were also in agreement with this general statement related to
the w’s impact on the PSO’s search behavior.

3.6. Proposed RFD-PSO Algorithm. The standard RFD al-
gorithm suffers from a few shortcomings that hinder its
performance. The huge number of coeflicients will make it
extremely unintuitive to tune the algorithm to a specific case.
In addition, the algorithm has a very low rate of convergence
for environments with more complexity. The intelligence-
based PSO has a lot of applicability in scientific research as
well as engineering. It does not have any overlapping and
mutation calculation. The particle’s speed will search. At the
time of development of various generations, only the most
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(2) Height of targetnode «— 0

(6) Analyse complete paths

(9) end while Drops

(1) Height of nodes «— initial height

(3) while end conditions are not met do
(4) Placeall drops in starting node
(5) Move all drops across the graph for a maximum number of steps

(7) Height of nodes on paths— = erosion based on path costs
(8) Height of all nodes+ = small amount of sediment

ALGORITHM 1: RFD algorithm’s pseudocode.

optimist particle will have the ability to transmit information
towards the other particles. The search’s speed will also be
rapid. The PSO has a very simplistic calculation.

In comparison with various other developing calcula-
tions, it has occupied the bigger optimization capability and
also can be easily completed. The PSO has adopted the real
number code, and the solution directly determines it. The
dimension’s number will be equivalent to the solution’s
constant.

The hybridization’s key objectives will be as follows:
advancement of the individual basic algorithms’ effective-
ness, search space’s expansion, enhancements in conver-
gence, and local search. In addition, hybridization must have
the ability to design effective, coherent, and flexible algo-
rithms to manage multi-objective or continuous optimiza-
tion problems. To enhance the river drops’ quality and
convergence in the basic RFD, a novel hybrid RFD-PSO
algorithm has been introduced in this work. The evolution
process in this proposed algorithm will involve the partic-
ipation of all solutions in each drop. Moreover, we can
achieve enhancements in the local search and the global
search through the utilization of the PSO’s particle velocity
as well as position procedure, respectively. With the utili-
zation of the PSO’s concept in the RED at the time of global
information exchange as well as local deep search, we can
accomplish enhancements inaccuracy, rate of convergence,
global exploration as well as local exploration (Algorithm 2).

Flowchart for the hybrid RFD-PSO algorithm can be
seen in Figure 1 [28].

In order to cope with the TTNR issue, a route weighted
graph strategy has been used to deal with the situation in
question. As a tiled pattern, the routing area may be
represented as a grid graph, in which each node (or vertex)
represents a tile and each edge (or border between two
adjacent tiles) represents the boundary between two ad-
jacent tiles. Simply put, the grid is represented as a square
matrix of size n x n, where the size of the matrix equals the
number of nodes on one of the grid’s sides, multiplied by
one hundred. The nodes of the grid are numbered se-
quentially, starting at the bottom left corner. One node will
be designated as the source node, and the other will be
assigned as the destination node-both nodes effectively
representing the two terminals that will be routed with the
least amount of distance. Figure 2 depicts a grid graph of
the same size (6x6). It is allocated to the Source and
Destination nodes, respectively, the two nets or pins that

are to be linked to one other. The ants, the drops, and the
ant-drops, which are the Swarm agents in their respective
algorithms, i.e., ACO, RFD, and Hybrid RFD-ACO, are
each deployed in the graph in their own way. The ants, the
drops, and the ant-drops are each deployed in their own
way. At the start of each iteration, the agents are initialized
at the Source node, and each agent attempts to discover a
route with a high probability of success. The method lists all
of the nodes that are accessible from a certain node (except
the immediate previous visited node). According to greater
likelihood, the next node is picked, i.e., the node with the
higher probability value based on pheromones (in the case
of ACO) or gradients (in the case of RFD) or both is chosen
as the next node (in case of Hybrid RFD-ACO). Any one of
the nodes is picked randomly using a random function if
there is a tie between two or more nodes depending on the
likelihood of the tie occurring. It is in this manner that the
agents go from node to node in search of a route to the
Destination Node.

When an ant walks from one node to another, a pre-
determined quantity of pheromone is deposited along the
path that the ant leaves behind. In the case of the RFD, the
initial node is eroded, which means that the altitude value of
the initial node decreases as a function of the slope of the
gradient. This procedure is followed for each such transition
in each cycle of transportation from source to destination.
Pheromones are evaporated along all of the edges in the case
of ACO, and sediment is deposited (altitude value is raised)
over every node in the case of RFD over the whole graph
once each cycle is completed. In addition, the best roads are
reinforced by additional trails of pheromone deposition and
soil erosion to make them even more effective. The proce-
dure is repeated until the most efficient path is discovered.
The node count and edge count along the route are deter-
mined using the algorithm’s software, which may be found
here. Using the information in this table, it is possible to
compute and compare the costs of several courses, and
therefore progress towards the convergence of the best
routes.

4. Results and Discussion

Depressive patient, a historical dataset for the depressive
patient recommender systems, is used to evaluate the al-
gorithm and its quality. It consists of 100,000,029 anony-
mous ratings from about 6,040 users from 3,952 depressive
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Start

Step 2.

Move drops
Erode paths
Deposit sediments
Until termination
For each particle
Set f as new pBest
End

For each particle

End

End

Step 1. Randomly initialize the parameters

2.1 RFD algorithm initiated

2.2 PSO algorithm initiated

Fitness value f computed

If > pBest (best fitness value)
Choose gBest in the swarm

Update particle velocity and position

2.3 Record the best solution
Step 3. If the maximum number of iterations is reached, then output the best solution; else, go to Step 2

Initialize population

v

Calculate fitness of each
individual

A4

A

Update particle velocity and
position

Move drops

A

Erode paths

v

Deposit sediments

Satisfy
termination
condition?

ALGORITHM 2: RFD-PSO algorithm’s pseudocode [27].

Obtain Optimum

FIGURE 1: Flowchart for hybrid RFD-PSO algorithm.

patients. The Depressive patient datasets are primarily used
to evaluate a collaborative recommender system for the
depressive patient domain.

In this section, the RFD feature selection-without Frequent
Pattern Mining, RFD feature selection-without Frequent
Pattern Mining + CF, RFD feature selection-with Systolic Tree
frequent pattern mining, RFD feature selection-with Systolic
Tree frequent pattern mining + CF, RFD - PSO feature selec-
tion-without Frequent Pattern Mining, RFD - PSO feature
selection-without Frequent Pattern Mining + CF, RED - PSO
feature selection-with Systolic Tree frequent pattern mining
and RFD - PSO feature selection-with Systolic Tree frequent
pattern mining + CF are used. The experiments were con-
ducted with top N =2 to 18 recommended items. Precision and
recall results are shown in Tables 2 and 3 and Figures 2 and 3.

From Figure 3, it can be observed that the RFD - PSO
feature selection-with Systolic Tree frequent pattern min-
ing + CF has higher average precision by 9.76% for RFD
feature selection-without Frequent Pattern Mining, by
8.07% for RFD feature selection-without Frequent Pattern
Mining + CF, by 7.31% for RFD feature selection-with
Systolic Tree frequent pattern mining, by 4.91% for RFD
feature selection-with Systolic Tree frequent pattern min-
ing + CF, by 5.06% for RFD - PSO feature selection-without
Frequent Pattern Mining, by 3.29% for RFD - PSO feature
selection-without Frequent Pattern Mining+ CF and by
2.28% for RFD - PSO feature selection-with Systolic Tree
frequent pattern mining when compared with various top-N
recommended items, respectively.

From Figure 2, it can be observed that the RFD - PSO
feature selection-with Systolic Tree frequent pattern
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N=2 N=4 N=6 N=8 N=10 N=12 N=14 N=16 N=18
TOP-N RECOMMENDED ITEMS
m RFD feature selection-without Frequent Pattern Mining
m RFD feature selection-without Frequent Pattern Mining + CF
m RED feature selection-with Systolic Tree frequent pattern mining
m RFD feature selection-with Systolic Tree frequent pattern mining + CF
®m RED - PSO feature selection-without Frequent Pattern Mining
m RED - PSO feature selection-without Frequent Pattern Mining + CF
m RFD - PSO feature selection-with Systolic Tree frequent pattern mining
B RED - PSO feature selection-with Systolic Tree frequent pattern mining + CF
FIGURE 2: Precision for RED - PSO feature selection - with systolic tree frequent pattern mining+ CF.
TaBLE 2: Precision for RFD - PSO feature selection - with systolic tree frequent pattern mining + CF.
RED RED feature RED - PSO  RED - PSO  RED - pso 1D - PSO
RFD feature . RFD feature feature
feature . selection- . . feature feature feature .
. selection- . . selection-with - . - selection-
Top-N selection- - with systolic . selection- selection- selection- . .
) without systolic tree ) . . . with systolic
recommended without tree without without with systolic
. frequent frequent tree
items frequent attern frequent attern frequent frequent tree frequent frequent
pattern .p . pattern .p . pattern pattern pattern 4
.. mining + CF .. mining + CF .. S .. pattern
mining mining mining mining + CF mining L
mining + CF
N=2 0.82 0.84 0.88 0.89 0.85 0.89 0.93 0.94
N=4 0.8 0.81 0.83 0.85 0.84 0.85 0.87 0.89
N=6 0.77 0.8 0.79 0.81 0.81 0.84 0.83 0.85
N=8 0.75 0.76 0.76 0.78 0.78 0.79 0.8 0.81
N=10 0.7 0.72 0.73 0.75 0.73 0.76 0.76 0.79
N=12 0.69 0.7 0.69 0.71 0.73 0.73 0.73 0.75
N=14 0.67 0.66 0.66 0.68 0.71 0.69 0.7 0.71
N=16 0.63 0.64 0.64 0.66 0.66 0.67 0.67 0.69
N=18 0.6 0.61 0.61 0.62 0.63 0.64 0.64 0.66
TaBLE 3: Recall for RFD - PSO feature selection - with systolic tree frequent pattern mining + CF.
RFD RFD feature RFD - PSO RFD - PSO  RED - PSO RED - PSO
RFD feature ; RFD feature feature
feature : selection- . . feature feature feature .
. selection- . . selection-with . . . selection-
Top-N selection- . with systolic . selection- selection- selection- . .
. without systolic tree . . . . with systolic
recommended without P tree without without with systolic
. requent frequent tree
items frequent attern frequent attern frequent frequent tree frequent frequent
pattern P pattern P pattern pattern pattern 4
.. mining + CF .. mining + CF .. S .. pattern
mining mining mining mining + CF mining L
mining + CF
N=2 0.23 0.26 0.31 0.41 0.24 0.27 0.33 0.43
N=4 0.26 0.32 0.37 0.47 0.27 0.34 0.39 0.5
N=6 0.31 0.36 0.42 0.55 0.32 0.38 0.44 0.58
N=8 0.36 0.41 0.48 0.63 0.38 0.43 0.5 0.66
N=10 0.42 0.47 0.57 0.74 0.44 0.49 0.59 0.78
N=12 0.49 0.56 0.65 0.85 0.52 0.59 0.69 0.9
N=14 0.57 0.64 0.76 1 0.6 0.68 0.8 1
N=16 0.65 0.75 0.88 1 0.69 0.79 0.93 1
N=18 0.76 0.86 1 1 0.8 0.9 1 1
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1.2 -

RECALL

N=2 N=4 N=6 N=8 N=10 N=12 N=14 N=16 N=18
TOP-N RECOMMENDED ITEMS

RFD feature selection-without Frequent Pattern Mining

RFD feature selection-without Frequent Pattern Mining + CF

RFD feature selection-with Systolic Tree frequent pattern mining

RFD feature selection-with Systolic Tree frequent pattern mining + CF

RFD - PSO feature selection-without Frequent Pattern Mining

RFD - PSO feature selection-without Frequent Pattern Mining + CF

RFD - PSO feature selection-with Systolic Tree frequent pattern mining

RFD - PSO feature selection-with Systolic Tree frequent pattern mining + CF

FIGURE 3: Recall for RFD - PSO feature selection - with systolic tree frequent pattern mining + CF.

TaBLE 4: Performance metrics Comparison.

Research name Accuracy (%) Precision (%) Recall (%)
SNS-based predictive model for depression [6] 77 78 85
Predicting depression via social media [16] -70 70 61
Proposed system 63.3 100 57
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FIGURE 4: Performance metrics of proposed work.

mining + CF has higher average recall by 51.37% for RFD
feature selection-without Frequent Pattern Mining, by
38.67% for RFD feature selection-without Frequent Pattern
Mining + CF, by 22.94% for RFD feature selection-with
Systolic Tree frequent pattern mining, by 2.96% for RFD
feature selection-with Systolic Tree frequent pattern min-
ing+ CF, by 46.62% for RFD - PSO features selection-
without Frequent Pattern Mining, by 33.78% for RED - PSO
feature selection-without Frequent Pattern Mining + CF and
by 18.84% for RFD - PSO feature selection-with Systolic Tree
frequent pattern mining when compared with various top-N
recommended items, respectively. Table 4 represents the
performance metrics comparison.

The accuracy of the classification is dependent on the
training set that was used to train the classifier and to execute
it. Rather than selecting simply apparent instances of a class,
it is critical to choose sample training nodes that reflect edge
cases that belong in or out of a class. As a result, it is a best
practice to include as many different types of samples as
feasible in the training set. This has been accomplished via
the collection, organisation, and manual training of a su-
pervised dataset. The postings for the dataset were gathered
from three social media platforms: Facebook, LiveJournal,
and Twitter. The dataset was manually trained to identify
two types of sentiment: depressed and not depressed. In the
case of depressed sentiment, we classified the depressed post
into one of the nine depression symptoms defined by the
American Psychiatric Association Diagnostic and Statistical
Manual of Mental Disorders (DSM-IV).

Figure 4 has shown the performance metrics of the
proposed work through the parameters such as accuracy and
the loss.

5. Conclusions

Using quality recommendations in social media, the Rec-
ommender Systems have been able to enhance the user
experience and thus, effectively handle the information

overload issue. FP extraction has been done with the uti-
lization of the techniques of association rule mining. Upon
the preprocessed data’s application with the TE-IDF feature
extractor, every document will obtain a vectorized repre-
sentation based on the TF-IDF scores on the terms within
every document. With the utilization of the RFD optimi-
zation algorithm, there is the optimal path’s computation
under a specified constraint of time. As a swarm intelligence
technique, the population-based PSO will execute the
process of optimization to attain its fitness function opti-
mization. In the hybrid RFD-PSO algorithm’s proposal, a
small constant updating strategy’s introduction will boost
the update capability of velocity, acceleration factor, and
optimal individual location. There is the PSO strategy’s
utilization for optimizing the RFD’s velocity as well as
position. Results show that the RFD - PSO feature selection-
with Systolic Tree frequent pattern mining + CF has higher
average precision by 9.76% for RFD feature selection-
without Frequent Pattern Mining, by 8.07% for RFD feature
selection-without Frequent Pattern Mining+ CF, by 7.31%
for RED feature selection-with Systolic Tree frequent pattern
mining, by 4.91% for RFD feature selection-with Systolic
Tree frequent pattern mining + CF, by 5.06% for RFD - PSO
feature selection-without Frequent Pattern Mining, by
3.29% for RFD - PSO feature selection-without Frequent
Pattern Mining + CF, and by 2.28% for RFD - PSO feature
selection-with Systolic Tree frequent pattern mining when
compared with various top-N recommended items, re-
spectively [29].

6. Limitations

The basic concept of our research is to determine if there is a
link between the actions of SNS users and mental health
problems. We believe that social media activity might dis-
close the presence of mental disease in its early stages and the
limitations are time consumption in training and testing.
The psychiatrist will not be able to get all of the information
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from the depressed patient if he or she uses typical ques-
tioning strategies. The SNS-based approach has the potential
to address the difficulties associated with self-reporting. We
may learn more about the depressed patient’s natural be-
haviour and style of thinking by observing his or her social
activities, and we can better categorize the different mental
levels based on these observations. So, in the future work, the
online application gathers user-generated content (UGC)
from the patient’s Twitter and/or Facebook accounts. Fol-
lowing that, it takes depressive responses about the patient
from the user, with the answers being based on the BDI-II
depression questionnaire [11]. Following that, it examines
the UGC using a variety of text analysis APIs. Finally, it
assigns the patient to one of four categories of depression
(Minimal, Mild, Moderate, or Severe) based on their
symptoms. Following that, we developed a predating de-
pression model in RapidMiner, which was used to evaluate
two classifiers (SVM and Nave Bayes Classifier) for de-
pression. Using the same patients’ data that has been sup-
plied to the proposed web application and in accordance
with a training dataset, 2073 depressed post and 2073 not-
depressed post have been manually categorised using de-
pressed post and not-depressed post. The performance of the
three outcomes, namely, the sentiment results, the SVM
results, and the Nave Bayes findings, has been computed.
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Social media platforms play a key role in fostering the outreach of extremism by influencing the views, opinions, and perceptions
of people. These platforms are increasingly exploited by extremist elements for spreading propaganda, radicalizing, and recruiting
youth. Hence, research on extremism detection on social media platforms is essential to curb its influence and ill effects. A study of
existing literature on extremism detection reveals that it is restricted to a specific ideology, binary classification with limited
insights on extremism text, and manual data validation methods to check data quality. In existing research studies, researchers
have used datasets limited to a single ideology. As a result, they face serious issues such as class imbalance, limited insights with
class labels, and a lack of automated data validation methods. A major contribution of this work is a balanced extremism text
dataset, versatile with multiple ideologies verified by robust data validation methods for classifying extremism text into popular
extremism types such as propaganda, radicalization, and recruitment. The presented extremism text dataset is a generalization of
multiple ideologies such as the standard ISIS dataset, GAB White Supremacist dataset, and recent Twitter tweets on ISIS and white
supremacist ideology. The dataset is analyzed to extract features for the three focused classes in extremism with TF-IDF unigram,
bigrams, and trigrams features. Additionally, pretrained word2vec features are used for semantic analysis. The extracted features
in the proposed dataset are evaluated using machine learning classification algorithms such as multinomial Naive Bayes, support
vector machine, random forest, and XGBoost algorithms. The best results were achieved by support vector machine using the
TF-IDF unigram model confirming 0.67 F1 score. The proposed multi-ideology and multiclass dataset shows comparable
performance to the existing datasets limited to single ideology and binary labels.

1. Introduction

Social media have become an integral part of life in the
current era. People share their thoughts, beliefs, and ideas
over social media platforms. Social media platforms such as
Twitter, Facebook, WhatsApp, and Instagram are popular
mediums of expression among people. Over 474,000 mes-
sages are posted on Twitter, and 293,000 statuses are updated
on Facebook [1].

Social media platform offers extensive outreach and
hence become extremely influential. This makes the social
media platform a perfect tool for the extremists to spread
their propaganda, radicalization, and recruitment. The ex-
tremist groups share violent messages, images, and videos
over social media. The extremist organizations such as the
Islamic State of Iraq and Syria (ISIS) [2] and Al Qaeda [3] use
social media platforms for the spread of extremism amongst
the susceptible youth.
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Similarly, far-right-wing organizations such as Alt-Right
[4] and Proud Boys [5] also use social media platforms to
radicalize and recruit the youth. Bill S-894 [6] claims that
73% of the violent incidents in the USA after 11 September
2001 have links with far right-wing organizations.

In the recent Christchurch mosque attack [7], perpe-
trators were influenced by Oslo attackers manifesto [8],
spread through online means. Perpetrators live-streamed the
Christchurch mosque attack on Facebook [8]. Facebook
blocked the initial spread of the attack video; however, some
reuploads were left undetected [9].

Online extremism research is crucial to constrain the
spread of harmful ideologies amongst the susceptible youth.
It also helps the regulatory bodies to monitor and control the
spread of extremism.

Online extremism is carried out in the following three
ways: (1) spreading propaganda, (2) attracting youths
through the recruitment messages, and (3) the radical
change in the perception towards an individual or
community.

Propaganda is “content, generally biased, which is
exploited for the personal or the political cause” [10].
Misinformation used for political gains is also termed
“propaganda.” Propaganda is usually used by dictatorial
administrations such as Nazism in Germany and the former
Soviet Union to brainwash people. Propaganda such as
“America is dead! Long Live America” [11] is used to attract
people.

Jihadist propaganda mainly related to ISIS can be found
in their online magazines “Dabiq” and “Rumiyah” [12]. The
magazines contain propaganda in the form of glorification of
the caliphate and battlefield [13]. White supremacist pro-
paganda used by some organizations follows methods such
as pamphlets similar to ISIS [11].

Radicalization is a “change in behavior, attitude, and
perception towards a person or a community” [14]. Mis-
creants use online radicalization to mislead people by
quoting their beliefs that may be political or religious [15].
Both jihadists and white supremacists use current events,
encourage weapons, and violent attacks as radicalization
strategies [11]. Text such as “you do realize IS wants to
destroy every single nation-state, Arab or Kurd or com-
munist does not matter, that they come across?” [16],
radicalizes people in the name of religion, organization, or
nation.

Recruitment in the area of extremism is the “incitement
of youths to sacrifice themselves and perform violent acts on
behalf of the extremist organization [17].” Jihadist-ISIS
recruiters glorify ISIS fighters’ death as martyrdom and
exploit it as a recruitment tactic [18]. White supremacists use
“feelings of inadequacy,” “anti-government themes,” and
recently “coronavirus themes” to recruit disgruntled youth
[11]. Extremists use posters with text such as “Join the
Atomwaffen Division,” which directly calls for recruitment
to the specific extremist organization [11].

Every type of extremist text and speech such as pro-
paganda, radicalization, and recruitment has distinct fea-
tures and effects. These are also explained in [19]. As social
media reach is ever-expanding, extremist organizations use
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these platforms to spread propaganda, radicalize people, and
recruit them for violent acts. Thus, it is necessary to develop
a tool for identifying propaganda, radicalization, and re-
cruitment to restrict the spread of extremism on social media
platforms [16]. The online extremism research faces the
following challenges:

(1) Lack of publicly
extremism text

available datasets of the

(2) Lack of the ideology-independent and balanced
datasets of the extremism text

(3) Lack of automated data validation methods for
checking the quality of data

(4) Lack of accurate automated detection methods for
the online extremism text

(5) Limited work on extremism content classification
into categories, such as radicalization, propaganda,
and recruitment

The contribution of our work is as follows:

(1) Construction of multi-ideology balanced and ex-
tremism text dataset collected from multiple sources
such as StormFront Dataset [20], Gab dataset [21],
ISIS Kaggle dataset [22], and Twitter

(2) The application of statistical data validation methods
for checking the quality of the proposed dataset

(3) The development of an automated framework for the
detection of online extremism text, which classifies
the extremism content as radicalization, propaganda,
and recruitment

(4) Implementation of the proposed framework with Al
techniques for efficient and accurate detection of
online extremism

(5) Comparative performance analysis of the proposed
dataset Merged ISIS-White Supremacist (MIWS)
with Merged ISIS dataset (MIS), Merged White
Supremacist dataset (MWS)

(6) Investigation of the best feature extraction technique
and classifier for the proposed extremism text dataset

This research work targets two ideologies ISIS/jihadist
and white supremacist. The reason behind selecting these
two ideologies is based on various factors such as infamy
[23], support of violence [2, 8], and the spread of ideology
online and offline [24]. Twitter is one of the most popular
social media platforms with an extensive reach. Multiple
studies have proved that extremists prefer Twitter for
spreading propaganda, radicalization, and recruitment
[16, 25, 26]. So, StormFront [20] and Gab datasets [21] are
referred to as hate speech datasets. Hate speech is defined as
the “attack or use of discriminatory language with reference
to a person or group” [27]. At the same time, extremism can
be referred to as “ideas that are opposed to society’s core
values which can be of various forms racial or religious
supremacy or ideologies that deny basic human rights or
democratic principles” [28]. There are multiple definitions of
hate speech [29, 30] and similarly multiple definitions of
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extremism [31, 32]. However, there is a significant similarity
in the definitions and interpretations of hate speech and
extremism overlaps. Organizations such as the EU already
consider StormFront and Gab the primary platform for
right-wing extremist views [33]. Therefore, StormFront and
Gab datasets are considered extremists for this paper.

2. Related Work

Existing literature on extremism detection is analyzed by
considering the employed datasets and the classifier tech-
niques applied.

2.1. Datasets

2.1.1. Standard Dataset. In standard datasets, extremism
text is collected, which is based on a specific ideology. The
ISIS Kaggle dataset [22] was compiled by the Fifth Tribe
organization to analyze the online spread of ISIS and to
counteract them. The dataset contains 17,350 tweets from
112 pro-ISIS user accounts, collected after Paris attacks [34]
in November 2015. The dataset contains 15,684 English-
language tweets. This dataset includes username, location,
number of followers, and timestamp of the tweet. It is used in
multiple studies to detect and analyze ISIS supporters
[35, 36]. The ISIS Kaggle dataset is unlabelled. Different
researchers used various techniques to label the dataset. The
main problem of the ISIS Kaggle dataset is that there are old
accounts in the dataset, which Twitter may have suspended
for discarding their hate speech policy.

The “About ISIS Kaggle Dataset” [37] acts as a counter-
poise to the ISIS Kaggle Dataset. This dataset has around
122K tweets mentioning “isis,” “isil,” “daesh,” “islamic
state,” “raqqa,” and “mosul.” The dataset is unlabelled,
containing pro-ISIS accounts, as the data collected is based
on keywords. Most of the accounts are unavailable or deleted
in the ISIS Kaggle dataset.

In ISIS Religious Text Kaggle dataset [38], data is col-
lected by Fifth Tribe. This dataset is compiled by scraping of
fifteen and nine issues of Dabiq and Rumiyah magazines,
respectively. The dataset contains a total of 2,685 texts.
Standard datasets related to jihadism or ISIS ideology are
unlabelled and contain suspended accounts.

There are very few standard datasets available in the
literature on White supremism hate speech. de Gibert et al.
[20] collected the extremist hate speech data from Storm-
Front and the White supremacist website. de Gibert et al.
compiles 10,568 posts and manually annotates them as hate,
nohate, relation, and skip. The experts identified a total of
1,119 hate posts and 8,537 nohate posts. de Gibert et al.
compare the characteristics of the StormFront dataset with
the Hatebase dataset. The StormFront dataset has a major
issue of class imbalance.

Kennedy [21] collected 27,000 posts from the Gab social
network. Gab social network claims to preserve the freedom
of speech and has become a haven for disseminating hate
speech. The authors categorize posts into attack on human
dignity (HD), call for violence (CV), and offensive/vulgar
language (VO). The authors further classify HD and CV into

implicit, explicit, race/ethnicity, nationality, gender, religion,
sexual orientation, ideology, political ideology, and mental/
physical health. The authors considered three classes, HD,
VO, and hate (a combination of HD and CV), for the
classification.

The standard datasets in both ISIS and White suprem-
acist ideology are very few. The accounts from which data is
collected may have been inactive, suspended, or deleted by
the user or the social media platforms. Therefore, the labels
provided within datasets are inadequate to provide insights
into extremism linguistics in both ideologies. Furthermore,
there is a lack of data validation techniques to evaluate the
standard datasets. Hence, many researchers prefer to collect
extremism-related data from various sources, and manual
annotation is performed due to these issues.

2.1.2. Custom Dataset. Similar to standard datasets, custom
datasets are created to represent specific ideologies. Berger
[25] in 2014 collected 20,000 ISIS-related accounts from
Twitter. The author analyzed the location of supporters,
languages spoken by the supporters, identification in-
formation of supporters, when the supporter accounts were
created, the content of posts by ISIS supporters, and the
methods used for the identification of propaganda and
recruitment.

Chatfield et al. [16] collected 3,036 tweets from @sha-
miwitness, who was a known ISIS sympathizer. The tweets of
@shamiwitness were manually annotated with propaganda,
radicalization, and recruitment by the authors. The account
of @shamiwitness is now suspended so that no further
analysis can be performed. The authors rely on manual data
validation methods with no statistical evidence.

Rowe and Saif [39] used the dataset provided by
O’Callaghan et al. [40] as the SEED dataset. From the SEED
dataset, the authors identified 154K users suspected of
spreading ISIS propaganda. The authors collected 3,200
tweets from each user resulting in 104 million tweets. The
authors found 43% of tweets in English, 41% in Arabic, and
the rest in Spanish and Dutch. For validation of the dataset,
the authors used interrater agreement using two annotators.
In addition, the authors used a sample of 2,000 tweets for
manual validation, and the agreement of annotators was
between 0.4 and 0.6 Fleiss’ Kappa. The authors did not use
any other statistical technique for data validation.

Kaati et al. [41] used 66 Twitter users as seeds obtained
from Shumukh al-Islam Forum. The authors used hashtags
such as #ISLAMICSTATE, #ILovelSIS, and #AllEyesOnISIS.
Thus, a total of 27,253 English pro-ISIS tweets and 16,000
Arabic pro-ISIS tweets were collected. The authors did not
provide any information on data validation.

Ashcroft et al. [42] used similar methods described by
Kaati et al. [41] to collect a total of 7,500 tweets consisting of
pro-ISIS, anti-ISIS, and random contexts. Unfortunately,
most of the data were collected from older accounts, which
may have been suspended.

Benigni et al. [43] used a two-step snowballing process to
collect accounts related to ISIS. In the first step, the authors
used five seed accounts to collect 1,345 unique accounts. The



authors collected 1,19,156 user accounts in the second step,
which followed or related to 1,345 accounts of the previous
step. Thus, the authors collected a total of 862M tweets by the
end of step two. Unfortunately, due to the Twitter data-
sharing policy, the tweets collected by the authors were not
available to the public.

Abrar et al. [44] gathered 13,369 terrorism-supporting
tweets, 16,506 terrorism-nonsupporting tweets, and 38,617
random tweets. However, the authors neither mentioned
any seed accounts or terrorism-specific keywords used to
gather tweets nor performed any data validation methods on
the collected dataset.

Ahmad et al. [45] gathered ISIS-related tweets using
keywords such as ISIS, bomb, and suicide. The authors also
used manually identified seed words for identifying ISIS-
related tweets. The authors conclude that 12,754 tweets were
extremists and 8,432 were nonextremists. However, the
research work lacks data validation on the collected data.

Asif et al. [46] used the Facebook pages of news agencies
such as PTV news, Dawn, and Geo to gather extremist texts.
A total of 19,497 posts were collected, from which 5,279 were
labeled as moderate, 6,912 as highly extreme, 2,991 as low
extreme, and 4,315 as neutral. The authors used survey-based
validation, using 109 random people. However, the authors
used only a sample of 25 posts which may not represent the
whole data.

Gialampoukidis et al. [47] collected ISIS-related data by
searching five keywords provided by law enforcement
agencies and domain experts. So, this resulted in 9,528
tweets from 4,400 suspected ISIS-supporting users. Un-
fortunately, this dataset is unavailable due to the data-
sharing policy of Twitter.

The researchers collected data for extreme right-wing,
White supremacist ideology from different sources and
locations. Jaki and De Smedt [48] collected 50,000 tweets
from about 100 Twitter users suspected of supporting far-
right ideology in Germany. The authors also collected 50,000
neutral tweets. The authors did not provide any details about
data validation methods.

Berger [26] manually collected data from 41 Twitter users
who supported the alt-right movement. By checking these ac-
counts’ followers, the author collected 27,895 user accounts
suspected of supporting the alt-right movement. Berger also
collected data from 33,766 neutral user accounts. The author
used manual validation for the collected data. Alt-Right De-
mographics dataset is not available publicly due to Twitter data
sharing policies. So, the reproducibility of results is not possible.

Some researchers also collected data from multiple
ideologies. For example, De Smedt [49] used a multidomain
perspective for extremism detection. The authors divided the
text into jihadism (ISIS), extremism (far right-wing from
Germany, Belgium, Netherlands, US, UK, and Canada),
sexism, and racism. The authors collected 50,000 tweets for
jihadism, 92,500 tweets for extremism, 10,000 tweets with
15,000 Facebook posts for racism, and 65,000 posts from
Incels.me about sexism. The authors used hate and safe labels
for extremism, jihadism, sexism, and racism domains. The
authors also used left and right labels for the extremism
domain. The authors also analyzed demographic profiling,
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psychological profiling, sentiment analysis, and network
analysis with detection. Unfortunately, De Smedt et al. do
not provide access to the datasets due to strict Twitter
policies on data sharing.

Similarly, Berger [23] compared two ideologies ISIS and
Nazis, by collecting data from Twitter. First, to identify the users
with White supremacist and Nazi sympathies, the author used
18 seed accounts. The author then collected around 200 tweets
from a total of 25,406 followers of these 18 seed accounts. Then,
for analysis, the authors used 4,000 highly relevant Nazi-
sympathizing accounts. Finally, the author used a similar
strategy to collect 4,000 ISIS sympathizing accounts from
Twitter.

Heidarysafa et al. [50] compared the women-specific con-
tent of ISIS with women-specific Catholic preaching. The au-
thors collected 20 articles from Dabiq and Rumiyah targeting
women and 132 articles from catholicwomensforum.org. The
authors relied on manual validation but did not provide any
statistical evidence.

Araque and Iglesias [51] used different datasets such as Pro-
Neu, Pro-Anti, Magazines, SemEval2019 [52], and Davidson
[53] to classify radicalization and hate speech using Affective-
Space and SenticNet. The authors also used multiple features
such as TF-IDF and similarity-based sentiment projection
(SIMON) for prediction.

Mussiraliyeva et al. [54] collected religious extremist posts
from VKontakte [55] social media platforms in the Kazakh
language. The authors used different extremist keywords such as
“kafir” and “kill” to identify extremist texts. The annotation of an
extremist text is based on the appearance or absence of selected
extremist keywords within the text.

From Table 1, it is observed that issues plaguing custom
datasets are data availability, result reproducibility, binary
classification, data imbalance, and single ideology focus. Data
availability is an issue due to the policy of social media. So, in
turn, this affects the reproducibility of the results for other
researchers. Nearly all the researchers using the custom
datasets use binary classification, which is inadequate for
deeper analysis. The extremism data are less than non-
extremist data. Thus, the class imbalance is inherent in the
custom datasets. The biggest problem of both standard and
custom datasets is that their focus is on a single ideology.

Thus, there is a need for a generic dataset of the ex-
tremism text, which accounts for multiple ideologies. Ad-
ditionally, the dataset should help classify extremism text
into popular types, that is, propaganda, radicalization, and
recruitment. Thus, a generic dataset with multiple ideologies
and a single-model multiclassification can efliciently detect
online extremism text. These challenges are further
explained in Section 3.

2.2. Challenges with Existing Online Extremism Datasets.
There are various research gaps found in the dataset of
online extremism text. The following challenges are observed
in online extremism text datasets as illustrated in Figure 1:

2.2.1. Data Imbalance and Binary Classification. Data im-
balance is a serious problem for online extremism datasets.
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StormFront dataset [20] and Gab dataset [21] are good
examples of class imbalance. As extremism data is the
fraction of the total data on social media, creating a balanced
class dataset is challenging.

Another problem with the dataset is binary or at the
most three-class classification of extremism data. Extremist-
nonextremist, pro-ISIS-not Pro-ISIS, and hate-not hate are
some of the available binary classes. The third class, if
available, is either called “irrelevant” or “neutral.” Un-
fortunately, this classification does not provide analytical
insights into the extremism text. Thus, limiting the un-
derstanding of extremist activities on social media. More-
over, the expressions of extremism are complex and change
over time. Therefore, it is necessary to create the categories
based on the context of extremist texts.

2.2.2. Language. The extremism in different ideologies is
spread through different languages. Thus, the identification of
the extremist text becomes more challenging. Most researchers
use English as the global language. The extremist widely uses
English to spread their ideology worldwide. Multiple studies by
Jaki and De Smedt [48], and De Smedt [49], have addressed
online extremism in Dutch and German languages. Rowe and
Saif [39] collected dataset containing ISIS-related tweets in
English, Arabic, Spanish, and Dutch languages, but limited their
research studies to English and Arabic languages.

2.2.3. Outdated Dataset. Standard datasets such as ISIS
Religious Text dataset [38] are old. This is because these
datasets were obtained during the early days of ISIS. Another
issue is the strict data-sharing policy of social media, which
makes updating old datasets impossible. This strict data-
sharing policy is also one reason for the fewer numbers of
standard datasets.

2.2.4. Validation. Most researchers use manual validation
with the interrater agreement. As it is impossible to validate
an entire data manually, few random samples are used for
data validation. Thus, bias is introduced unknowingly. The
number of experts also affects the bias in data validation.
Fewer experts may give good interrater agreement, but the
bias persists. The use of multiple experts may lower the bias,
but the interrater agreement may deteriorate [46].

2.2.5. Data Quality Assessment. In online extremism re-
search, researchers often collect their own data [26, 35]. Due
to the restriction of social media and other issues, previous
custom datasets are not available publicly. So, the com-
parison of datasets is a huge issue in online extremism
research. This also leads to another problem of comparison
of results. As no study uses the same dataset, comparing
results with different methods and techniques is difficult in
online extremism detection research.

2.2.6. Suspended Accounts. Social media has a strict policy
on violence and hate speech [29, 56]. Thus, many accounts

QUALITY OF
DATASETS

Data imbalance
\_ Only Binary Classes

LANGUAGE
Multiple Languages

SUSPENDED ACCOUNTS\

Non-reproducibility
of results

CHALLENGES IN
DATASET

DATASET QUALITY
ASSESSMENT

Incomparable
Datasets

OUTDATED DATASET

Old Publicly Available
Datasets

VALIDATION

Manual Data
Validation

FIGURE 1: Challenges in dataset.

with such extreme ideologies get suspended immediately. So
even after data collection, other researchers cannot re-
produce the results due to the unavailability of suspended
accounts.

This work aims to address data quality challenges,
data validation, data imbalance, and binary classification
in extremism datasets. The challenges about languages
and suspended accounts do not fall into the scope of
this work.

2.3. Classifiers. Network-based, machine learning-based, and
deep learning-based techniques are popularly used in online
extremism research [19].

2.3.1. Network/Graph-Based Techiques. Network/graph-
based techniques are preliminarily used due to the following
reasons:

(i) To cluster extremists on social media
(ii) To identify extremist communities on social media

(iii) To perform data collection by identifying connec-
tions among the extremists

Since 2015, only few studies use the network/graph-based
approach. Agarwal and Sureka [57] used the breadth-first search
and shark search algorithms to find the extremists and their
communities on YouTube. The authors used the class name
relevant (extremist) and irrelevant (nonextremist). By using the
shark search algorithm, the authors achieved an accuracy of 0.74
and an F1 score of 0.85.

Saif et al. [58] used closegraph to extract subgraphs of ex-
tremists on Twitter. The authors used these subgraphs as features
for machine learning algorithms such as Naive Bayes, maximum
entropy, and SVM. In addition to subgraphs, the authors used
unigram, sentiment, and semantic features. The authors



concluded that SVM performs the best with a precision, recall,
and F1 score of 0.93 for pro-ISIS and anti-ISIS classes.

Petrovskiy and Chikunov [59] also used graph tech-
niques to extract features such as node page rank, hub and
authority measure, and betweenness centrality. These fea-
tures are then used as input for algorithms such as logistic
regression, random forest, and XGBoost. The XGBoost al-
gorithm outperforms other algorithms with a ROC curve of
0.95 for train and 0.94 for test data.

Moussaoui et al. [60] used a possibilistic graph for extremist
community detection. Features such as semantic similarity,
structural similarity, and possibilistic similarity are extracted
using a possibilistic graph-based approach. The authors used
subgraphs as features input to machine learning algorithms. The
authors used Naive Bayes, multinomial Naive Bayes (MNB), and
stochastic gradient decent (SGD) classifiers for extremism de-
tection. SGD achieved a precision of 0.81 and an accuracy of 0.86
for extremism detection.

Network/graph techniques are used mostly to identify
communications and interconnections but suffer from
multiple challenges:

(i) It cannot work for disconnected nodes in the graph

(ii) Semantic analysis of extremism text cannot be
performed with network/graph techniques

Thus, to overcome the network/graph approach chal-
lenges, machine learning-based and deep learning-based
methods are used for online extremism detection.

Machine learning-based approach is used for the clas-
sification of data into extremist, nonextremist, or neutral
[46, 61] or the classification of data into extremist and
antiextremist [39, 42].

2.3.2. Machine Learning-Based Techniques. In machine
learning-based approach different classifiers such as MNB
[46], logistic regression [65], SVM [46], random forest [68],
and XGBoost [71] are used for online extremism detection.

Agarwal and Sureka [64] used k-nearest neighbor and
libSVM to identify hate-oriented text from Twitter. The
authors used the term frequency as the feature. The authors
got an accuracy of 0.97, a precision of 0.78, and a recall
of 0.83.

Asif et al. [46] used MNB and support vector classifier
(SVC) to classify Facebook posts and comments as moderate,
high extreme, low extreme, and random. SVC performs better
for the classification than multinomial Naive Bayes, giving
an accuracy of 0.82.

Benigni et al. [43] proposed iterative vertex clustering
and classification (IVCC) for extremism detection. The
authors also used k-means, Louvain grouping, and Newman
method for extremism detection. The authors classify Twitter
users into ISIS members, nonmembers, and suspended.
IVCC outperforms other classification methods with an
accuracy of 0.96 and an F1 score of 0.93.
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Araque and Iglesias [36] used feature engineering by
creating emotion features (EmoFeat) and similarity-based
feature extraction (SIMON) methods. The authors labeled
the data as positive (extremist) and negative. The authors got
the highest F1-score of 0.94 for EmoFeat and SIMON, with
the dataset containing extremist and neutral tweets.

Ashcroft et al. [42] used a stylometric, sentiment, and
time-based feature for online extremism detection. The
authors classify data into radical and nonradical. The authors
used SVM, Naive Bayes, and AdaBoost. AdaBoost gave
a precision of 0.88, specificity of 0.99, and sensitivity of 0.79,
with all the features outperforming other algorithms.

Fernandez et al. [35] divided extremists into individual
(micro) influence, group (meso) influence, and global
(macro) influence based on their tweets. The authors used
the collaborative filtering and Naive Bayes classification
method. The authors used precision as a performance
metric. Using Naive Bayes, the precision obtained for micro
is 0.79, for meso is 0.69, and for macro is 0.90.

Mussiraliyeva et al. [62] divided Kazakh language posts
from VKontakte [55] into extremist and nonextremist
classes. The authors used difterent classifiers such as logistic
gegression, MNB, and SVM. The authors also used decision
tree-based classifiers such as random forest and gradient
boosting. From all these classifiers, gradient boosting with
word2vec gave the best F1 score of 0.86.

Mussiraliyeva et al. [54] used multiple features such
as linguistic inquiry and word count (LIWC), part-of-
speech (POS), and TF-IDF. The authors used numerous
machine learning algorithms such as SVM, k-nearest
neighbors (KNN), decision tree, random forest, Naive
Bayes, and logistic regression. The KNN using the
oversampling method with statistical and TF-IDF fea-
tures gives an accuracy of 0.99 for religious extremism
classification.

Araque and Iglesias [51] used a combination of multiple
features such as AffectiveSpace, SenticNet, TF-IDF, and
SIMON. The authors used machine learning algorithms such
as logistic regression and linear SVM.

De Smedt et al. [67] identified extremist hate speech
within English, Arabic, and French language tweets. The
authors used character trigrams as features. The tweets were
labeled as hate and safe. The authors used libSVM as the
classifier. The F1 score for the English language was 79, for
French was 80, and for Arabic was 84.

Ul Rehman et al. [63] used religious words, radical words,
and bad words to detect online extremism. The authors used
two classes, extremist and nonextremists. The authors
preferred different algorithms such as Naive Bayes, SVM,
and random forest for the classification. The SVM with all the
features outperforms other algorithms with an F1 score
of 0.87.

Sharif [61] divided tweets into pro-Taliban, pro-Afghan,
neutral, and irrelevant. The authors used unigrams, bigrams,
and TF-IDF for feature extraction. The authors also used
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principal component analysis (PCA) to reduce dimensions.
The research work used Naive Bayes, SVM, and random
forest. SVM with TF-IDF and bigrams offers the best pre-
cision of 0.84. Table 2 provides a comparison of all these
studies in brief.

2.3.3. Deep Learning-Based Techniques. Even if machine
learning-based approaches are popular, they face some
challenges such as the following:

(i) They depend heavily on manual feature extraction
or feature engineering

(ii) Not suitable for large and unstructured datasets

(iii) Context identification is a challenge

These issues of machine learning methods can be
addressed by using the deep learning approach. In the deep
learning-based approach, the researchers have tried CNN
[45], gated recurrent unit (GRU) [45], LSTM [65], and
BERT [65].

A deep learning-based approach is used due to the
following reasons:

(i) Automated feature extraction

(ii) Pretrained models on a large corpus

Recently deep learning approaches are routinely used in
online extremism detection due to automated feature ex-
traction and large computing power.

Kaur et al. [72] classified data into radical, nonradical,
and irrelevant classes. The authors used word2vec for fea-
tures extraction. Multiple algorithms such as SVM, maxi-
mum entropy, and random forest were used. The authors
primarily focused on the deep learning approach using
LSTM. LSTM with word2vec gives the best precision
of 85.96.

Ahmad et al. [45] used n-grams, TF-IDF, and bag-of-
words (BoW) as feature extraction methods for online ex-
tremism detection. The authors used the CNN model, LSTM
model, FastText with word embedding, and GRU. The LSTM
with CNN model offers an accuracy of 0.92 and a precision
of 0.90 outperforming other algorithms.

Alatawi et al. [65] used BERT to detect hate speech
related to White supremism on Twitter. The work used
pretrained networks such as Google News Word Vectors,
GloVe trained on Wikipedia, and GloVe trained on Twitter.
The authors also train the extremist data using word2vec,
referring to it as White supremacist word2Vec (WSW2V).
BERT with WSW2V outperformed other techniques with an
F1 score of 0.79 and a precision of 0.80. The direct com-
parison between approaches in online extremism detection
is a problem. This is due to the use of different datasets, most
of which are custom and not publicly available.

Mussiraliyeva et al. [73] in a recent study used CNN and
LSTM to classify extremist posts collected from VKontakte.
The CNN and LSTM both provide an AUC of 0.99 for
extremism classification in the Kazakh language. Table 3
compares the studies employing deep learning for ex-
tremism detection.

2.4. Proposed Architecture. This section proposes the ar-
chitecture for constructing the dataset, which will be used to
classify extremism text into propaganda class, radicalization
class, and recruitment class, with discussions on data vali-
dation methods. The architecture is modularized into the
following phases: data collection, data preprocessing, data
annotation, and data validation which are shown in Figure 2.

2.4.1. Data Collection. The construction of the proposed
dataset was performed by collecting data from popular
standard extremist text datasets and recent extremist tweets
collected from Twitter.

2.4.2. Standard Dataset. In this phase, three different datasets
were chosen, namely, ISIS Kaggle dataset (~15,000), StormFront
dataset by de Gibert et al. (~1100), and Gab Hate Corpus by
Kennedy et al. (~8000). Initially, these datasets were divided
according to ideology, ISIS dataset as jihadist, while StormFront
and Gab datasets as White supremacist. All these three datasets
together contain around 24,900 extremist tweets. StormFront
and Gab have two unique labels as hate and nonhate labels, while
ISIS contains only extremist tweets. In addition, the StormFront
dataset accounted for the posts between the years 2002 and 2017,
while no data collection timeline is given for Gab dataset. Twitter
was the preferred social media platform for collecting extremist
tweets as it is the first choice for the extremists to reach out to the
target audience. In addition, it is popularly used in research work
[48, 67] due to its easy accessibility and microblogging format.

2.4.3. Data Extraction from Twitter. As the standard dataset
has its challenges such as outdated text, as mentioned in the
previous section, we collected recent extremism tweets from
Twitter from January 2021 to June 2021.

Twitter API allows the collection of real-time tweets with
different parameters. Twitter API provides a choice to collect
tweets based on specific terms or hashtags, tweets of a spe-
cific user, tweets from a specific geographical area, and
tweets of a specific language. Twitter APIs also give addi-
tional information such as username, location, and @user
mentions in the tweet. Different queries were formulated,
and the final query was selected as

Query([] = Search{search,,,, time}. (1)
To collect ISIS extremism text, specific keywords such as
“murtadeen,” “munafiqeen,” “khawarij,” “tafkir,” “kuffar,”
and “murtad” were used. These are popularly used ISIS-
related words obtained from works such as [16, 41]. In
addition, the keywords such as “white genocide,” “white lives
matter,” “it’s okay to be white,” and “anti-white” were used to
collect White supremacist-related tweets. These White su-
premacist supporting keywords were obtained from [74-76].
A total of 2,000 ISIS supporters and 2,000 White su-
premacist supporting tweets were collected. All these col-
lected tweets are in the English language. Figure 3 provides
keywords used and the wordcloud of hashtags found for
White supremacist and jihadist-ISIS supporting tweets.
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FIGURE 2: Proposed architecture.
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FIGURE 3: Word cloud of hashtags for data collected for (a) White supremacists and (b) jihadist-ISIS with Twitter search terms.

2.4.4. SEED Dataset. One of these works aims to detect
extremism and classify text into propaganda, radicalization,
and recruitment. To achieve this, we collect examples of
propaganda, radicalization, and recruitment from the
existing literature. The collected examples are from both
ideologies, jihadist-ISIS, and White supremacist.

Most of the examples from the literature [39, 46, 65] were
manually annotated with fewer experts and are subject to bias.
Hence, we extract examples from multiple resources [11, 16].
The assumption is that the seed example from different sources
provided by different experts may reduce expert bias. A total of
100 examples were identified for jihadist-ISIS and 100 examples
of White supremacists on propaganda, radicalization, and
recruitment.

As the examples are taken from different research works,
they have multiple keywords and different contexts associated
with them, reducing the overall bias of the SEED dataset. In
Table 4, a few examples are presented to show the tweets and
posts considered propaganda, radicalization, and recruitment by
respective studies.

2.4.5. Data Preprocessing. In this phase, data preprocessing
is carried out in the following steps:

(i) Removing Stopwords. Stopwords were removed at this
step. Then, the words representing nouns, verbs, ad-
verbs, and adjectives were selected. This ensured the
inclusion of only relevant words in the final process
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Remove Stopwords

Remove URLs

Remove Emojis, Hashtag
Symbol, RT symbol, Digits

Lowercase

Lemmatization

FIGURE 4: Data preprocessing.

(ii) Removal of URLs. URLs were removed. Some studies
do use URLs for further analysis. However, with
standard datasets, many URLs are obsolete. Hence, the
inclusion of URLs is not considered in this study

(iii) Removal of Emojis, Hashtag Symbols, Retweet
Symbols (RT), And Digits. Hashtag symbols and RT
symbols are not the focus of this study. Numbers
and digits may interfere with word analysis, hence
are excluded

(iv) Removal of @username Mentions. Due to constant
communication between users, mention of user-
names is fairly common. This may help algorithms
to construct the pattern with usernames to build
linkage

(v) Lowercase. All words are converted to lowercase so
that case of the alphabet does not affect the pre-
diction results

(vi) Lemmatization. Lemmatization of texts is also
performed so that pronouns and the tense of words
may not affect the final prediction

The preprocessing steps are illustrated in Figure 4.

2.5. Data Labelling

2.5.1. Topic Modelling. Topic modelling is a method to rec-
ognize, understand, and summarize a large collection of textual
information. Topic modeling is a way to extract a group of words
(topics) that accurately represent the collection of documents in
a corpus. It is also a form of text mining in which word patterns
in a corpus are identified.

2.6. Latent Dirichlet Allocation (LDA). LDA is a probabilistic
topic modeling algorithm, which extracts topics from docu-
ments, and words in the document are collected by observing
their probabilistic distribution.

Computational Intelligence and Neuroscience

s My A ~M
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Extremist o Topic 1 Topic2 Topic3
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FIGURE 5: LDA model.

There are different techniques other than LDA to identify
abstract information from a corpus. Latent semantic analysis
(LSA) [78] and probabilistic latent semantic indexing (pLSI) [79]
are some of them.

LDA focuses on topic identification and analysis, while LSA
focuses on reducing matrix dimensions. LSA converges faster
due to dimensionality reduction but at the expense of accuracy.
pLSI uses a probabilistic model with dimensionality reduction
and is faster with acceptable accuracy. Top2Vec is a recent
development in finding topics within the documents. Top2Vec
[80] has considerable advantages over LDA such as no need for
stopword removal, stemming, or lemmatization. BERTopic [81]
too has advantages such as deep learning and visualization. But
both Top2Vec and BERTopic require a good amount of data
which is a limitation of our study. In addition, LDA is preferred
as we need a specific number of topics. Moreover, LDA is used in
multiple studies for extremism detection, thus making LDA
reliable for extremism detection research.

LDA assumes the mixture of the probabilistic distribution of
topics over corpus and words over the topic. LDA works in the
following ways as shown in Figure 5:

(i) Assume there are k topics over the entire corpus

(ii) Distribute k topics across document M which is per-
document topic distribution also denoted as «. The
topic distribution for document M is denoted as 6

(iii) Calculate z which is the topic of n™ word in doc-
ument M, while N is the number of words in the
given document

(iv) Calculate the probability of word ww which belongs
to a particular topic based on the following:

(a) Unique topics in document M.

(b) The frequency of the word ww that has been
assigned to a particular topic across all docu-
ments is also denoted as f.

For this study, it is needed to identify different topics within
the extremism corpus. Later, these topics are compared for the
labeling of extremist texts. So, LDA is used to extract topics from
the extremism corpus due to its advantages as mentioned above
and as described in Figure 5.

2.6.1. Cosine Similarity. Cosine similarity computes the sim-
ilarity between vectors. It calculates the cosine of the angle
between vectors and determines whether vectors point in the
same direction. In NLP, cosine similarity is commonly used to
measure the similarity between the extracted features. Cosine
similarity takes a total length of vectors; for example, considers
TF-IDF vectors, thus considering repetitions of the word [82].
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FiGure 6: Datasets and their combinations.

This property is used to identify unique words for a particular
class in this work. So, cosine similarity is considered for assigning
labels from SEED datasets to primary datasets.

In this work, data labeling is designed to be a four-step
process and the steps are described as follows:

(1) Step 1. In the first step, datasets are merged according to
ideology. The ISIS Kaggle dataset was merged with recent tweets
of jihadist-ISIS collected from Twitter, referred to as the Merged
ISIS dataset (MIS). Similarly, StormFront dataset, Gab dataset,
and White supremacist tweets collected from Twitter merged to
form Merged White Supremacist dataset (MWS). This process is
shown in Figure 6. Only the text or tweet data is selected from
these standard datasets, everything else is discarded. To preserve
the distinct characteristics of ideology, we adopt the strategy to
identify individual clusters within the ideological datasets. To
identify these clusters, the topic modelling approach was chosen
[83]. For feature extraction, TF-IDF is used. TF-IDF calculates
important words in the corpus concerning documents. How-
ever, even if TF-IDF presents important words, it lacks in
identifying context. So, to extract topics from the primary
dataset, latent dirichlet allocation (LDA) [83] is used. This work
aims to classify text into three classes: propaganda, radicalization,
and recruitment; three topics are extracted from the MIS and
MWS datasets. To achieve this, GridSearchCV [84] is applied to
the LDA model with hyperparameters such as n_topics = [3-5],
learning rate=[0.999, 0.99999], cv=10, and batch = “online.”
Using these hyperparameters, the model with the best results
gives n_topics of 3 with distinct words per topic.

(2) Step 2. In the second step, we extract a single topic for
propaganda, radicalization, and recruitment examples for each
SEED dataset of jihadist-ISIS and White supremacist ideology
using LDA. This results in a single topic with respective im-
portant words in propaganda, radicalization, and recruitment.
Figures 7(a)-7(c) show the word clouds of three topics obtained
from the MIS dataset. Similarly, Figures 8(a)-8(c) show word
clouds of the three topics obtained from the MWS dataset. These
word clouds are based on the topic score obtained using LDA for
MIS and MWS datasets, as shown in Figures 9 and 10.

(3) Step 3. To label text in the IS dataset and the WS dataset,
cosine similarity [85] between the topics of individual MIS and
MWS datasets, with the topic of propaganda, radicalization, and

recruitment from SEED dataset, is calculated. This results in
similarity matrix. When similarity is maximum for topic and
label, the respective label, propaganda, radicalization, and re-
cruitment, is assigned to a particular topic. Thus, documents in
IS and WS datasets with the topics labeled are propaganda,
radicalization, and recruitment. Figure 11 shows the complete
process of data labeling. The calculated cosine similarity between
seed labels and identified topics is small. There are different
reasons for low cosine similarity, such as few seed examples, and
not enough significant features in SEED dataset. This low cosine
similarities are accepted as two different datasets i.e., SEED
dataset and tweet + website dataset are compared.

This research work aims to develop an ideology in-
dependent extremism detection model. So, to achieve this
aim, two datasets MIS and MWS datasets, are merged. This is
carried out by retaining tweets or posts, topics, ideology, and
labels from both datasets. This merged dataset will be
henceforth referred to as Merged ISIS-White Supremacist
dataset (MIWS). As seen in Table 5, for the MIS dataset,
topic 0 is labeled as propaganda, topic 1 as radicalization,
and topic 2 as recruitment, as significant cosine similarity
was found with the respective classes in the SEED ISIS
dataset. On the other hand, in the MWS dataset, topic 0,
topic 1, and topic 2 are labeled as radicalization, recruitment,
and propaganda as a significant similarity score was found
with respective classes of the SEED White Supremacist
dataset. Figures 12(a)-12(c) can provide important words in
the MIWS dataset for propaganda, radicalization, and
recruitment.

2.7. Data Validation (MIWS). In this Section, we discuss the
statistical tests, which will be employed for the data quality
assessment. We employed three statistical techniques that
are cosine similarity, Wilcoxon signed-rank test, and chi-
square test.

2.7.1. Cosine Similarity. Cosine similarity can be used to
compare the similarity between samples. Propaganda, rad-
icalization, and recruitment are compared based on words
and their TE-IDF score. The cosine function was applied to
a pair of classes. These pairs are described in Table 6. Thus,
each class is represented by distinct unique words, and they
influence each class differently. Figure 11 shows cosine
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Figure 8: Word cloud for (a) topic 0, (b) topic 1, and (c) topic 2 in MWS dataset.
abandon  abcnew abdicate abduct  abduction abdul abet abhor  abhorrent  abide zogworld  zombie zone 200 zoom
TopicO 3.273194 0.889721 0.639427 1.058252 0.953454  0.713969 1.309879 0.930022 1.249693 1.599947 .. 0.699101 2715960 4.784419 3.142445 0.594423
Topicl 0.460962 0.381595 0.366446 0.364414 0.366880  0.364989 0.533811 0.362390 0.377678 0.365584 .. 0.359935 0.375668 0.363517 0.373992 0.366417
Topic2 0.361743  0.384098 0.366361  0.371622 0.387797 0.365526 0.363269  0.359132 0.363632 0.361046 .. 0.357538 0.376902 0.390312 0.413396 0.361322
FIGURE 9: LDA ranking of jihadist-ISIS words for three topic.
abandon abdicate abduct abet abhor abide ability ability abject able yuk ywnru zealot zionist ~ zogworld zombie
TopicO 1.587991 0.866239 0.633916  0.425799 0.593244  0.648842 0.965337 0.595928 0.605659 3.343095 .. 0.794940 0.596163 0.710336 7.424973 0.441100 0.452584
Topicl 0.409428 0.414233 0.418989 0.736551 0.406314  0.923721 0.407375 0.401482 0.404555 1.258568 .. 0.437793 0.421771 0.400469 0.588412 0.413378 0.696941
Topic2 0.413395 0.419147 0.456127 0.407315 0.429035  0.422535 0.433495 0.423666 0.418037 1.174490 .. 0.433062 0.439783 0.464315 0.675779 0.752007 0.785375

FIGURE 10: LDA ranking of White supremacist words for three topics.
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LDA Topics of Examples from Seed Dataset LDA Topics from IS Dataset/WS Dataset
ability ~ abstract  acceptable accurate acquire act action abandon  abcnew abdicate  abduct abduction  abdul abet
Radicalization 1093294 1.093294 1295743 1.093294 1132283 1380403 1.341120 Tepis) SZBICL QAN QG MERPED QCEREE QR 12D
Recruitment  0.000000 0.000000  0.000000 0.000000 0.000000 0.000000 1.326761 Topicl 0.460962 0.381595  0.366446 0.364414 0.366880 0.364989 0.533811
Propaganda 0000000 0.000000  0.000000 0.000000 0.000000 0.000000 1.098419 Topic2 0361743 0.384098 0366361 0.371622 0.387797 0365526 0.363269
Cosine Similarity
Propaganda Radicalization Recruitment
Topic 0 0.1954 0.1345 0.1895
Topic 1 0.1267 0.1498 0.2089
Topic 2 0.1657 0.1786 0.1421
FIGURE 11: Data labeling.
TaBLE 5: Examples from the Merged dataset.
Sr. no Tweet LDA topic Ideology Label
“Did not i tell you that JN only make takfir on those who spill their holy blood? a4
1 Y J Y » P Y 0 Jihadist-ISIS Propaganda
SRF, hazm?
2 “Mujahideen from Burma capture 3 pigs of the Buddhist army” 1 Jihadist-ISIS Radicalization
“Our prophet, has ordered us to fight you till you worship allah alone or give a1 .
3 Prop 8 jizga” Y P & 2 Jihadist-ISIS Recruitment
“They act as if negros with aids should have the right to reproduce when they will
4 die off and have no way to take care of the kid I cannot believe that they are doing 0 White supremacist Radicalization
this by the millions its crazy”
“You are white and you are better than them and the next time they harass you . . .
5 Y . L. Y Z 1 White supremacist Recruitment
and someone else form a group of buddies, go up to the principal office.
6 “It is not right unless it is white.” 2 White supremacist Propaganda

similarity between different datasets, while in Table 6,
similarities are seen within classes of the same dataset. Thus,
even if values in Table 6 look significant, there is not enough
similarity within the dataset given the N1 and N2 sizes.

2.7.2. Wilcoxon Signed-Rank Test. Wilcoxon signed-rank
test [86] is a nonparametric test. It can determine
whether the two samples are collected from the population
of the same distribution. Wilcoxon signed-rank test is also
used to compare two closely related samples and perfectly
matched samples.

In this paper, Wilcoxon signed-rank test is used to prove
whether the selected random samples belonged to a partic-
ular class, i.e., propaganda, radicalization, or recruitment.
Figure 13 shows detailed experiments performed to calculate
the Wilcoxon signed-rank test. CountVectorizer [87] was
applied for feature extraction to the corpus of each class
separately. CountVectorizer returns the matrix with the
count of tokens. This was performed so that higher count
words from each corpus may get priority. TAdfVectorizer
[88] was also considered for this experiment but leads to
a dimensional mismatch for Wilcoxon signed-rank test. The
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FIGURE 12: Word clouds for (a) propaganda, (b) radicalization, and (c) recruitment class from MIWS.

TfidfVectorizer also produces p values >0.05 when di-
mensions are matched.

To perform these experiments, a null hypothesis is re-
quired, which is as follows:

HO-medians of word count of classes are equal.
Therefore, there is no significant difference between
classes

H1l-medians of word count of classes are not equal.
Therefore, there is a significant difference between the
classes

Wilcoxon signed-rank test compares examples based on
two test statistics. First, W test statistics which is the sum of
ranks with differences below or above zero. The second is the
p value which is the confirmation against the null hy-
pothesis. Together, W and p value determine the validity of
the null hypothesis.

To calculate W, the following procedure is performed:

Let N be the sample size, and for pairs, let x; ; and x,;
denote the measurements.

(i) Calculate |x,,~x; ;| and sgn (x,;-x; ), where sgn is
the sign function that returns the sign of a real
number

(ii) Exclude the pair with |x,,~x;;=0, and the new
sample will be N,

(iii) Order the remaining pair in an ascending order with
a difference of |x,;-x) |

(iv) Rank the pairs with the smallest nonzero difference
as 1. Let R; denote the rank

(v) The test statistic W is calculated as

N,
W = z [sgn(xz’i - xl),-)°Ri]. (2)

i=1

The p value is considered as the evidence against the null
hypothesis. The null hypothesis is rejected if the p value is
<0.05. This threshold of 0.05 or 5% is considered a level of
significance. The count for each word representing classes is
calculated.

As the classification is a multiclass classification, the tests
are divided into different cases which are as follows:

(i) Case 1: here, the propaganda class and recruitment
class are compared using CountVectorizer of n
number of words from both classes

(ii) Case 2: here, radicalization class and propaganda
class are compared using CountVectorizer of n
number of words from both classes

(iii) Case 3: here, recruitment class and radicalization
class are compared using CountVectorizer of n
number of words from both classes

Table 7 shows cases, their samples, test statistics, hy-
pothesis, and inference. The Wilcoxon signed-rank test
provides test statistic “W” which is used to calculate the p
value from the reference table [86].

2.7.3. Chi-Square Test. The chi-square test is a popular
statistical test used to evaluate the relationship between two
variables [89]. Most of the time, the chi-square test is applied
to test the dependence of the occurrence of the term and the
occurrence of the class. Moreover, it is commonly used as
a feature selection method. For example, the following
formula is used to calculate the rank of terms that appear in
the corpus:

X (D,t,c) = Z

2
%Ee) (3)
e,€{0,1} e €{0,1} ee,

Here, e, and e, are binary variables in the contingency
table, t is the term, ¢ is the class, D is the corpus, N is the
observed frequency, and E is the expected frequency. The
term ¢ and class c are said to be dependent if y* is high. Thus,
making term t an important feature that causes term ¢ to
indicate class c.

Table 8 shows important words within ISIS SEED, WS
SEED, and MIWS datasets obtained by applying the chi-
square test. Each dataset has a few repeated words. This can
be attributed to different ideologies, sources, and
dataset sizes.
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FIGURE 13: Complete process for performing Wilcoxon signed-rank test.

2.8. Inferences. As seen from Table 6, cosine similarity
proves that the obtained classes, namely, propaganda,
radicalization, and recruitment are significantly different.
The Wilcoxon signed-rank test also shows significant dif-
ferences between the classes, so they have distinct features to
make them unique. The chi-square test in Table 8 shows
distinct word features to depict propaganda, radicalization,
and recruitment.

Thus, it can be inferred that the newly formed classes
propaganda, radicalization, and recruitment stand unique
with statistical validation methods.

2.9. Dataset Evaluation

2.9.1. Experimental Setup. Experiments were carried out on
the HP Workstation Z8 G4 machine. It is equipped with a Xeon
processor of 3 GHz, 128 GB of RAM, and Nvidia Quadro P400
GPU with 2 GB memory. In addition, some experiments were
carried out on Nvidia DGX-Server with 4 Nvidia Tesla V-100
GPUs with 32 GB memory. Due to the limited capability of these
systems, Google Colab was used. All the results in Table 9 are
obtained on Google Colab.

2.9.2. Size of Datasets. The size of datasets are provided in
Table 10.

2.9.3. Analyzing Imbalance in Datasets. The balance and
imbalance in datasets are shown in Table 11.

2.10. Feature Extraction Techniques. To create word vectors,
different feature extraction techniques are used in online
extremism. In this work, the following feature extraction
techniques are used:

2.10.1. Unigram with TF-IDF. As seen in Table 9, the TF-IDF
is used as the feature extraction technique. TF-IDF gives im-
portant words in the document based on its weightage in corpus
[90]. Thus, TF-IDF was chosen, as it shows the word importance
and is also used in many studies. Unigrams are considered to
identify and elevate the importance of unique words repre-
senting the particular class, propaganda, radicalization, or
recruitment.

2.10.2. Bigrams and Trigrams with TF-IDF. Bigrams and
trigrams features are used with TF-IDF for more complex
analysis. These features provide the combination of words
that affect the classification of the documents.

2.10.3. Word2Vec. Word2vec uses a neural network to learn
word embeddings or word vectors from the given corpus.
Word2vec is used to gather more dimensional features to classify
extremism text into propaganda, radicalization, and re-
cruitment. The word2vec model pretrained on Google News
with 300 dimensions was used for feature extraction in this
work. Figure 14 shows word vectors and their positions con-
cerning each other using t-sne. Euclidean distance is used as
a metric to calculate the distance between features. Thus, the
lesser the Euclidean distance the more frequently the words
appear together in a group. In Figure 14 it can be seen extremism
influencing words are close to each other. Words such as “is-
lamic state,” “dead,” “Afghanistan,” “wounded,” and “targeted”
form a group. It can be also observed “bomb,” “raqqa,” “de-
struction,” “gaza,” “terror,” “attack,” and “battle” indicates the
focus of groups on a particular location. The words such as
“white,” “muslims,” “muslim,” and “black” stood out from other
keywords indicating their usage in different contexts. Thus,
word2vec can be effectively used for online extremism detection.
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TaBLE 8: Important words obtained by using chi-square.
Propaganda Radicalization Recruitment
Sr no ISIS ISIS ISIS
SEED WS SEED MIWS SEED WS SEED MIWS SEED WS SEED MIWS
1 Arab Backwards Aspect Matter Race Killed Bless Adapt Coalition
2 Massacre Alien Islamic Call Attack Airstrikes Counter Accept Martyrdom
3 People Based Beasts Nation Purity State Pkk Stand Behead
4 Assadis Aboriginals Allahu Destroy Scripture  Communist  Behead Student Adapt
5 America Auschwitz ~ Apostate Bullet Call Caliph Believe School Munafiq
6 Apostate Beasts Assadis Communist Chosen Amaqagency  Achieve Friend Believe
7 Possible Aspect Black Single Body Race Protect  Apologist Iraqi
8 Babylon Base Israeli Caliph Believe Nation Place Many Accept
9 Back Armed Arab State Resist Assault Pledge Antifa Join
10 Photographer Other Operation Realize Revelation Saudi Point White Full
TaBLE 9: Algorithms, features, and performance.
) MIS MWS MIWS
Sr no Algorithm Features . . .
Precision Recall Flscore Precision Recall F1 score Precision Recall F1 score
TF-IDF 0.67 067 067 0.73 076  0.74 0.61 061 0.6l
| MNEB TF-IDF+bigrams ~ 0.69  0.68  0.69 073 076 074 062 062 062
TF-IDF + trigrams ~ 0.64 064  0.64 072 075 073 060 060  0.60
Word2vec 0.49 0.38 0.32 0.61 0.76 0.66 0.46 0.46 0.46
TF-IDF 0.71 070  0.70 074 077 070 069 068  0.68
5 SUM TF-IDF +bigrams 074 047  0.37 058 076  0.66 075 041 032
TF-IDF + trigrams 075 045 035 058 076 0.6 076 038 027
Word2vec 0.51 0.50 0.50 0.70 0.64 0.66 0.54 0.53 0.53
TF-IDF 0.62 0.61  0.60 066 073  0.68 0.63 064 063
; Random foresg TFIDF+bigrams 069 0.69 068 058 076  0.66 061 061 060
TF-IDF + trigrams ~ 0.61 059 0.8 058 076  0.66 059 057 053
Word2vec 0.56 0.56 0.56 0.72 0.77 0.69 0.53 0.53 0.52
TF-IDF 0.60 059 059 070 076  0.70 0.61 062 062
4 XGBoost TF-IDF + bigrams 0.58 0.58 0.58 0.69 0.76 0.70 0.60 0.60 0.59
TF-IDF + trigrams 0.58 0.58 0.57 0.69 0.76 0.70 0.59 0.60 0.59
Word2vec 0.59 0.59 0.59 0.75 0.78 0.73 0.60 0.60 0.60
TaBLE 10: Size of datasets.
Datasets Source Ideology Total tweets/posts
Twitter tweets Twitter White supremacist 2,000
Twitter tweets Twitter Jihadist-ISIS 2,000
ISIS Kaggle dataset [22] Twitter Jihadist-ISIS ~15,000

StormFront [20] + Gab dataset [21]

StormFront and Gab

White supremacist

~9000 (only hate class)

TaBLE 11: Balance and imbalance in datasets.

Datasets

Number of classes Class 1

Class 2

Class 3

ISIS Kaggle dataset
StormFront dataset
Gab dataset

MIS

MWS

MIWS

15,438
1180 (hate)
8,327 (hate)
7,214 (propaganda)
5,131 (propaganda)
12,345 (propaganda)

W W W N~

8,537 (nohate)
~25,000 (other)
5,103 (radicalization)
3,214 (radicalization)
8,317 (radicalization)

51,21 (recruitment)
3,162 (recruitment)
8,283 (recruitment)
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FIGURE 14: Word vectors using t-SNE and word2vec on MIWS dataset.

Word2vec is used in combination with classifiers mentioned in
the next section. Word2vec is fine-tuned to a window size of 15,
a minimum count of 10 words, and with ten iterations to
provide the best possible performance metrics.

2.11. Classifiers. To classify and predict, this work uses the
following ML algorithms:

2.11.1. Multinomial Naive Bayes. MNB works on the
probabilistic principle. Naive Bayes assumes that there exists
a conditional independence between every pair of features.
In addition to this MNB, also assumes that distribution for
all pair is multinomial distribution. This assumption of
multinomial distribution works well in the case of word
counts in the document. Thus, classifying text data based on
the probabilistic appearance of a word within the document
helps to get a baseline for performance metrics.

2.11.2. Support Vector Machine. In online extremism de-
tection, SVM can separate important words of a particular group
or class by defining the exact separation line. This separation line
is referred to as a hyperplane. SVM creates support vectors that
are at the optimal distance from the hyperplane. This ensures the
words of a particular group are at a significant distance from

words of another group. So, one can get fairly accurate per-
formance metrics due to this property of SVM.

2.11.3. Random Forest. Random forest uses multiple de-
cision trees to classify data. Every decision tree consists of
decision nodes, root nodes, and leaf nodes. Thus, every
decision tree in random forest is trained on a subsample of
the dataset. Thus, each tree is ensured to be built upon the
best subset of features. It takes the majority output of the
decision trees to arrive at the classification. This reduces
overfitting, thus making random forest a good choice for the
extremism text classification.

2.11.4. XGBoost. XGBoost uses gradient boosting for the
classification. In XGBoost, gradient boosting is achieved by
pruning trees backward that exceed the maximum depth of
tree criteria, thus, increasing the speed of the algorithm by
employing the depth-first technique. XGBoost can also work
with a small amount of data. XGBoost also supports out-
of-core computing, that is, it can handle data more than disk
space and memory. Another advantage of XGBoost is, it
provides parallelization, thus making the classification
process faster.

Figure 15, provides details about the ML pipeline for the
best-fit model. In this pipeline, the MIWS dataset with
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Train/Validation
MIWS Test Split Select Columns Label Encoder
Dataset
Performance
ROCAUC Metrics
FiGURrE 15: ML pipeline.
TaBLE 12: Hyperparameters used for fine-tuning ML algorithms.

. Learning C (max Kernel .
Algorithm v rate/gamma/alpha depth) (max_features) n_estimators
MNB 10 0.1, 0.5, and 1 — — —

SVM 10 le-3, le—4, and le-5 1,2,and 3 linear, poly, and rbf
Random forest 10 — 300, 350, and 400 auto and sqrt 80, 90, and 100
XGBoost 10 0.1, 0.01, and 0.001 4,5, and 6 — 500, 550, and 600
Bold values are the optimal hyperparameters for the respective algorithm.
Precision  Recall F1 Precision  Recall F1 Precision  Recall F1
MIS MWS MIWS

® MNB TF-IDF + Unigram
m SVM TF-IDF + Unigram

= Random Forest TF-IDF + Unigram
XGBoost TF-IDF + Unigram

FIGURE 16: Performance metrics of algorithms on all datasets with TF-IDF unigram.

preprocessed data is taken as input. Table 10 shows the count
of tweets while Table 11 describes data imbalance in datasets
used in this study. Then, train/validation/test split is per-
formed on selected data. Different split ratios are used such
as60:20:20,70:15:15,80:10:10, and 90: 05 : 05. The better
results were obtained for the 90:05:05 split. Particular
columns such as preprocessed text and labels are selected for
classification. As the labels are in string format, a label
encoder is used to convert labels into the numerical format.
Multiple ML algorithms as mentioned before are provided
with GridSearchCV. The hyperparameters used for ML al-
gorithms are shown in Table 12. The ML algorithms are
scored on basis of performance metrics such as precision,
recall, and F1 score. The ROC-AUC curve is also created for

the visualising the performance of algorithms. On the basis
of performance metrics and the ROC-AUC curve, the best-
fit model is selected. A total of 64 experiments were con-
ducted to get consistent results. The final models for every
algorithm provided stable results as shown in Table 12. The
bold values in Table 12 indicate the best results due to these
hyperparameter values.

3. Results and Discussion

Multiple machine learning classifiers are used to assess and
measure the classification performance of extremism data
into propaganda, radicalization, and recruitment. The al-
gorithms used are MNB, SVM, random forest, and XGBoost.
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Recall F1
MIS

Precision Precision

m MNB TF-IDF + bi-grams
= SVM TF-IDF + bi-grams

Recall
MWS

Recall F1
MIWS

Precision

= Random Forest TF-IDF + bi-grams
XGBoost TF-IDF + bi-grams

FIGURE 17: Performance metrics of algorithms on all datasets with TF-IDF bigrams.

Recall F1
MIS

Precision Precision

® MNB TF-IDF + tri-grams
u SVM TF-IDF + tri-grams

Recall
MWS

Recall F1
MIWS

Precision

= Random Forest TF-IDF + tri-grams
XGBoost TF-IDF + tri-grams

F1GURE 18: Performance metrics of algorithms on all datasets with TF-IDF trigrams.

These machine learning classifiers are chosen as they have
been popularly used in online extremism detection research
(36, 62].

3.1. Comparison of TF-IDF Unigram Results. Figures 16-19
shows the comparative performance of four feature ex-
traction techniques with classifiers. It can be observed from
the figures that TF-IDF unigram outperforms other feature
extraction techniques, as unigram extracts the unique words
that characterize the class. On the other hand, bigrams and
trigrams offer comparatively low performance compared to
unigrams for the frequent combinations of words in the
multi-ideology MIWS dataset.

Word2vec with XGBoost offers comparable perfor-
mance for the MIWS dataset, as it is pretrained on Google
News data, as Google News may have accounted for ex-
tremism text. XGBoost with word2vec gives an F1 score of
0.60. It is also observed that word2vec can achieve better
performance with more training epochs.

3.2. ROC-AUC (Unigram) for All Classifiers for MIWS.
Receiver operating characteristics (ROC) is the graph that
shows the performance of classification models at all clas-
sification thresholds [91]. Area under curve represents that
the total two-dimensional are underneath ROC curve [92].
Figures 20 and 21 show the relative performance of chosen
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FIGURE 19: Performance metrics of algorithms on all datasets with word2vec.
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F1Gure 20: ROC curve for MIWS with TF-IDF unigram using (a) MNB and (b) SVM.

classifiers with the same feature extraction techniques,
TE-IDF and unigram.

ROC-AUC are chosen for finding the relative perfor-
mance of classifiers as they are focused on true positive
values for multiclasses propaganda (Class 0), radicalization
(Class 1), and recruitment (Class 2).

It is observed that the performance of all classifiers on the
MIWS dataset is satisfactory, with an AUC of around 0.70
for MNB and SVM. For random forest and XGBoost, the
AUC is around 0.65. Thus, it can be said that SVM with
TF-IDF  unigram  outperforms  other  classifiers.

Furthermore, SVM performs better due to marginalizing
classes based on the unique words present in the MIWS
dataset.

3.3. Multiclass Classification (Labelwise Precision and Recall
and F1 Score with Support). A total of 64 experiments were
conducted to obtain consistent results across algorithms
and features combined with different random states. Four
experiments for each combination of algorithm and feature
were carried out. Table 13 provides the standard deviation
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TaBLE 13: Standard deviation of results for the MIWS dataset.

TABLE 15: Label wise performance metrics for MNB TF-IDF.

MIWS
Algorithm Features o
Precision Recall F1 score
TF-IDF 0.005774 0.011547 0.005774
MNB TF-IDF + bigrams 0.009574  0.005  0.008165
TF-IDF + trigrams 0.01 0.01291 0.009574
Word2vec 0.015 0.02 0.014142
TF-IDF 0.009574 0.01 0.005
SVM TF-IDF +bigrams 0.070711  0.025  0.017321
TF-IDF + trigrams 0 0.01291 0.021602
Word2vec 0.005 0.01 0.005
TF-IDF 0.01 0.01 0.005
Random TF-IDF +bigrams  0.005 0.005 0.005
forest TF-IDF + trigrams ~ 0.02 0.015 0.04
Word2vec 0.005 0.005 0.005
TF-IDF 0 0.005  0.01
XGBoost TF-IDF + bigrams 0.009574  0.005 0.01893
TF-IDF + trigrams ~ 0.005 0.01 0.005
Word2vec 0.008165 0.009574 0.008165
TaBLE 14: Significant results by ranks.
Algorithm Features Rank
MNB TF-IDF 4.5
MNB TF-IDF + bigrams 2.5
SVM TF-IDF 1
Random forest TF-IDF 2.5
XGBoost TF-IDF 4.5

of results on MIWS dataset. It can be observed that
standard deviation is quite low. Thus, the results are
stable. Table 14 provides rank for the algorithm with
features based on results in Table 9. Freidman rank test

Algorithm
and Class Precision Recall score Support
feature
Propaganda 0.59 0.63  0.61 1234
I%/[FI?IBD"‘Fnd Radicalization ~ 0.65  0.64 0.65 831
Recruitment 0.58 0.55 0.56 828

TaBLE 16: Label wise performance metrics for SVM TF-IDF.

Algorithm
and Class Precision Recall score Support
feature
Propaganda 0.60 0.79  0.68 1234
?QfDaFnd Radicalization 075  0.69 072 831
Recruitment 0.71 0.56 0.63 828

was performed to determine a rank-based significance for
obtained results. The calculated p value by Freidman test
was less than 0.05, that is, 1.7651e — 8. As seen in Tables 9
and 14, the ranks were calculated in descending order of
results, so the lesser the rank, the more significant the
results are. Therefore, SVM + TF-IDF results are signifi-
cant and better than other algorithms and feature
combinations.

Tables 15-18 give precision, recall, F1 score, and
support for the TF-IDF unigram on the MIWS dataset for
the chosen classifiers. It can be observed that SVM is the
best classifier for propaganda, radicalization, and re-
cruitment classes with an F1 score of 0.68, 0.72, and 0.63,
respectively.
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TaBLE 17: Labelwise performance metrics for random forest TF-IDF.

Algorithm and

f Class Precision Recall F1 score Support
eature
Propaganda 0.60 0.66 0.63 1234
Random forest and TF-IDF Radicalization 0.65 0.76 0.70 831
Recruitment 0.64 0.49 0.55 828

TaBLE 18: Labelwise performance metrics for XGBoost TF-IDF.

Algorithm and

Class Precision Recall F1 score Support
feature
Propaganda 0.60 0.63 0.62 1234
XGBoost and TF-IDF Radicalization 0.64 0.75 0.69 831
Recruitment 0.59 0.46 0.51 828
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FiGgure 22: Confusion matrix of (a) MNB and (b) SVM.
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Figure 23: Confusion matrix of (a) random forest and (b) XGBoost.
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3.4. MIS Dataset. As seen in Table 9, SVM with TF-IDF
unigram provides better results than MNB, random forest,
and XGBoost for MIS dataset. For the MIS dataset con-
taining jihadist-ISIS ideology, SVM with TF-IDF provides
a better F1 score of 0.70. MNB and random forest with
TE-IDF bigrams show an Flscore of 0.69 and 0.68, re-
spectively. MNB gives an F1 score of 0.64 for TF-IDF
trigrams, exceeding other classifiers for the same feature.
Only XGBoost shows better results using word2vec for
feature extraction with an F1 score of 0.59.

3.5. MWS Dataset. For the MWS dataset, XGBoost with
word2vec outperforms all other features extraction and
classifiers used. Table 9 shows that XGBoost with word2vec
gives a precision, recall, and F1 score of 0.75, 0.78, and 0.73,
respectively. This can be attributed to the unique words in
the MWS dataset, which may frequently appear in Google
News data. For TF-IDF unigram, bigram, and trigram, MNB
outperforms other classifiers with an Flscore of 0.74, 0.74,
and 0.73.

3.6. MIWS Dataset. For the unigram features chosen, ma-
chine learning classifiers offer a better performance. MNB,
SVM, random forest, and XGBoost give an F1 score of 0.61,
0.68, 0.63, and 0.62, respectively, for unigram features. SVM
provides maximum performance if F1 scores are compared.
This can be attributed to common unique words for MIS
and MWS.

For bigram and trigram features, the performance of
algorithms reduces drastically. This can be attributed to
different words based on the ideologies that are merged in
a single dataset. Thus, bigram and trigram may not be ef-
fective in identifying and analyzing multiple ideologies to-
gether. Word2vec gives better performance for XGBoost.
The Flscore obtained from XGBoost with word2vec is 0.60.
Figures 22 and 23 show the confusion matrix obtained by
applying MNB, SVM, RF, and XGBoost on the MIWS
dataset.

3.7. Inferences and Discussion. As seen in Tables 9-18, the
results are a bit low. This is due to the merging of two
different ideologies as the aim is to develop a generalized and
ideology-independent extremism detection model. Methods
and techniques to improve the results are discussed in the
Section, Future Work.

Table 9 shows the comparative performance of the
classifiers on the different feature extraction methods. The
MIWS dataset with ~17,000 ISIS and ~11,000 WS examples
is a multi-ideology dataset. The extremist dataset was de-
veloped and validated with three statistical methods that
proved that the dataset is robust with the unique features in
the three classes. The performance of ML algorithms on
these extracted features in the dataset also shows potential
for applying DL classifiers.

3.8. Limitations. The size of the dataset is an important
aspect of machine learning. However, the size of the SEED
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dataset used in this work is limited, with fewer research
articles. This is due to the lower availability of extremist text
examples classified as propaganda, radicalization, and re-
cruitment in the existing literature. Even with data imbal-
ance, current data provides acceptable results, but balanced
data is required to predict extremist text with precision.

The extremist text in the existing literature was manually
labeled as propaganda, radicalization, and recruitment by
experts. However, this labeling is limited by interrater
agreement or expert opinion in the existing literature. Thus,
the SEED dataset that is employed for topic modeling has the
threat of expert bias. Hence the work relies on statistical
validation techniques to verify the strength of the dataset.
Furthermore, it is challenging both experimentally and
ethically to quantify the bias of experts. Hence, at current
stage of research it is not possible to compare the bias of both
experts and the ML algorithm.

In this work, only three different topics or classes are
considered for extremism classification text. Therefore, these
topics were identified using simple LDA. The context-aware
LDA [93] or context-aware topic modeling could be used to
extract multiple different topics within extremism text.

Rigorous statistical tests were essential for estimating the
strengths of the topic clusters. This work employed cosine
similarity, Wilcoxon signed-rank, and chi-square tests for
data validation as they were popularly employed in the
literature. However, more statistical tests can be additionally
employed to ensure the quality of data.

In this work, only four feature extraction techniques and
four machine learning classifiers are employed on the de-
veloped MIWS dataset. Therefore, the results are limited by
the choice of these representative classifiers and feature
extractors. The classification and feature extraction purpose
was to realize the model that would accurately classify the
dataset.

A varijety of advanced feature extraction techniques such
as pretrained vectors can be further evaluated for a better
accuracy. Advanced classifiers andtransformers can also be
employed for achieving better accuracy.

4. Conclusion

This work focuses on constructing a multi-ideology and
multiclass extremism text dataset with a comparative
analysis of the performance of features extraction techniques
and machine learning classifiers. Most extremism research
studies focuses on a single ideology, with binary or tertiary
classification such as extremist, nonextremist, and irrelevant
classes. Consequently, there are limited insights from such
works [19].

In this work, we develop a multi-ideology dataset with
the most popular jihadist-ISIS and White supremacist
ideologies. This dataset provides a broader view of ex-
tremism text with popular extremist ideologies brought
together for better insights into data. The dataset also builds
a multilabel extremist text dataset by classifying data as
propaganda, radicalization, and recruitment.

The extremist text dataset was made contemporary by
collecting extremist texts from different data sources
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(Twitter, ISIS Kaggle, StormFront dataset, and Gab dataset).
In addition, we created ideology-specific datasets, which are
called MIS (jihadist-ISIS), MWS (White supremacist), and
proposed MIWS (multi-ideology) datasets with data pre-
processing techniques applied.

A SEED dataset was created using existing literature that
provided us with labeled examples of propaganda, radical-
ization, and recruitment. Then, the labeled SEED dataset was
used to group/cluster the MIS, MWS, and MIWS datasets
into propaganda, radicalization, and recruitment by using
the LDA technique and cosine similarity. The grouping/
clustering was further validated using statistical techniques.
In this work, three different statistical tests, such as cosine
similarity, Wilcoxon signed-rank test, and chi-square test,
validated data labeling. Thus, our work is free from expert
bias resulting due to manual validation such as previous
literature. The visualization of word vectors with t-sne is also
performed to highlight the unique words in propaganda,
radicalization, and recruitment classes from the MIWS
dataset.

To assess the performance of datasets, multiple features
such as TF-IDF (unigram, bigram, and trigram) and pre-
trained word2vec (Google News) are used. These features
were provided as input to classifiers such as MNB, SVM, RF,
and XGBoost. For the proposed MIWS dataset, TF-IDF
unigram with SVM provides the highest precision of 0.69,
recall of 0.68, and Flscore of 0.68. Thus, the results obtained
using ML algorithms can be considered as a baseline for
future work consisting of deep learning techniques.

This work, pioneers in developing the multi-ideology
extremism text, MIWS dataset can classify extremism data
into multiclasses such as propaganda, radicalization, and
recruitment with robust statistical data validation techniques
employed. Furthermore, this work investigates the best
feature extraction technique and classifier for the proposed
MIWS dataset, which guarantees better classification
performance.

4.1. Future Work. The presented work is an important
milestone in online extremism text detection research. This
will open multiple avenues in the following research areas:

4.1.1. Versatility of Extremism Text Dataset. Our work
proves that multi-ideology datasets create a broader view of
extremism text with comparable classification performance
over single-ideology datasets. In the future, the presented
dataset can be made more versatile with other popular
extremist ideologies and sources. Increasing the SEED
dataset also may produce more significant results. Different
techniques such as word mover’s distance [94] can also be
used to calculate and improve the similarity between labels
and topics.

4.1.2. Feature Extraction Techniques. Context-aware topic
modeling can be used to extract multiple different topics
such as promoting violent acts and antisemitism. Popular
feature extraction techniques such as pretrained vectors,
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GLoVe [95], and FastText [96], can be employed to extract
complex relationships among extremism data. These can
further enhance the accuracy of extremism detection
models.

4.1.3. Transfer Learning and Deep Learning Approaches.
This research work uses machine learning classifiers for
evaluating the proposed dataset. Future works can use deep
learning models such as LSTM and CNN, and pretrained
networks such as FastText, BERT, or RoBERTa for a better
semantic analysis of extremism data. This can help achieve
a higher performance for the classification of extremism text
into propaganda, radicalization, and recruitment.

4.1.4. Detection of Extremism Based on Geographical Context.
The geographical location of extremists and extremist or-
ganizations plays an important role in analyzing pro-
paganda, radicalization, and recruitment on social media
platforms. The researchers have used the tweet location to
identify extremist affiliations. It is necessary to identify the
targeted nations through the extremist text which will
speculate the activities of extremists. So, the extraction of
geographical locations can play a major role in providing
insights into extremist propaganda, radicalization, and re-
cruitment tactics.
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Depression is a global prevalent ailment for possible mental illness or mental disorder globally. Recognizing depressed early signs
is critical for evaluating and preventing mental illness. With the progress of machine learning, it is possible to make intelligent
systems capable of detecting depressive symptoms using speech analysis. This study presents a hybrid model to identify and
predict mental illness from Arabic speech analysis due to depression. The proposed hybrid model comprises convolutional neural
network (CNN) and a support vector machine (SVM) to identify and predict mental disorders. Experiments are performed on the
Arabic speech benchmark data set of 200 speeches. A total of 70% of data were reserved for training, while 30% of data were to test
the proposed model. The hybrid model (CNN + SVM) attained a 90.0% and 91.60% accuracy rate to predict the depression from
Arabic speech analysis for training and testing stages. To authenticate the results of a proposed hybrid model, recurrent neural
network (RNN) and CNN are also applied to the same data set individually, and the results are compared with each other. The
RNN achieved an 80.70% and 81.60% accuracy rate to predict depression while speaking in the training and testing stages. The
CNN predicted the depression in the training and testing stages with 88.50% and 86.60% accuracy rates. Based on the analysis, the
proposed hybrid model secured better prediction results than individual RNN and CNN models on the same data set. Fur-
thermore, the suggested model had a lower FPR, FNR, and higher accuracy, AUC, sensitivity, and specificity rate than individual
RNN, CNN model performance in predicting depression. Finally, the achieved findings will be helpful to classify depression while
speaking Arabic/speech and will be beneficial for physicians, psychiatrists, and psychologists in the detection of depression.

suicide. Mood disorder and mental illness in adult life are

1. Introduction

Depression is known as a mental disorder or mental illness,
and according to WHO, currently more than 300 million
(4.4%) people are affected by depression [1], and its rate is
continually increasing [2]. From 2005 to 2015, almost 18% of
the occurrence of depression has increased worldwide.
Depression leads to somatic problems, mental disorders,
sleep disorders, and gastrointestinal problems. The self-
confidence and rumination symptoms show in depression-
related patients [3, 4]. It affects the functioning or perfor-
mance of patients at school, family, and work. It may also
severely impact people causing self-harm and sometimes

also associated with depressive disorder [5, 6]. From de-
pression, people may also experience a bad mood, low self-
esteem, loss of interest, low energy, and body pain without a
clear cause [7]. Automatic speech recognition (ASR) is well
known as speech recognition. It provides the facility of
understanding the users’ speech by converting the word
speech into series using the computer [8]. A speech emotion
recognition system is helpful in medical practice for
detecting changes in mental state and emotions. For ex-
ample, when a patient has mood swings, the system will react
rapidly and examine their current psychological state [9]. As
a result, the depression prediction methods might help
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design better mental health care software and technologies
such as intelligent robots.

1.1. Background. Depression rates are continually increasing
in people where many issues occur from this mental disorder
in daily life. Unfortunately, it is difficult to predict de-
pression from people while neutral speaking. Machine
learning can be considered one of the most common ways to
look at data from different sources and figure out how people
feel and speak under depression.

Early recognition of depressed symptoms, followed by
evaluation and therapy, may greatly enhance the odds of
controlling symptoms and the underlying illness and at-
tenuate harmful consequences for health and social life.
However, detecting depression disorder is difficult and time-
consuming. Current methods primarily rely on clinical
discussion and surveys conducted by a psychologist for
mental disorder predictions. This method is largely based on
one-on-one surveys and may generally identify depression
as a mental disorder condition. Since machine learning
models are increasingly being used to make essential pre-
dictions in critical situations daily, the demand for trans-
parency from all the people in the Al industry grows in these
situations. Many research projects attempt to develop an
automated depression detection system [10]. The GMM:s
(Gaussian mixtures models) [11, 12], HMMs (hidden
Markov models) [13], and SVM (support vector machine)
[14, 15] were used to recognize the depressed emotions using
the speech data.

Deep neural networks have lately made significant
contributions to a wide range of disciplines of study, in-
cluding pattern recognition, and proved a better option than
traditional machine learning techniques such as SVM, ANN,
HMM, and so on. Han et al. [16] proposed a DNN-ELM
(extreme learning machine) based voice emotion classifi-
cation system. Bertero and Fung [17] used the convolutional
neural network (CNN), which has a lot of applications in this
field to recognize voice-related emotions, and reported good
results. In the subsequent research, RNN and LSTM (long
short-term memory) were also enhanced, and GRU [18],
QRNN [19], and other models were also proposed for speech
data. Simultaneously, different work attempted to integrate
the CNN and RNN into a CRNN model for speech emotion
recognition [20]. The 1D-CNN architecture improves the
individual systems” performance since it was recently de-
veloped to deal with text or one-dimension data such as
human speech. However, ensemble CNN models exhibited
better performance for emotions classification using speech
analysis [7].

To help address these issues, we built an automated
method for identifying depressive symptoms from Arabic
speech analysis. The proposed automated mental illness
identification technique, which describes users’ concerns in
Arabic, might significantly contribute to this research area.
This study proposed a hybrid model (CNN + SVM) to classify
depression from Arabic speech analysis and predict mental
disorders. Additionally, results are compared with RNN and
1-D CNN for the same problem on the same data set.

Computational Intelligence and Neuroscience

1.2. Main Contributions. This research has the following
main contributions:

(i) The first time, CNN + SVM-based hybrid model is
proposed for Arabic speech analysis to predict
mental illness due to depression and attained ap-
proximately 92% accuracy

(ii) A large Arabic speech benchmark data set is
employed for experiments

(iii) Experts from both the medical and psychology fields
are consulted to derive possible symptoms of de-
pression for best features identification

(iv) RNN and CNN are individually applied to the same
data set for analysis and comparisons of the results
of the proposed hybrid model

(v) Using our model researcher will detect depression
while speaking the Arabic language with an ap-
proximately 92% accuracy rate

Furthermore, this research is divided into four main
sections. Section 2 presents the proposed methodology.
Section 3 details experimental results with analysis. Section 4
compares the results of the proposed hybrid model with
individual RNN and CNN on the same benchmark data set.
Finally, Section 5 summarizes the research.

2. Proposed Methodology

This study is designed to predict depression using recorded
Arabic speech analysis or while speaking in the Arabic
language with the proposed hybrid approach exhibited in
Figure 1 and compare with deep learning (DL) models such
as RNN and CNN.

First, we extracted the features from the speeches of both
depression and nondepression groups. The Mcc, chro-
ma_stft, chroma_cqt, tonnetz, melspectrogram, spec-
tral_centroid, and spectral_contrast features were extracted
for speeches using the Python coding.

CNN is a deep learning model used for pattern classi-
fication and is composed of an input layer, hidden layers,
and output layer F = (Y, W) = X, where Y is the input, W is
the weight vector, F is any function, and X is the output. The
hidden layer contains four components: the convolution
layer, pooling layer, fully connected layer, and activation
function [21].

(i) Convolution layer: a kernel is selected that goes over
the input vector that produces a feature map
x;;=0((W=Y),; +b), where x; ; is the output of
the convolution operator, W is the kernel with goes
over, Yis the input, o denotes the nonlinearity in the

network, and b is the bias [21-23].

(ii) Pooling layer: the dominant features are extracted
by selecting a window that passes through the
pooling function, average pooling, max-pooling, or
stochastic pooling [24].

(iii) Fully connected layer: the convolution and pooling
outputs are included here, and the final dot product
of input and weight vector is computed in this layer
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ReLU does not allow the gradient to vanish f (x) = Max pool 3 (Nil, 25, 64) 0
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[24]. Flatten (Nil, 1,600) 0
(v) Support vector machine (SVM): it is a nonpara- Dense 1 (Nil, 128) 204,928 Used for SVM
Dense 2 (Nil, 1) 129

metric supervised machine learning technique
employed to classify data by fitting a hyperplane to
the data [25, 26]. There are different types of SVM
learning mechanisms to classify the data; for this
purpose, a kernel (kernel selected to make nonlinear
data linearly separable) is fitted to the data; the most
commonly used kernels are Gaussian K (x;, x;) =
e V"% and sigmoid K(x;,x;) = tanh (y (x;, x;) +
r) [27]. The dense layer of the CNN model is used to
make the hybrid approach for depression predic-
tion. The architecture of the proposed model is

explained in Table 1.

2.1.Recurrent Neural Network (RNN). RNN is normally used
to analyze sequential data (e.g., speech, text); just like other
neural networks, it contains input, hidden and, output layers
[28]. The hidden layer, called the recurrent layer, keeps the
same parameters in the following layers that keep on updating
in its memory, h(t) = f (Wx (t) + Uh(t — 1)), where W and
U are weight matrices, x (¢). The input vector is 4 (¢t — 1), and
the correlated hidden layer and f represent the nonlinear
activation function [28-30]. In the hidden layer, different
activation functions are used. The most commonly used are
sigmoid and tanh: sigmoid function f(x) =1/1+e * [29]
and tanh function A (t) with range (-1, 1) [28]. In the output
layer, the softmax function is used y(t) = g(Vh(t)), where
f(x)= erh(t)/Z;’ eVi"® for the final output [28, 29]. The
architecture of RNN is explained in Figure 2.

The proposed hybrid approach and individual CNN and
RNN are applied to diagnose depression while speaking

Total params: 223,745
Trainable params: 223,745

Arabic. The training-testing criteria are adopted in the
analysis for 200 speeches. A total of 70% (140 speeches) of
data are used as a training part, and 30% (60 speeches) of
data are used as a testing part. The train data is used to train
the CNN +SVM, RNN, and CNN, and test data is used to
check the validity of all models and the prediction rate of the
trained sample. The accuracy, area under curve (AUC),
sensitivity, specificity, false-positive rate (FPR), and false-
negative rate (FNR) are calculated to observe the model’s
performance in depth using the following equations.

TP + TN
TP+ FP+ FN + TN

Accuracy =

AUC = J TP Rate d (FP Rate),

Sensitivit TP
ensitivity = ———,
YTIP T EN

. (1)

N
Specificity = ————,
pecificity = -

EN
FNR = ——
TPe + EN

FP
FPR=——
FP + TN
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where FP stands for false positive, TN for true negative, TP PROPOSED HYBRID MODEL
for true positive, and TN for true negative. ACCURACY
The Receiver Operating Characteristic (ROC) curve is
also drawn to check the model accuracy by plotting the TESTING
sensitivity and specificity [31]. DATA
TRAINING
3. Experimental Results and DATA

Performance Analysis

Using Arabic speech analysis, the study predicts depression
disorder and compares it with DL models such as RNN and
CNN. Out of 100% of the data, 70% of data are used for
training and 30% for testing stages.

3.1. Data Description. In this study, we used the Basic Arabic
Vocal Emotions Dataset (BAVED), composed of Arabic
words spelt in different levels of emotions recorded in an
audio format https://www.kaggle.com/al13x10/basic-arabic-
vocal-emotions-dataset. In experiments, we included seven
words, 0 for “like,” 1 for “unlike,” 2 for “this,” 3 for “file,” 4
for “good,” 5 for “neutral” and 6 for “bad.” The seven words
are further classified according to their emotional intensity:
0 denotes low emotion including tired or weary, 1 denotes
neutral emotion, and 2 denotes strong emotion of happiness,
joy, sadness, and anger. The categories labelled as 0 and 1 are
for low and neutral emotions that represent nondepression
(sadness) and negative emotions (anger).

3.2. Hybrid Model Performance. First, we applied the pro-
posed hybrid model to the data. As a result, we attained a
90% accuracy rate to classify the depression while speaking
in the training part and a 91.60% accuracy rate to predict the
depression from the testing part. The graphical represen-
tation of the accuracy of the CNN + SVM model with a bar
chart on train and test data is presented in Figure 3. The red
color presents the accuracy of the training data and the blue
color presents the accuracy of testing data.

Correctly classifying the depression speeches present in
diagonal and off-diagonal values shows incorrect speech
prediction. The hybrid model has accurately predicted a total
of 126 (depression = 68, nondepression =58) speeches and
14 speeches incorrectly predicted for the training data set.
Similarly, the RNN model has accurately predicted 55
(depression =31, nondepression=24) speeches and 5
speeches not correctly predicted for the test data set. Figure 4
presents confusion matrix results of the hybrid model on
train and test data.

FiGure 3: Hybrid model accuracy on training and testing data.

3.3. Individual RNN and CNN Models Performance. RNN
and CNN individually applied the data where the RNN
achieved an 80.70% accuracy rate to predict the depression
while speaking in the training part and got an 81.60%
accuracy rate for the testing part. Similarly, CNN attained
an 88.5% accuracy rate to predict the depression while
speaking in the training part and attained an 86.60% ac-
curacy rate for the testing part. The accuracies attained in
the training and testing stages of RNN and CNN models are
exhibited in Figure 5. The red color presents the accuracy of
the training data and the blue color presents the accuracy of
testing data.

The training and testing loss and accuracy are measured
for RNN and CNN models are plotted against the 25 epochs
shown in Figure 6 The blue and red solid lines represent the
accuracies of the RNN and CNN model for train and test
data. The dotted blue and red solid lines present the losses of
the RNN and CNN model with respect to training and
testing data. It is observed that initially, network loss is
higher but as epochs increase, the loss shows a decreasing
trend in all models [32].

The results of RNN and CNN models with respect to the
confusion matrix on train and test data are presented in
Figure 7. The correctly classified depressed speeches are
presented in diagonal and off-diagonal values presented as
the incorrect classified prediction speech. The RNN model
has accurately predicted a total of 113 (depression =69,
nondepression =44) speeches and 27 speeches incorrectly
predicted for the training data set. Likewise, the RNN model
has predicted a total of 49 (depression=31, non-
depression = 18) speeches accurately and 11 speeches in-
correctly predicted for the testing data set. On the other
hand, the CNN model has predicted a total of 124
(depression =66, nondepression=>58) speeches accurately
and 16 speeches incorrectly on the train data set. Corre-
spondingly, the CNN model has predicted a total of 52
(depression =29, nondepression=23) speeches accurately
and 8 speeches incorrectly on the test data set.
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F1Gure 5: RNN and CNN accuracies comparisons for training and
testing data.

4. Comparisons of Proposed Hybrid Model with
RNN and CNN

4.1. Sensitivity Analysis. ‘The assessment of the models is
checked with sensitivity, specificity, FPR, and FNR for both
train and test data given in Table 2 Sensitivity and specificity
represent a model that correctly identifies depression and
nondepression speech if it belongs to depression and
nondepression speeches. The FPR and FNR are probabilities
showing that a model predicts depression but it belongs to
nondepression and predicts nondepression while it belongs
to depression [33]. For the training data set, the RNN model
achieved the 100%, 61.9%, 0.0, and 0.380 of sensitivity,
specificity, FPR, and FNR, respectively. Similarly, for the
testing data set, 100%, 62%, 0.0, and 0.379 of sensitivity,
specificity, FPR, and FNR, respectively. The CNN model
achieved the 95.6%, 81.6%, 0.043, and 0.183 of sensitivity,
specificity, FPR, and FNR, respectively, for the training data
set. Similarly, 93.5%, 79.3%, 0.064, and 0.206 of sensitivity,
specificity, FPR, and FNR, respectively, were attained for the
testing data set. The proposed hybrid model achieved the
98.5%, 81.6%, 0.014, and 0.181 of sensitivity, specificity, FPR,
and FNR, respectively, for the training data set. Similarly, for
testing the data set, 100%, 82.7%, 0.0, and 0.172 of sensitivity,
specificity, FPR, and FNR, respectively, were attained. The
performance also measured by calculating precision, recall,
and Fl-score. The hybrid model achieved high precision,
recall, and Fl-score than individually RNN and CNN. The

analysis is shown in Figure 8.

The hybrid approach provided the minimum FPR, FNR,
and a higher sensitivity and specificity rate than the RNN
and CNN model to predict the depression in the Arabic
language.

4.3. Discussion and Comparisons. The study is designed to
predict depression using speech or while speaking in the
Arabic language with the proposed hybrid approach and
compare it with deep learning (DL) models such as RNN and
CNN. All approaches are used to diagnose depression while
speaking in the Arabic language. The training-testing ap-
proach is adopted in our analysis. A total of 70% of data are
used as the training part, and 30% of data are used as the
testing part. The CNN+SVM is 90.0% and 91.60% that
correctly predict the depression while speaking in the
training and testing. Overall, the hybrid approach
(CNN + SVM) provided better results than RNN and CNN
in the same data set. The CNN + SVM provides better results
or accuracy than the individual approach in speech data [35].
The RNN has 80.70% and 81.60% that correctly predict
depression while speaking in training and testing. Com-
parably, the CNN has 88.50% and 86.60% that correctly
predict depression while speaking in training and testing
stages. While the proposed hybrid model predicted 126
speeches correctly and 14 speeches incorrectly for the
training data set. Also, it has predicted 55 speeches correctly
and 5 speeches not correctly for the testing data set. The
RNN model mispredicted 113 speeches correctly and 27 for
the training data set. Similarly, the testing data set has
predicted 49 speeches correctly and 11 incorrectly. The CNN
model mispredicted 124 speeches correctly and 16 for the
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TABLE 2: Performance comparisons of hybrid model with RNN and CNN.

Accuracy (%) AUC Sensitivity (%) Specificity (%) FPR FNR

RNN 80.70 0.81 100 61.9 0.0 0.380

Training CNN 88.50 0.89 95.6 816 0.043 0.183

CNN +SVM 90 0.90 98.5 81.6 0.014 0.183

RNN 81.60 0.81 100 62 0.0 0.379

Testing CNN 86.60 0.86 93.5 79.3 0.064 0.206

CNN +SVM 91.60 0.91 100 82.7 0.0 0.172

TaBLE 3: Performance measured with precision, recall, and f1-
score.

Precision Recall Fl-score

RNN 1 0.619718 0.765217

Training CNN 0.95082 0.816901 0.878788
CNN +SVM 0.983051 0.816901 0.892308

RNN 1 0.62069 0.765957

Testing CNN 0.92 0.793103 0.851852
CNN +SVM 1 0.827586 0.90566

sensitivity

0.0 T T T
0.0 0.2 0.4 0.6 0.8 1.0

1 - specificity

—— RNN AUC of Training data = 0.81

- -~ RNN AUC of Testing data = 0.81

—— CNN AUC of Training data = 0.89

--- CNN AUC of Testing data = 0.86

--- CNN+SVM AUC of Training data = 0.90
- -~ CNN+SVM AUC of Testing data = 0.91

F1GURE 8: The ROC with AUC of the RNN, CNN, and hybrid model
based on Arabic speech analysis.

training data set. The testing data set has predicted 52
speeches correctly and 8 incorrectly. The CNN + SVM model
achieved the 98.5%, 81.6%, 0.014, and 0.181 of sensitivity,
specificity, FPR, and FNR, respectively, for the training data
set. Similarly, for testing the data set, it achieved the 100%,
82.7%, 0.0, and 0.172 of sensitivity, specificity, FPR, and
FNR, respectively. For the training data set, the RNN model
achieved the 100%, 61.9%, 0.0, and 0.380 of sensitivity,
specificity, FPR, and FNR, respectively. Correspondingly, for
the testing data set, it achieved the 100%, 62%, 0.0, and 0.379
of sensitivity, specificity, FPR, and FNR, respectively. The
CNN model achieved the 95.6%, 81.6%, 0.043, and 0.183 of
sensitivity, specificity, FPR, and FNR, respectively, for the
training data set, while 93.5%, 79.3%, 0.064, and 0.206 of
sensitivity, specificity, FPR, and FNR, respectively, for

testing data set. Sometimes, testing accuracy is found high
than training data, but the model will consider as generalized
fine. The precision, recall, and F1-score values of the pro-
posed hybrid model were 0.983, 0.816, and 0.892 for training
data, respectively. Similarly, 1, 0.827, and 0.905 values were
got for precision, recall, and Fl-score, respectively, for
testing data for the proposed hybrid model.

The AUC value of the RNN model is found 0.81 on train
and test data. Additionally, the AUC value of the CNN
model is found 0.89 and 0.86 on train and test data.
Comparably, the AUC value of the hybrid model is found
0.90 and 0.91 on train and test data. Based on all criteria, the
hybrid model correctly identifies the depression while
speaking than RNN and CNN model individually. In ad-
dition, the hybrid approach provided the minimum FPR,
FNR, and higher sensitivity specificity rate than the RNN
and CNN model to predict depression in the Arabic speech.

5. Conclusion

This paper has presented a hybrid model to classify de-
pression for mental illness prediction from Arabic speech
analysis. Additionally, for the same task, two deep learning
models RNN and CNN are also applied individually on the
same benchmark database to analyze and compare the re-
sults using standard training-testing criteria. The proposed
hybrid model attained 90.0% and 91.60% correctly predicted
depression while speaking on train and test data. The RNN is
80.70% and 81.60% correctly predicted depression while
speaking in training and testing, respectively. The CNN has
88.50% and 86.60% that correctly predict depression while
speaking in training and testing. Overall, the hybrid ap-
proach provided better results than RNN and CNN on the
same benchmark database.

Moreover, the hybrid approach came out with minimum
FPR and FNR. It provided a higher sensitivity and specificity
rate than the RNN and CNN model to predict depression in
the Arabic language. These research findings will be helpful
to detect depression while speaking or in Arabic speech.
Therefore, doctors, psychiatrists, or psychologists can use
our approaches in healthcare applications to see depression
while speaking. The doctors could also utilize the proposed
approach to identify or separate the depression from neutral
or normal speaking. Using our model researcher will detect
depression while speaking the Arabic language with an
approximately 92% accuracy rate. The proposed model
could be used as a tool in the voice recognition field to detect
depression while speaking the Arabic language. Depressed



persons will refer to psychiatrist for their therapies and their
treatments.

Data Availability

The open-access data set employed for experiments is de-
tailed below Basic Arabic Vocal Emotions Dataset
(BAVED), composed of Arabic words spelt in different levels
of emotions recorded in an audio format https://www.
kaggle.com/al3x10/basic-arabic-vocal-emotions-dataset.
The data were selected from the data source available online.
However, its size was not significant enough. In the future,
we will use a huge data size taken from different races
(depression speeches and nondepression speeches) for the
classification/identification of depression while speaking in
different languages using the proposed method.
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Objective. The main objective is to explore the efficacy of oblique anterior lumbar fusion (OLIF) and transforaminal lumbar fusion
(TLIF) in the treatment of lumbar spondylolisthesis central nerve injury. Methods. The perioperative indexes, pain score (VAS),
Oswestry dysfunction index (ODI), vertebral slip degree, slip angle, intervertebral space height, and quality of life score of the two
groups were compared by meta-analysis. Results. According to the observation indexes, the perioperative indexes of patients in the
OLIF group were better than those in the TLIF group, which showed that the effect of OLIF treatment was better than of TLIF. The
pain score and ODI score of the two groups can be obtained. The one-week postoperative pain degree and ODI of patients in the
OLIF group are lower than those in the TLIF group, indicating that OLIF treatment will reduce the pain of patients to a greater
extent and is more conducive to the recovery of patients. There was no significant difference in vertebral slip, slip angle, and
intervertebral space height between the OLIF group and TLIF group. After treatment, the quality-of-life scores of patients in the
OLIF group were significantly higher than those in the TLIF group. Conclusion. The treatment of lumbar fusion through OLIF has
irreplaceable perioperative advantages of TLIF, such as less bleeding, shorter operation time, less drainage and shorter hospital
stay, less postoperative complications, less surgical wound, indirect decompression, no destruction of lumbar posterior stable
structure, and maximum preservation of tissue structure. It has the advantages of reducing the intraoperative dural sac injury and
nerve root traction injury and shortening the rehabilitation time of patients. It has the prospect of clinical application and can
be popularized.

1. Introduction

Lumbar spondylolisthesis is divided into congenital and
postnatal. Congenital spondylolisthesis is not repeated. Most
acquired lumbar spondylolisthesis is caused by degenerative,
chronic strain, or trauma [1]. More than 60% of the posterior
lumbar spondylolisthesis is caused by degenerative factors.
Therefore, the lumbar spondylolisthesis in this study spe-
cifically refers to degenerative lumbar spondylolisthesis, and
the general degenerative lumbar spondylolisthesis will be
accompanied by lumbar spinal stenosis, which can be re-
covered only through surgical treatment [2].

Lumbar interbody fusion is the main surgical method for
the treatment of degenerative lumbar spondylolisthesis. The

most traditional treatment methods are posterior decom-
pression and interbody fusion (PLIF). However, even if the
treatment restores the patient’s health, it will bring more
serious complications to the patient. Therefore, there is the
emergence of lumbar interbody fusion (TLIF) through the
intervertebral foramen. It is an optimized surgical treatment
based on PLIF. Jun et al. [3] showed that lumbar interbody
fusion via the intervertebral foramen approach is relatively
simple and safe and has the advantages of good spinal
stability [3]. Oblique anterior approach lumbar interbody
fusion (OLIF) was first proposed in 2012. However, it needs
to be studied to determine which kind of lumbar interbody
fusion is better. At present, this kind of disease mainly occurs
in the middle-aged and elderly groups, which will lead to a
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decline in patients’ quality of life and inconvenient move-
ment. When the effect of conservative treatment is not good,
surgery needs to be taken to improve. Hongjun et al. [4]
showed that in the treatment of lumbar spondylolisthesis,
both OLIF and TLIF achieved good therapeutic effects, but
through OLIF, the pain and dysfunction of short-term
postoperative pain will be reduced to a greater extent [4].

Therefore, the purpose of this study is to analyze the
therapeutic effect of OLIF and TLIF on lumbar spondylo-
listhesis through meta-analysis, reduce patients’ pain and
complications, and help patients recover faster and better.

2. Data and Methods

2.1. General Information Introduction. 120 patients with
lumbar spondylolisthesis hospitalized from July 2019 to
January 2020 were selected, including 34 male patients and 86
female patients, with an average age of 55.5 + 6.1 years. There
were 81 cases of L4 slippage and 39 cases of L5 slippage. The
gender, age, course of the disease, and symptoms were not
statistically significant (P >0.05), which is comparable.
Moreover, this study has submitted an application to the
clinical trial ethics committee and obtained its approval. In
this study, all patients were randomly divided into the TLIF
group and OLIF group, with 60 cases. The TLIF group was
treated with lumbar interbody fusion via foraminal approach,
including 16 male patients and 44 female patients. There were
41 patients with L4 spondylolisthesis and 19 patients with L5
spondylolisthesis. Oblique anterior lumbar interbody fusion
was performed in the OLIF group, including 18 male patients
and 42 female patients. There were 40 patients with L4
spondylolisthesis and 20 patients with L5 spondylolisthesis.
Both groups were operated by the same group of doctors (see
Table 1 for detailed general information).

Case inclusion criteria were as follows: @ patients with
clinical characteristics of lumbar spondylolisthesis; @ pa-
tients without absolute surgical contraindication; ® patients
whose follow-up survey at each stage has been completed; @
patients who knew and agreed to the study and signed the
informed consent form.

Case exclusion criteria were as follows: @O patients with
lumbar trauma; @ patients with mental diseases; ® patients
with previous lumbar surgery; @ patients with other surgical
contraindications.

In Table 1, it can be seen that most of the hospitalized
patients are over 40 years old, and the number of female
patients is much more than that of male patients.

2.2. Observation Indicators and Evaluation Criteria.
According to the patient’s medical records, the perioperative
indicators of the patient can be extracted. The pain (VAS)
score is widely used in the clinic. It can also reflect the
advantages and disadvantages of surgery through the
evaluation of this index. Oswestry dysfunction index (ODI)
is a questionnaire used to evaluate the degree of functional
impairment caused by chronic low back pain. Therefore, it
can be used by comparing the perioperative indexes of the
OLIF group and TLIF group; pain score before and after
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TaBLE 1: General information of patients.

General data classification Number of people (%)

Males 34 (28.33)

Gender Females 86 (71.67)
<40 14 (11.67)

Age 40-50 41 (3417)
50 65 (54.16)

L4 81 (67.5)

Symptom L5 39 (32.5)

operation and Oswestry dysfunction index (ODI); vertebral
slip, slip angle, intervertebral space height, and quality of life
score before and after operation. A visual pain simulation
scale (VAS) is used to measure and evaluate the pain degree
of patients before and after operation. The score range is
0-10, 0 without any pain, 10 for severe pain unbearable and
seriously affecting life and sleep. ODI is composed of 10
aspects, including pain intensity, self-care, lifting, walking,
sitting, standing, and interference. In terms of sleep, sexual
life, social life, and tourism, there are 6 options in each
aspect. The highest score of each option is 5 points, the
lowest score of the first option is 0 points, and the highest
score of the last option is 5 points. The scoring method is
calculated according to the percentage of the total score of
the number of questions answered. The higher the score, the
more serious the dysfunction. The evaluation of the quality
of life is based on the world general WHO quality of life-brief
table (WHOQOL-BREF). The brief table includes 6 fields,
with 0-20 points in each field. The higher the score, the
better the quality of life.

2.3. Statistical Methods. The meta-analysis of the extracted
data is carried out by using the Review Manager 52.6
software, which is combined with the SPSS 220 statistical
software for analysis and processing. The measurement data
are expressed in (X +s), the bivariate ¢-test is adopted, and
the percentage rate of counting data is expressed in (%).
When T<10.000, P<0.05 and the difference in statistical
data is statistically significant, which can be compared by
statistical methods. When T<10.000, P<0.01 and the
statistical data are considered to be statistically significant.

3. Results

3.1. Comparison of Perioperative Indexes between the OLIF
Group and TLIF Group. Perioperative indicators include
surgical bleeding volume, operation time, postoperative
drainage volume, and hospital stay. According to the sta-
tistical analysis of perioperative indicators of the two groups,
all perioperative indicators of the OLIF group are signifi-
cantly better than those of the TLIF group. The detailed data
are shown in Table 2.

Table 2 shows that the perioperative index data of
surgical bleeding volume, postoperative drainage volume,
operation and hospitalization time show that there is sta-
tistical significance in the OLIF group and TLIF group
(P <0.05), and it can be seen from the data that the surgical
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TaBLE 2: The amount of surgical bleeding, postoperative drainage, operation, and hospital stay were compared between the two groups

(x+5s).

Group N Surgical bleeding (ml) Operation time (min) Postoperative drainage (ml) Length of stay (d)
OLIF group 60 176.4+32.5 119.2+8.7 162.7 +56.7 5240.6
TLIF group 60 221.8+29.6 57.648.9 248.6 +83.1 9.740.5

t value — 1.791 1.356 1.075 2.046

p value — <0.05 <0.05 <0.05 <0.05

bleeding volume and drainage volume of patients in the
OLIF group are significantly less than those in the TLIF
group, and the operation and hospitalization time are also
significantly shorter than those in the TLIF group, indicating
that the early curative effect of OLIF treatment is better.

Figure 1 shows that the treatment methods of the OLIF
group are more conducive to the postoperative recovery of
patients than those of the TLIF group.

3.2. Comparison of VAS Score and Oswestry Dysfunction Index
between the OLIF Group and TLIF Group before and after
Operation. Through the statistical analysis of VAS score data
and ODI data of patients in the OLIF group and TLIF group
before operation, after operation, and 7d and 90d after
operation, it can be concluded that the VAS score and ODI of
patients in the two groups are significantly better than those
after operation, while the one-week postoperative pain course
and ODI of patients in the OLIF group are lower than those in
the TLIF group. It shows that OLIF treatment will reduce the
pain of patients to a greater extent and is more conducive to
the recovery of patients (see Table 3 for detailed data).

In Table 3, there was no significant difference in VAS
score and ODI score between the two groups before operation
(P>0.05), but there was a significant difference in scores after
7 days of operation (P < 0.05), and the scores of patients in the
OLIF group were significantly lower than those in the TLIF
group, which showed that patients in the OLIF group re-
covered better after operation. However, there was no sig-
nificant difference in scores after 90 days of operation.

Table 3 and Figure 2 show that the patients in the OLIF
group have lower scores on postoperative pain and dys-
function than those in the TLIF group, which also shows that
the treatment method of OLIF is better.

3.3. Comparison of Vertebral Slip, Slip Angle, and Interver-
tebral Space Height between the OLIF Group and TLIF Group
before and after Operation. Through the statistical analysis of
the vertebral slip degree, slip angle, and intervertebral space
height of the two groups of patients with different surgical
treatment before and 90days after operation, it can be
concluded that the slip degree and slip angle of patients in
the OLIF group and TLIF group are significantly lower than
those before operation, while the intervertebral space height
is significantly higher. It was statistically significant
(P <0.05), but the comparison of various index data before
and after operation between the two groups was not sta-
tistically significant (P >0.05) (see Table 4 for details).

In Table 4, there was no significant difference between
the two groups in vertebral slip, slip angle, and intervertebral

space height before and after operation, which was not
statistically significant (P> 0.05), but there were significant
differences in various indexes between the same group
before and after operation, which showed that surgical
treatment was positive for the course of the disease, but
different surgical methods had no significant difference for
the treatment effect.

In Table 4 and Figure 3, the parameters of vertebral body
slip, slip angle, and intervertebral space height before and
after operation in the same group were significantly com-
pared, which showed that the surgical treatment had a
significant effect on the patient’s condition (P <0.05 com-
pared with that before operation).

3.4. Comparison of Quality-of-Life (WHOQOL-BREF) Scores
before and after Operation between the OLIF Group and TLIF
Group. Through the statistical data of WHOQOL-BREF
scores of patients in the OLIF group and TLIF group before
and after operation, it can be seen that the WHOQOL-BREF
scores of the OLIF group and TLIF group after operation in
each field are higher than those before operation, but there is
no statistical significance between WHOQOL-BREF scores
in each field. Compared with the two groups, the WHO-
QOL-BREF scores of the two groups before the operation
were not statistically significant, while after the operation,
the WHOQOL-BREEF scores of patients in the OLIF group
were significantly higher than those in the TLIF group,
indicating that the OLIF operation method was more
beneficial to the improvement of patients’ postoperative
quality of life (see Table 5 for details).

In Table 5, it can be seen that the evaluation of the quality
of life in various fields after operation is significantly higher
than that before operation, but there is no significant dif-
ference in the evaluation of the quality of life after operation
between different fields (P > 0.05).

The meaning expressed in Figure 4 is the same as that in
Table 5. The changes in quality-of-life evaluation in various
fields before and after operation were similar, indicating that
the quality of life after postevaluation operation was sig-
nificantly higher than that before operation.

4. Discussion

The degenerative lumbar spondylolisthesis in this study
mainly occurs in the instability of lumbar intervertebral
space caused by natural degeneration and hyperplasia of the
lumbar intervertebral disc, the disorder of facet joints and
relaxation of surrounding ligaments, and the surface slip of
upper lumbar cone and lower lumbar cone. The
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FI1GURE 1: Comparison of perioperative indexes between the two groups.

TaBLE 3: VAS score and ODI data analysis of patients in the OLIF group and TLIF group (X +s).

VAS (branch) ODI (%)
90 days
Groups n 1 day before 7 days after 90 days after Before 7 days after after
operation operation operation operation operation operation
OLIF
60 73+1.6 3.8+04 1.2+0.2 46.3+£3.6 17.5+2.1 131+14
group
TLIF group 60 72+18 4.7+0.3 1.9+£0.4 44.8+£4.7 30.4+5.2 15.6+£1.6
t value — 8.624 7.301 1.254 7.235 1.062 8.621
p value — 0.57 0.008 0.004 0.006 0.005 0.65

90
80
70
60
50
40
30
20
0 A7 1.9
o
1 day before 7 days after 90 da)lr'szafter 1 day before 7 days after 90 days after
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VAS (Branch) ODI (%)
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FIGURE 2: VAS score and ODI data analysis chart of patients in the OLIF group and TLIF group.

spondylolisthesis of lumbar spondylolisthesis is common in  effective method for the treatment of lumbar spondylolis-
L4, L5, and sacral 1 segments, accompanied by secondary thesis is lumbar interbody fusion, but the method of surgical
lumbar spinal stenosis. At present, the most important and  treatment cannot avoid excessive interference to the nerve
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TaBLE 4: Comparison of vertebral slip, slip angle, and intervertebral space height between the OLIF group and TLIF group before and after
operation (X +s).

Slip degree (mm) Slip angle (%) Disc height (mm)

Group N 1 day before 90 days after 1 day before 90 days after 1 day before 92;::378
operation operation operation operation operation operation
OLIF
60 17.4+8.4 79+£53 231+7.6 10.3+2.8 72+34 16.1+£2.4
group
TLIF
60 17.6+9.1 8.4+5.6 234+81 11.8+3.1 71£3.0 15522
group
t value — 8.324 7.568 8.461 7.914 8.649 6.564
p value — 0.75 0.64 0.87 0.78 0.89 0.67
50
45
40
35
30
25
20
15
10
5
0
1 day before 90 dayafter 1 day before 90 day after 1 day before 90 day after
operation operation operation operation operation operation
Slip degree (mm) Slip angle (°) Disc height (mm)

W OLIF group
W TLIF group

FIGURE 3: Comparison of vertebral slip, slip angle, and intervertebral space height between the two groups before and after operation.

TaBLE 5: Comparison of quality-of-life (WHOQOL-BREF) scores between the two groups before and after operation (x * ).

G Physiology Psychology
roups
2 Before operation  After operation  tvalue p value Before operation  After operation  tvalue p value

OLIF group 9.75+£0.8 1574+ 1.4 0.782 <0.05 4.863£0.5 15.953 .09 0.583 <0.05
TLIF group 9.58+0.9 12.03+£0.7 1.075 <0.05 4.906 £0.5 11.642 +0.7 0.862 <0.05
t value 11.874 8.592 — — 11.374 8.042 — —
p value >0.05 >0.05 — — >0.05 >0.05 — —
Grou Sociology Environment

P Before operation ~ After operation  tvalue p value  Before operation  After operation  fvalue p value
OLIF group 5.92+.07 16.05+1.1 0.753 <0.05 4.653+0.9 15.691£1.0 0.795 <0.05
TLIF group 539+0.6 12.21+£0.9 0.799 <0.05 4.836£0.6 11.075+ 1.1 0.804 <0.05
t value 11.742 7.989 — — 13.659 9.004 — —
p value >0.05 >0.05 — — >0.05 >0.05 — —
Grou Independent Religious belief

b Before operation  After operation ¢ value p value Before operation  After operation tvalue p value
OLIF group 7.05+1.8 16.63 £ 0.4 1.491 <0.05 8.04+0.8 15.97+£0.9 1.056 <0.05
TLIF group 7.48+1.6 12.09+0.6 1.832 <0.05 8.01+0.7 11.58 £0.7 1.472 <0.05
t value 11.905 8.504 — — 13.975 8.084 — —
p value >0.05 >0.05 — — >0.05 >0.05 — —
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F1GURE 4: Comparison of quality of life between the two groups before and after operation.

root and damage to the structure of the posterior column of
the spine, and even postoperative complications of lumbar
surgery. At present, the most commonly used surgical
methods are OLIF, TLIF, PLIF, and ALIF. This study mainly
compares and determines the effects of OLIF and TLIF
through meta-analysis.

Wu et al. [5] showed that posterior interbody fusion
(PLIF) and posterolateral fusion (PLF) are internal fixation
combined with bone graft for spinal fusion, which can obtain
satisfactory spinal stability. However, compared with PLF,
PLIF can effectively improve the degree of vertebral spon-
dylolisthesis and does not increase the incidence of postop-
erative complications on the premise of ensuring the surgical
effect. Therefore, it is recommended to use PLIF in the clinical
treatment of lumbar spondylolisthesis [5]. Li and Wang [6]
showed that although OLIF and PLIF have the same thera-
peutic effect in the treatment of degenerative lumbar spon-
dylolisthesis, OLIF can more effectively shorten the operation
time and reduce the amount of intraoperative bleeding than
PLIF and has less soft tissue injury and less complications
such as nerve injury [6]. The research of Liao et al. [7] also
shows that the use of posterior interbody fusion significantly
improves the clinical efficiency and bone fusion rate, reduces
the incidence of complications and the probability of reop-
eration, and is more conducive to the treatment of lumbar
spondylolisthesis. However, when selecting the surgical
method, the age of the patient and the tolerance of the op-
eration should be more considered [7]. The treatment
methods used in this study are OLIF and TLIF. OLIF is a
minimally invasive fusion technique to expose the lumbar
spine through the space between the psoas major muscle and
abdominal great vessels. Compared with TLIF, OLIF avoids
the interference with the spinal canal, dural sac, or nerve root.

It can be seen from the clinical experimental data of this
study that in the comparison of perioperative bleeding,

operation time, postoperative drainage, and length of stay
between the two groups, it can be concluded that the
perioperative indexes of patients in the OLIF group are
better than those in the TLIF group, the curative effect of
lumbar spondylolisthesis was studied and analyzed in the
study of Xing et al. [8]. Which shows that the effect of OLIF
treatment is better than the TLIF group. The pain score and
ODI score of the two groups can be obtained. The one-week
postoperative pain degree and ODI of patients in the OLIF
group are lower than those in the TLIF group, indicating that
OLIF treatment will reduce the pain of patients to a greater
extent and is more conducive to the recovery of patients.
There was no significant difference in vertebral slip, slip
angle, and intervertebral space height between the OLIF
group and the TLIF group. Wang et al. (2021) showed that
the short-term treatment was compared with the two fusion
[9]. Compared with the two groups, the quality-of-life scores
of the two groups before treatment were not statistically
significant, while after treatment, the quality-of-life scores of
patients in the OLIF group were significantly higher than
those in the TLIF group, which also shows that the surgical
treatment of OLIF can better improve the postoperative
recovery and quality of life of patients.

5. Conclusion

In this study, the patients participating in the clinical ex-
periment were divided into the OLIF group and TLIF group
by meta-analysis. Through the statistical analysis of various
observation indexes of the two groups, it is concluded that
the treatment method of lumbar fusion through OLIF has
the advantages of perioperative surgery that cannot be
replaced by TLIF, such as less surgical bleeding, shorter
operation and hospital stay, and less drainage. Moreover, the
treatment method of lumbar fusion of OLIF has the
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Speech is one of the major communication tools to share information among people. This exchange method has a complicated
construction consisting of not the best imparting of voice but additionally consisting of the transmission of many-speaker unique
information. The most important aim of this research is to extract individual features through the speech-dependent health
monitoring and management system; through this system, the speech data can be collected from a remote location and can be
accessed. The experimental analysis shows that the proposed model has a good efficiency. Consequently, in the last 5 years, many
researchers from this domain come in front to explore various aspects of speech which includes speech analysis using mechanical
signs, human system interaction, speaker, and speech identification. Speech is a biometric that combines physiological and
behavioural characteristics. Especially beneficial for remote attack transactions over telecommunication networks, the medical
information of each person is quite a challenge, e.g., like COVID-19 where the medical team has to identify each person in a
particular region that how many people got affected by some disease and took a quick measure to get protected from such diseases
and what are the safety measure required. Presently, this task is the most challenging one for researchers. Therefore, speech-based
mechanisms might be useful for tracking his/her voice quality or throat getting affected. By collecting the database of people
matched and comparing with his/her original database, it can be identified in such scenarios. This provides the better management
system without touching and maintains a safe distance data that can be gathered and processed for further medical treatment.
Many research studies have been done but speech-dependent approach is quite less and it requires more work to provide such a
smart system in society, and it may be possible to reduce the chances to come into contact with viral effected people in the future
and protect society for the same.

1. Introduction

1.1. Background and Principle of Speaker Recognition. In this
respect, speech supplies naturally and handily the shape of
an entry that conveys a remarkable amount of speaker
supporting information, and it is cheap to analyze and
collect.

Voice is an occurrence that extremely relies on the
speaker who generates it. Various physical outlooks of
speech such as tone, timber, or intensity vary plenty from a
speaker to another. The similar happens with supplementary

linguistic aspects such as the individual intonation and
expressions a speaker normally uses or a range of vocabulary
[1, 2]. All these belongings make voice a very strong bio-
metric essential to be implemented in security structure
since the physical attribute of speech is easy to calculate and
compare in comparison with other biometric essentials and
other medical issue analysis. The speed-dependent tech-
nology leads to better control without touching and
maintaining a safe distance for information gathering for
subsequent medical treatment in the healthcare system. It
also protects society by decreasing the possibility of coming
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into touch with a virally affected individual in the future. In
inclusion, the speech wave is quite well known and has been
greatly studied for many years, so many powerful algorithms
can be found to deal with this kind of signal [3].

Textual content-dependent project entails a form of
predicated or triggered passwords as a way to achieve the
required textual content. It could be used for packages
consisting of voice method signature or password confir-
mation. In aforesaid programs, there is a need to alternate
the key or password; often it is smart to make completed
without difficulty through converting the predicated text. In
text-based speaker verification, at some point of the
enrolment segment, a limited number of utterances of
constant textual content are amassed [4]. The proposed
model is more secure than the previously implemented
models. This management approach, which uses speech
samples, reduces the number of persons in contact, breaks
the mass into pieces, and provides a better option for dealing
with such a situation. Consequently, approaches primarily
based on template matching are used for sample contrast
rather than procedures primarily established on facts having
feigned neural grids, which requires a massive quantity of
learned records. Studies in the processing of speech and
verbal exchange, as the maximum element, influenced by
means of humans, wish to construct mechanicals prototypes
to imitate human lexical conveying [5-7]. Speech processing
research interest in these days is performed properly beyond
the conception of copying human spoken equipment.
Biomedical gains attention in different applications such as
real voice analysis, operation work functioning, and viral
infected throat identification [8, 9].

Addresser popularity is a system of unconsciously
spotting who is expressing through the use of speaker unique
statistics blanketed in speech gestures to confirm the rec-
ognition being stated via human being retrieving systems;
that is, it permits to get admission to manage of diverse
offerings by way of voice. Speaker identification is matched
up to the anatomical and behavioural properties of the
speaking manufacturing machine of a separate speaker.
These properties deduce from each insubstantial pouch
(vocal span properties) and prosodic capabilities (input
supply traits) of articulation. The bulk usually worn quick-
time period ghastly estimations cestrum measures and their
throwback measures. Therefore, for the throwback mea-
sures, usually the primary and 2nd-order measures, this is
subordinate to the pulse functions of cestrum measures,
which are retrieved at each body cycle, to symbolize the
ghastly energetic. Those throwback measures are also known
as delta-cestrum and delta2cepstralmeasures [10].

The present article has been planned into various sec-
tions. Section 1 deals with introducing the concept and
principle of speaker recognition. Section 1.1 puts light on the
discussion of related research work. Section 2 illustrates the
automatic addresser identification. Section 3 describes the
recognition, spotting, and validation. Section 4 describes the
preparation of database. The proposed model and results are
described in Section 5, and finally Section 6 portrays the
conclusion and possible future works based on the proposed
framework.

Computational Intelligence and Neuroscience

1.2. Literature Review. Speaker verification stands on the
belief that there is always some quality in every person’s
speech and that it can be used to verify his/her identity. The
quality features in speakers’ voices are used both to train a
user model and to make up a reference identity for the
claimed cause to be used for verification against the user’s
model. Feature extraction by Schmid and Gisht, 1994,
suggested that the first stage of taking out information from
a speech signal is known as feature extraction [10]. Both have
also discussed that speech information is essential for dif-
ferent speech processing tasks such as speaker verification is
taken as a short spectrum; as per the same author, spectral
information is captured during a period of about 20 ms [11].

On the other side, Furui, 1997, discussed that an effective
method to differentiate between users in a system is funda-
mental frequencies and different measurements of signals
similar to long-term spectrum and short-term spectrum and
in all powers. Gold and Morgan, 2000, discussed that text-
independent and text-dependent focus on a client’s input
(voice) is naturally relied on process for verification [12]. For
speech recognition, the correct action of speaking in terms of
features is contingent on the classification technique being
used. Anyhow, in some system types, Morgan and Gold, 2000,
whether the verification is text-dependent, text-independent
of some different group, the estimated claimant of a user
model always needs the score calculation that informs the
system about the distinguishable/indistinguishable vocal
sounds, or statements of the claimant are matched to the
model [13]. Clearly, a comparison is performed between the
feature extracted and the features that the speaker model for
the claimant is standing on the comparison of their spectra or
both can be evaluated using statistical measures, on the basis
of certainty/uncertainty between the model and the claimant’s
voice [14]. Morgan and Gold, 2000, also investigated that
acoustic aspect degree is not frequently used as the statistical
degree. Doddington, 1998, Furui, 1997, and Schmidt and
Gish, 1994, discussed the environmental effect on the speech
signal coming from different sources, for example, acoustic
noise Doddington, 1998, and different transmission and re-
cording environments for speech Doddington 1998, Furui,
1999 and environmental sound or other interfering voices
Schmidt and Gish, 1994 [15].

A text-dependent system has no advance knowledge;
whatever it may be, the claimed will throw during the session
(Den Os and Boves & Doddington, 1998); therefore, it will
accept or reject his/her request on the characteristics of his/
her voice. This is because of reality that the system does not
use vocabulary understanding, and achievements become
poor compared with the text-dependent system [16].

Blombug in 2002 has underlined the major structure
classes from the number of text-reliant to the number of
text-self-reliant.

(1) Text-reliant has a prearranged (fixed) key
(2) Text-reliant defined key for every user
(3) One’s voice dependent

(4) Action dependent, i.e., certain phonemes

(5) System chooses the text (text-independent)
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Fletcher, 1938, located the idea of a critical band that the
edge of listening to change into detected for a sinusoid wave
as a purpose of transmission capability of a band-allowed
noise and counselled that the human auditory machine
behave. Although it consisted of a group of round-skip filters
having overlie skip band which introduces the period es-
sential bandwidth [17].

1.3.  Humans Associated with Speaker Recognition.
Human beings can reliably discover acquainted voices and
approximately two to three seconds are sufficient to perceive
a voice despite the fact that altogether showing decrease in
unusual inputs (voice). Surprisingly, if length of the state-
ment becomes expanded, however, performed in reverse
(which disturbs the schedule and utterance prompts), the
precision reduces extensively. Extensively various overall
performances in the historical past challenge recommended,
that prompts to input voice popularity range from voice to
voice, and that voice styles might also include a fixed set of
auditory prompts from where audiences pick out a subgroup
to apply in figuring out separate inputs (voices) [18]. Rep-
utation frequently drops drastically while addressers strive to
discriminate their inputs (voices). This pondered in appli-
ances, in which precision is reduced while imitating behaves
as hoaxers. Speaker reputation is a single location for syn-
thetic observation where gadget overall execution can excel
human overall execution, with the usage of quick take a look
at observations and N-quantity o