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Recommender systems are chiefy renowned for their applicability in e-commerce sites and social media. For system optimization,
this work introduces a method of behaviour pattern mining to analyze the person’s mental stability. With the utilization of the
sequential pattern mining algorithm, efcient extraction of frequent patterns from the database is achieved. A candidate sub-
sequence generation-and-test method is adopted in conventional sequential mining algorithms like the Generalized Sequential
Pattern Algorithm (GSP). However, since this approach will yield a huge candidate set, it is not ideal when a large amount of data
is involved from the social media analysis. Since the data is composed of numerous features, all of whichmay not have any relation
with one another, the utilization of feature selection helps remove unrelated features from the data with minimal information loss.
In this work, Frequent Pattern (FP) mining operations will employ the Systolic tree. Te systolic tree-based reconfgurable
architecture will ofer various benefts such as high throughput as well as cost-efective performance. Te database’s frequently
occurring item sets can be found by using the FP mining algorithms. Numerous research areas related to machine learning and
data mining are fascinated by feature selection since it will enable the classifers to be swift, more accurate, and cost-efective. Over
the last ten years or so, there have been signifcant technological advancements in heuristic techniques. Tese techniques are
benefcial because they improve the search procedure’s efciency, albeit at the potential sacrifce of completeness claims. A new
recommender system for mental illness detection was based on features selected using River Formation Dynamics (RFD), Particle
SwarmOptimization (PSO), and hybrid RFD-PSO algorithm is proposed in this paper.Te experiments use the depressive patient
datasets for evaluation, and the results demonstrate the improved performance of the proposed technique.

1. Introduction

Because of the deluge of information available on the
Internet, people have turned to a variety of strategies to
help them make a variety of choices, including who to go
out with, which phone to purchase, and where to spend
their vacation. User-centric recommender systems pro-
vide excellent suggestions to users while engaging with
massive amounts of information. Using social media,

these systems may provide suggestions on everything
from music to books to news to depressed patients to Web
sites to even more complicated recommendations in social
media for fnancial services, electrical gadgets, and so on.
Te majority of recommendation algorithms are based on
a variety of fltering approaches, including Collaborative
Filtering (CF) and Content-Based Filtering (CBF) (CBF).
Many studies have been carried out in the area of rec-
ommender systems over the last 10 years in order to
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develop unique algorithms that would improve the ac-
curacy of suggestion [1].

Te following points will defne the essential operational
as well as technological objectives of a recommender system
in detail: One of the most important characteristics of a
recommendation system is its efort to discover the most
relevant items for each query. While this is the fundamental
purpose of a recommender system, it also has a number of
secondary objectives. 2. Newness: Human beings are always
on the lookout for novel experiences. As a result, the
Recommender system will not be successful if it just rec-
ommends products that are outdated yet still popular among
the users. 3. Surprising yourself: Tis objective is all about
being startled. To distinguish between serendipity and
novelty, we may use the following example to illustrate our
point: Consider the following scenario: you are using a
depressed patient recommender system. If the system has
suggested a new depressed patient from your chosen genre,
it has met the aim of providing a fresh experience. However,
if the algorithm has suggested a popular depressed patient,
even if it is from a diferent genre than the one you pre-
viously liked viewing, it has achieved the serendipity ob-
jective. 4. Diverse suggestions: Recommender systems will
often provide the user with a selection of things to choose
from. As a result, ensuring that the objects are as diverse
since possible is an important aim, as it increases the
likelihood that a user will choose at least one of them [2].

Te classifcation of recommender systems will often
comprise the following categories: CF, CBF, Demographic-
based, and Hybrid recommender systems. CF is founded on
the assumption that persons who have provided permission
would continue to do so in the future. Similar users are
recognised based on previous information of the user’s
activity, and things will be recommended based on the
behaviour of similar users, as well as the behaviour of the
user. Te specs of things are taken into consideration by the
CBF Recommender systems, and the suggested items are
quite comparable to the items that the user previously liked.
When it comes to social media, the difculty with content-
based fltering is that it cannot provide good suggestions if
the material does not have sufcient information to dif-
ferentiate between the things. When searching for compa-
rable users to provide their suggestions in social media,
demographic-based recommender systems will take use of
the demographic data of the users (for example, age, gender,
and occupation) to make their recommendations. Via order
to make suggestions in social media, Hybrid Recommender
Systems will integrate two ormore of the strategies described
above. In terms of result potential, the CF approaches are the
most promising of all of the system types discussed above. In
spite of this, these methodologies have a number of
shortcomings including sparsity, a slow start, a lack of
tailored suggestions in social media, and the inability to
generate context-aware recommendations in social media
[3].

It is the process of obtaining meaningful patterns or
information from large datasets that is referred to as “data
mining.” Te mining of useful as well as practicable patterns
from large databases is critical for a variety of data mining

activities, such as pattern mining of the frequently occurring
itemset in large transactional databases. Due to the amount
of time necessary for completing numerous database scans
and providing additional candidate itemsets for the larger
dataset, it has signifcant drawbacks, particularly with large
datasets. In order to tackle these challenges, a new growth
algorithm known as FP growth must be developed. By
constructing the prefx-tree without taking into account the
outcomes, this approach will reduce the number of steps
required to complete the task. Although it has some ad-
vantages, it has two signifcant drawbacks: it will consider all
of the items as being comparable, and it will display every
item in the transaction database in binary (0/1) form, which
means that it will be either current or defcient [4].

Data mining uses feature selection procedures to au-
tomatically identify the features in a dataset that are relevant
for the specifed prediction model while minimising the risk
of overftting. Te viability of the feature selection process is
due to its capacity to remove redundant or unnecessary
qualities that either make no contribution to the predictive
model’s accuracy or end up reducing the accuracy of the
predictive model, respectively. Te following three points
will serve as the goals for the feature selection process: (1) to
improve the predictors’ ability to forecast, (2) to provide
predictors that are both quicker and more cost-efective, and
(3) to provide a better knowledge of the data creation
technique [5].

A smart strategy for feature selection will remove
characteristics that are of little or no use in terms of adding
information to the database. Tree general metrics are used
in the feature selection process. Filters are the frst form of
measure, and they will apply a statistical measure to each
characteristic in order to award a score to it. Te feature
selection approach will be used as a preprocessing step for
these metrics, and it will be independent of the learning
process [6]. When using wrappers as a second form of
measure, the task will be modelled as a search problem, and
the learning system will be used as a black box for scoring the
feature subsets. Te third sort of measure is embedded
techniques, which will be used to carry out the selection
process while the training procedure is being carried out.
When it comes to recommender systems, the kind of feature
selection is determined by the aim of making the suggestion.

Te optimization of the feature selection is accomplished
via the use of metaheuristic approaches since the feature
selection is an NP-hard issue. Swarm intelligence techniques
[7] are built on a collection of basic entities that will interact
with one another depending on the knowledge available to
them in their immediate environment. Te goal of these
interactions is to work together to fnd a suitable solution to
a specifc issue that has been identifed. Diferent swarm
intelligence metaheuristics [8] for discrete combinatorial
optimization issues (such as RFD or Ant Colony Optimi-
zation (ACO)) as well as problems of continuous domain
optimization (such as PSO, Artifcial Bee Colony (ABC))
have been proposed in diferent research articles.

In a nutshell, the RFD is a water-basedmetaheuristic that
will reproduce the geological processes that would result in
the formation of the river. Te RFD is particularly well-
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suited for NP-hard issues involving the construction of a
specifc tree type since the two aforementioned inclinations
may be readily bent towards either of the two directions via
the use of parameterization. It is possible to handle a wide
range of conventional NP-hard optimization issues using
RFD applications. Furthermore, the RFD has been used to
solve industrial challenges such as network routing, opti-
mization in electrical power systems, and VLSI design, to
name a few. It is somewhat noteworthy that the RFD is
believed to be a derivative-oriented form of the ACO, at least
in broad terms. In the ACO, entities (ants) have a tendency
to gravitate toward nodes with specifc higher values than
others (for example, the pheromone trail). As a result of this,
the RFD shows that the drops tend to move towards nodes
where there is a greater diference between the values (al-
titudes) at the origin and destination nodes than at other
nodes (steeper slopes will have a bigger fow).

Firstly, it has been found that the informal nature of
tweets is crucial for the classifcation of feelings. Based on the
tweets, the mental illness of the person has been classifed.
Terefore, to categorise Indian language tweets is proposed a
combination of grammar rules based on adjectives and
negations. Tis type of categorization is unique and has a
good way of explanation.

Tis work proposes a hybrid RFD-PSO algorithm for
recommender system-based pattern mining was proposed.
Te rest of the paper presents the related works in literature,
diferent techniques used in the work, experimental results,
and conclusion.

2. Related Works

Cai et al. [9] proposed a rating-based many-objective hybrid
recommendation method that could concurrently optimize
the recommendation’s coverage, novelty, diversity, recall, and
accuracy. In addition, there were proposals of a novel strategy
for generation-based ftness evaluation as well as a strategy for
partition-based knowledge mining. Tese strategies would
boost the Many-Objective Evolutionary Algorithms
(MaOEAs) for performance improvement of the model’s
generated recommendations in social media. Eventually,
upon comparison with the existing conventional MaOEAs,
the experimental outcomes were able to demonstrate that the
proposed algorithm could ofer recommendations in social
media having novel as well as more number of items in terms
of the users’ accuracy and diversity.

Alhijawi and Kilani [10] had presented a Genetic Al-
gorithm (GA)-based recommender system (BLIGA), which
was dependent on the historical rating and semantic in-
formation. Rather than assessing the items before the for-
mation of the recommendation list, this research’s key
contribution involved the assessment of the potential rec-
ommendation lists. In the BLIGA, there was the utilization
of the GA for identifying themost relevant items for the user.
Hence, every individual was a representation of the can-
didate recommendation list. Te BLIGA has employed three
distinct ftness functions to hierarchically assess the indi-
viduals. A comparison of the recommendation results was
done between the BLIGA and other CF methods. It was

evident from the results that the BLIGA was much superior
and was able to accomplish highly accurate predictions
regardless of the number of K-neighbors.

Alhijawi et al. [11] presented three distinct novels GA-
based Recommender systems: GARS+, GARS++, and
HGARS to address the issue of ofering users item recom-
mendations in social media. As a combination of GARS+
and GARS++, HGARS was the genetic-based recommender
system’s enhanced version which had worked without being
a hybrid model. Te proposed recommender system
employed GA in its search for the optimal similarity
function, which in turn, was dependent on a linear com-
bination of values as well as weights. Using experimenta-
tions, the authors were able to confrm that HGARS was able
to accomplish improvements of 16.1% inaccuracy, 17.2% in
the recommendation quality, and 40% in performance.

Rakshana Sri et al. [12] had devised a system that exe-
cuted user cluster-based CF for venue recommendations in
social media; wherein there was utilization of a bio-inspired
Grey Wolf Optimization (GWO) algorithm for the cluster
formation. With the clustering’s utilization, there was the
removal of the CF’s shortcomings inaccuracy, sparsity as
well as scalability. Moreover, the authors used the cosine
similarity and the Pearson Correlation Coefcient (PCC) for
identifying similar users. Performance evaluation was car-
ried out using Trip Advisor and Yelp datasets to determine
metrics such as accuracy, precision, recall as well as
f-measure. Te outcomes of the experimentation, as well as
the evaluation, were able to show the efciency of newly
generated recommendations in social media and also had
displayed user satisfaction.

Tohidi and Dadkhah [13] had introduced an approach
for increasing the accuracy and boosting the performance of
a CF Recommender system. Tis work had put forward a
hybrid approach to boost the video CF Recommender
system’s performance based on the clustering and the
evolutionary algorithm. Te proposed approach was a
combination of the k-means clustering algorithm with two
metaheuristics: the Accelerated PSO (APSO), and the Forest
Optimization Algorithm (FOA). Tis work’s key objective
involved increasing the user-based CF video Recommender
system’s recommendation accuracy. Evaluation, as well as
computational outcomes on the Depressive patient dataset,
had shown the proposed approach’s superior performance
over the other related methods.

El-Ashmawi et al. [14] had devised a novel algorithm for
the detection of a feasible cluster set of similar users to boost
the procedure of recommendation. Utilization of the genetic
uniform crossover operator in the conventional Crow
Search Algorithm (CSA) was able to increase the search’s
diversity as well as to aid the algorithm in avoiding capture
in the local minima.Tere was the presentation of the top-N
recommendations in social media based on the feasible
cluster’s members. Te Jester dataset was used for the
evaluation of the proposed algorithm’s performance. It was
indicated from the results that the proposed algorithm was
able to attain superior results with regards to the mean
absolute error, the root means square errors as well as the
objective function’s minimization.
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Wang et al. [15] had examined a novel bacterial colony-
based feature selection algorithm with an attribute learning
strategy [16] for obtaining personalized product recom-
mendations in social media. In specifc terms, the features
were weighted following their historic contributions to the
individual-based as well as the group-based subsets. Fur-
thermore, the feature candidates’ occurrence frequency was
recorded for improvement of the feature distribution’s di-
versity and avoidance of overftting. With regards to the
weight-based feature indexes as well as the occurrence
frequency records, performance enhancement of these
feature subsets was achieved through the replacement of
features that has repeatedly appeared within the same vector.
Te optimization’s objective involved minimization of the
classifcation error using the acceptable number of features.
Tere was the utilization of the KNN as a learning method
for cooperation with the proposed feature selection algo-
rithm. Upon comparison with seven diferent feature se-
lection methods, the proposed algorithm’s superior
performance was evident from its accomplishment of a
higher rate of classifcation accuracy with the utilization of a
smaller number of features. Table 1 has represented the
comparison of the existing methodology with diferent
methods.

3. Methodology

In the proposed hybrid recommender system for mental
illness detection in social media, the features are extracted
from the transactions, feature selection is applied, and a
systolic tree is used for frequent pattern mining. Various
dataset has been included and experiment is carried out
using Depressive patient-Lens dataset that is used for
evaluating the techniques. Tis section discusses the systolic
tree, TF-IDF feature extraction method, RFD, PSO, and
hybrid RFD-PSO-based feature selection methods.

In order to test both classifers, the model includes a
variety of processes, including the SVM classifer and the
Nave Bayes classifer. It comprises of two datasets and seven
primary operators, which are described below. In the frst
dataset, which is called the training dataset, there are 2073
sad posts and 2073 non-depressed posts that have been
manually trained. In addition, it is divided into three col-
umns: the frst is a binominal sentiment (Depressed or Not-
Depressed), the second is a depression category (in the event
of depressed sentiment, one of the nine categories), and the
third is the trained post (if applicable). Te second dataset
consists of the patient SNS posts, and it is diferent for each
person in order to evaluate the model’s prediction.

In the Select Characteristics operator, the user may
specify whether or not certain attributes from the training
dataset should be retained and which attributes should be
eliminated from the training dataset. Te second and third
operators are the Nominal to Text operators, which trans-
form the type of chosen nominal attributes to text and also
map all values of the attributes to their corresponding string
values. Tis operator is used in both the training dataset and
the test dataset. Te fourth and ffth processes are Process
Documents, and they are used in both the training dataset

and the test set to create word vectors from string charac-
teristics. Tey are composed of four operators and are
utilized in both the training dataset and the test set.

Process Document operator has four operators:
Tokenize, Filter Stop-words, Transform Cases, and Stem.
Tokenize is the frst of these operators. With the Tokenize
operators, youmay break down the text of a document into a
series of tokens. A text is fltered for English stopwords using
the Stop-words flter, which removes every token in the
document that matches a stopword from the built-in stop-
word list in the RapidMiner.

Te Transform Cases operation converts all of the
characters in a document to lower-case lettering. Te Porter
stemming method is used by the Stem operator to stem
English words, with the goal of reducing the length of the
words until a minimal length is attained by the operator.Te
sixth operator is the Validation operator, which applies to
the training dataset, which is divided into two sections:
training and testing. Te Validation operator has two parts:
training and testing.Te classifer operator is included in the
training part, and we change the classifer model from SVM
(Linear) to Nave Bayes Classifer (Kernel) for each patient we
test in the training phase. Te testing stage comprises of two
operators: the Apply Model operator, which applies the
trained model to the supervised dataset, and the Perfor-
mance operator, which is used to evaluate the model’s
performance. In the seventh and fnal operator, we have the
Apply model. Tis operator connects the test dataset with
the training dataset in order to provide us with the fnal
prediction result utilising one of the classifers in the
patients.

Te accuracy of the classifcation is dependent on the
training set that was used to train the classifer and to execute
it. Rather than selecting simply apparent instances of a class,
it is critical to choose sample training nodes that refect edge
cases that belong in or out of a class. As a result, it is a best
practice to include as many diferent types of samples as
feasible in the training set. Tis has been accomplished via
the collection, organisation, and manual training of a su-
pervised dataset. Te postings for the dataset were gathered
from three social media platforms: Facebook, LiveJournal,
and Twitter. Te dataset was manually trained to identify
two types of sentiment: depressed and not depressed. In the
case of depressed sentiment, we classifed the depressed post
into one of the nine depression symptoms defned by the
American Psychiatric Association Diagnostic and Statistical
Manual of Mental Disorders (DSM-IV). To conclude, we
have 6773 posts in the training dataset, 2073 of which are
trained as depressed posts and 4700 of which are not trained
as depressed posts.

3.1. Dataset. Te following information is included inside
the dataset: Tere are two folders, with one containing the
data for the controls and the other containing the data for
the condition group. We give a csv fle with the actigraph
data that has been gathered throughout time for each pa-
tient. Each of the following columns contains information:
timestamps (one-minute intervals), date (date of
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measurement), and activity (activity measurement from the
actigraph watch). In addition, we supply theMADRS scores
in the fle emphscores.csv, which may be seen below. Tere
are nine columns in this table: number (patient identifer),
days (numbers of days of measurements), gender (1 or 2 for
female or male), age (age in age groups), aftype (1: bipolar
II, 2: unipolar depressive, 3: bipolar I), melanch (1: mel-
ancholia, 2: no melancholia), inpatient (1: inpatient, 2:
outpatient), marriage (1: married or cohabiting, 2: single),
and work (1: MADRS when measurement stopped).

3.2. Mental Illness Detection Based on Systolic Tree. Te
systolic tree structure is utilized for frequent pattern mining.
In the VLSI terminology, it will refer to an assembly of
pipelined Processing Elements (PEs) in a multidimensional
tree pattern. Its confguration will store the candidate pat-
terns’ support counts in a pipelined manner. For a given
transactional database, the relative positions of the systolic
tree’s elements must be similar to that of the FP tree. Te
transaction items, the Web page request sequence, will be
updated into the systolic tree using operations like candidate
item matching and count update [22] and the fow of the
proposed Mental Illness Detection Based on Systolic Tree
detection method. Te sample dataset are collected from
depressive patient lens from social media to analyze the
person’s mental illness from their recommender system.

Te following PEs will constitute the structure of a
systolic tree:

(1) PE is under control. Te root PE of the systolic tree
will not contain any items. It is required that all data
be entered via it. Tere is a link between one of its
interfaces and the kid on the left side of the tree.

(2) Physical education in general. Te other PEs are
referred to as “generic PEs” for the most part. Tere
will be just one bidirectional interface on every ge-
neric PE, which will be connected to its parent. In
contrast to the general PE with children, which will
have a single interface that is connected to its left-
most kid, the general PE with siblings may have an

interface that is connected to its leftmost sibling.
Teymay be used to create an item as well as increase
the support count of the stored item.

(3) Every PE will be assigned a level that corresponds to
it. While the control PE is at level 0, the level of the
general PE is determined by the distance between the
general PE and the control PE. In a physical edu-
cation class, all of the students will be at the same
level. Every generic PE will have just a single parent
who will have a direct relationship to the leftmost kid
of the PE hierarchy. Because of their left siblings, the
other children will be able to establish a secondary
connection with their parents.

(4) Among the PE’s three operating modes are the
WRITE mode, the SCAN mode, and the COUNT
mode, all of which are described below. Te WRITE
mode is used to create a systolic tree and to control
the fow of things within it. Counting the number of
times a candidate itemset has been supported may be
done in both the SCAN and the COUNT modes.
Candidate itemset matching is the phrase used to
describe this operation.

3.3. Term Frequency and Inverse Document Frequency (TF-
IDF). Te most popularly employed weighting metric is the
Term Frequency and Inverse Document Frequency (TF-
IDF) to quantify the relationship of words and instances.
Tis measure will take into account the word or TF in the
instance and also the word’s uniqueness or how infrequent
(IDF) it is in the whole corpus.Tus, the TF-IDF will allocate
higher values to topic representative words while devaluing
the common words. Te TF-IDF has multiple variations
[23]. Equation (1) will defne the TF-IDF weighted value wt,d
of the word t in the instance d as follows:

wt,d � tft,d × log10
N

dft

􏼠 􏼡. (1)

Tis equation tft,d will denote the term frequency, N will
denote the total instances in the corpus, and df will denote

Table 1: Comparison of existing methodology.

Method Description References

Unifed relevance model
It is a probabilistic item-to-user relevance framework that uses the parzen-
window approach to estimate the density of relevant items. Tis strategy helps

to alleviate the issue of data sparsity.
Si and Jin [17]

Hybrid CF model
Efective recommender systems are introduced, which make use of sequential
mixture CF and joint mixture CF to achieve their results. It also incorporates

sophisticated bayes belief theory.
Su et al. [18]

Fuzzy association rules and
multilevel similarity (FARAMS)

It makes use of furzy association rule mining in order to expand the capabilities
of the current methodologies. It was possible for FARAMS to complete the goal

of producing higher qualitative forecasts.
Wang et al. [19]

Flexible mixture model (FMM)
Te formation of user and item clusters might happen at the same time. It adds
preference nodes in order to investigate a signifcant variance in rating among

users who have similar preferences.
Leung et al. [20]

Maximum entropy approach
In order to lower the apriori likelihood of an item, it is clustered depending on

the user’s access route. Tis is benefcial in dealing with sparsity and
dimensionality.

Pavlov and
Pennock [21]
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the number of instances that have an occurrence of the word
t.

COVID-19 may only occur once in a lifetime, but the
experience of coping with such circumstances is still nec-
essary. Although some nations have efectively controlled
the pandemic, others have failed miserably in their attempts
to deal with the problem as it has arisen. Because of the times
we live in, it is extremely common for social media to play a
signifcant part in our daily life. Social media is present
everywhere, and everyone is either directly or indirectly
linked to it. When faced with a pandemic, the government
has implemented new measures (stay at home and social
isolation), as well as placing limits on the mobility of in-
dividuals. It would have been preferable if social media
networks had provided us with appropriate guidance in this
dreadful scenario. Contrary to expectations, it has been
discovered that individuals were engaged in the distribution
of bogus drugs or fraudulent information through social
media. As a result of the shutdown, millions of individuals
were introduced to social media for the frst time, allowing
them to stay up to date. It would be preferable if accurate
information could be disseminated and people could keep
up to speed on the fatal epidemic that has engulfed the whole
planet. It has produced a worrisome scenario among indi-
viduals as a result of the incorrect material about COVID-19
being circulated, which has resulted in mental disorders.
Many people feel that utilising social media is really detri-
mental. Te facts regarding coronavirus include that it is
spread via the air and that it may remain on surfaces for
many hours. It targets older adults with ease; it causes
breathlessness; it causes death in a matter of days; it is in-
curable; and so on. It is making the rounds on social media at
an unexpectedly rapid speed, causing widespread panic.

3.4. River Formation Dynamics (RFD) Algorithm. River
Formation Dynamics (RFD) is a technique that uses Evo-
lutionary Computation to model river formation. RFD may
be thought of as a gradient-oriented variant of the ACO
algorithm. Tis concept is based on the observation of how
water makes rivers in the natural world. It changes the
environment as water fows through a steep decreasing
slope, eroding the ground underneath it, and depositing the
sediments carried by the water when the water falls onto a
fatter surface. Te basic method and formulas for the dy-
namics of river have been developed.

Any route from the origin point to the target point has a
gradient that, when considered the path as a whole (i.e., from
the origin to the target), must be decreasing from the be-
ginning of the RFD execution.

We have used this approach to tackle the issue of lo-
cation management in order to reduce the overall cost of
location management as much as possible.

Te RFD algorithm’s principle replicates the procedure of
riverbed formation. A set of drops situated at a starting point
will be subjected to gravitational forces that will attract these
drops towards the Earth’s center. Hence, these drops will
undergo distribution all over the environment in search of the
lowest point—the sea. Tis procedure will result in the

formation of various new riverbeds. Now this concept is used
by the RFD for problems of graph theory. First, there will be
the creation of an agent-drop set. Afterwards, these drops will
travel on the edges between the nodes to discover the envi-
ronment, searching for the best solution. Tey will utilize
mechanisms of erosion as well as soil sedimentation, which
are associated with variations in the altitudes that are allocated
to every node. Upon the drops’ movement across an envi-
ronment, it will modify the measurement of the nodes along
its route. Te shift from one node to another will be done by
the nodes’ decreasing altitude, which in turn will ofer nu-
merous benefts, such as the avoidance of local cycles [24].

Te following describes the RFD algorithm. Tere is an
assignment of an amount of soil to every node. When the
drops move, they either erode their paths or deposit the
carried sediment (and hence, increase the nodes’ altitudes).
Te probability of picking the next node is dependent on the
gradient, which is in proportion to the diference between
the heights of the node where the drop resides as well as its
neighbor’s height. Te procedure will commence with a fat
environment; that is, all the nodes will have equivalent al-
titudes, except for the zero equivalent goal node that will
maintain this value throughout the entire procedure. To
facilitate the environment’s further exploration, the drops
will be situated at the initial node. At every step, a group of
drops will successively traverse the space, and later, will
execute erosion on the nodes visited. Algorithm 1 represents
the RFD algorithm’s pseudocode.

Drops will move one till their arrival at the goal, or they
have traveled the maximum set number of nodes. Te total
number of nodes in an environment will constitute the
aforementioned maximum number of nodes. Equations (2)
to (4) will express the probability Pk (i, j) that a drop k which
resides in node i would pick the next node j:

Pk(i, j) �

gradient(i, j)

total
, for j ∈ Vk(i),

ω/|gradient(i, j)|

total
, for j ∈ Uk(i),

δ
total

, for j ∈ Fk(i),

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

where

gradient(i, j) �
altitude(i) − altitude(j)

distance(i, j)
, (3)

total � 􏽘
l∈Vk(i)

gradient(i, l)⎛⎝ ⎞⎠

+ 􏽘
l∈Uk(i)

ω
|gradient(i, l)|

⎛⎝ ⎞⎠ + 􏽘
l∈Fk(i)

δ⎛⎝ ⎞⎠.

(4)

Vk (i) will denote a neighboring node-set that has a
positive gradient (that is, node i’s altitude is higher than that
of node j), Uk (i) will denote a neighboring node-set that has
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a negative gradient (that is, node j’s altitude is higher than
that of node i), and Fk (i) will denote neighbors having a fat
gradient. ω and δ coefcients have fxed values.

Once all the drops have fnished moving, there is the
execution of a procedure of erosion on all the traveled paths
through the reduction of the nodes’ altitudes based on the
gradient to the successive node. According to equation (5),
the amount of erosion for each pair of nodes i and j will be
dependent on the number of all used dropsD, the number of
all nodes in the graph N, as well as a specifc erosion co-
efcient E.

∀i, j ∈ Pathk, altitude(i) :� altitude(i) −
E

(N − 1).D
.gradient(i, j).

(5)

Here, Pathk will denote the drop k’s traversed path.
Furthermore, when a drop stops, it will deposit a

fraction of the carried sediment and also will end up
evaporating for the remaining portion of the algorithm
iteration. Since this will minimize the likelihood of tran-
sition towards blind alleys, this will result in weakening the
bad paths.

Upon each iteration’s completion, there is the addition
of a specifc as well as minimal sediment amount to all the
nodes (line 8). Tis is for the avoidance of a situation in
which all the altitudes would be close to zero since it would
result in negligible gradients and ruination of all the formed
paths. Te below equation (6) will formulate the sediment to
be added as follows:

∀i ∈ G∧i≠ goal, altitude(i) :� altitude(i) +
erosion Produced

N − 1
.

(6)

In this equation, G will denote the node-set of the uti-
lized graph, the goal will denote the goal node, and erosion
produced will denote the sum of all the erosion produced in
the current iteration, that is,
􏽐Pathk

E/(N − 1).D.gradient(i, j),∀k ∈ drops.
Till arrival at the fnal condition, the algorithm iterates.

Tis fnal condition may indicate all the drops which are
moving along the same path. For the computation time’s
minimization, maximum iterations are defned, and also a
condition to verify whether the earlier n loops made any
improvements on the solution.

3.5. Particle Swarm Optimization (PSO) Algorithm. PSO
algorithm’s inspiration was derived from the intelligent [25]
collective behavior of certain creatures like fsh schools or
bird focks. Akin to other evolutionary algorithms, the
evolution of a potential solution population in the PSO will
undergo successive iterations. In comparison to other
strategies of optimization, the PSO’s key benefts are its
implementational ease and the low number of parameters
for adjustment. In the PSO, every potential solution to a
problem of optimization is taken into account as a bird and
is also referred to as a particle. Te particle set, also termed a
swarm, will be made to fy across the problem’s D-dimen-
sional search space. Each particle’s position will undergo a

change which is based on the experiences of the particle itself
as well as those of its neighbors [26].

Equation (7) will express the ith particle’s position as
below:

xi � xi1, xi2, . . . , xiD( 􏼁. (7)

Here, xid ∈ [ld, ud], d ∈ [1, D] while ld and ud will denote
the lower and upper bounds of the search space’s dth di-
mension. Akin to each particle’s position, a vector is used to
represent each particle’s velocity. vi � (vi1, vi2, . . . , viD) will
express the ith particle’s velocity. During every time step,
equations (8) and (9) will update each particle’s position and
velocity as below:

vij(t + 1) � vij(t) + R1ijc1 Pij − xij(t)􏼐 􏼑

+ R2ijc2 Pgj − xij(t)􏼐 􏼑,
(8)

xi(t + 1) � xi(t) + vi(t + 1). (9)

Tese equations R1ij andR2ij will denote two distinct
random values within the [0, 1] range; c1 and c2 will denote
acceleration constants; pi will denote the particle’s best
previous position while Pg will denote the best previous
position of all particles in the swarm (that is, the global best
PSO).

A successful optimization algorithm is primarily de-
pendent on the balance between the global search and the
local search throughout a runner’s course. For this goal’s
accomplishment, certain mechanisms are employed by a
majority of all the evolutionary algorithms. Examples of
balance controlling parameters are inclusive of the tem-
perature parameter in Simulated Annealing and the normal
mutation’s step size in strategies of evolution. To strike a
balance between the PSO’s attributes of exploration as well
as exploitation, Shi and Eberhart had proposed an inertia
weight-based PSO wherein the update of each particle’s
velocity was following the below :

vij(t + 1) � wvij(t) + R1ijc1 Pij − xij(t)􏼐 􏼑 + R2ijc2 Pgj − xij(t)􏼐 􏼑.

(10)

While a global search is enabled by a huge inertia weight,
a local search is enabled by a small inertia weight. Te search
ability’s dynamic adjustment was achieved via dynamic
alteration of the inertia weight. Numerous other researchers
were also in agreement with this general statement related to
the w’s impact on the PSO’s search behavior.

3.6. Proposed RFD-PSO Algorithm. Te standard RFD al-
gorithm sufers from a few shortcomings that hinder its
performance. Te huge number of coefcients will make it
extremely unintuitive to tune the algorithm to a specifc case.
In addition, the algorithm has a very low rate of convergence
for environments with more complexity. Te intelligence-
based PSO has a lot of applicability in scientifc research as
well as engineering. It does not have any overlapping and
mutation calculation. Te particle’s speed will search. At the
time of development of various generations, only the most
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optimist particle will have the ability to transmit information
towards the other particles. Te search’s speed will also be
rapid. Te PSO has a very simplistic calculation.

In comparison with various other developing calcula-
tions, it has occupied the bigger optimization capability and
also can be easily completed. Te PSO has adopted the real
number code, and the solution directly determines it. Te
dimension’s number will be equivalent to the solution’s
constant.

Te hybridization’s key objectives will be as follows:
advancement of the individual basic algorithms’ efective-
ness, search space’s expansion, enhancements in conver-
gence, and local search. In addition, hybridization must have
the ability to design efective, coherent, and fexible algo-
rithms to manage multi-objective or continuous optimiza-
tion problems. To enhance the river drops’ quality and
convergence in the basic RFD, a novel hybrid RFD-PSO
algorithm has been introduced in this work. Te evolution
process in this proposed algorithm will involve the partic-
ipation of all solutions in each drop. Moreover, we can
achieve enhancements in the local search and the global
search through the utilization of the PSO’s particle velocity
as well as position procedure, respectively. With the utili-
zation of the PSO’s concept in the RFD at the time of global
information exchange as well as local deep search, we can
accomplish enhancements inaccuracy, rate of convergence,
global exploration as well as local exploration (Algorithm 2).

Flowchart for the hybrid RFD-PSO algorithm can be
seen in Figure 1 [28].

In order to cope with the TTNR issue, a route weighted
graph strategy has been used to deal with the situation in
question. As a tiled pattern, the routing area may be
represented as a grid graph, in which each node (or vertex)
represents a tile and each edge (or border between two
adjacent tiles) represents the boundary between two ad-
jacent tiles. Simply put, the grid is represented as a square
matrix of size n × n, where the size of the matrix equals the
number of nodes on one of the grid’s sides, multiplied by
one hundred. Te nodes of the grid are numbered se-
quentially, starting at the bottom left corner. One node will
be designated as the source node, and the other will be
assigned as the destination node–both nodes efectively
representing the two terminals that will be routed with the
least amount of distance. Figure 2 depicts a grid graph of
the same size (6 × 6). It is allocated to the Source and
Destination nodes, respectively, the two nets or pins that

are to be linked to one other. Te ants, the drops, and the
ant-drops, which are the Swarm agents in their respective
algorithms, i.e., ACO, RFD, and Hybrid RFD-ACO, are
each deployed in the graph in their own way. Te ants, the
drops, and the ant-drops are each deployed in their own
way. At the start of each iteration, the agents are initialized
at the Source node, and each agent attempts to discover a
route with a high probability of success. Temethod lists all
of the nodes that are accessible from a certain node (except
the immediate previous visited node). According to greater
likelihood, the next node is picked, i.e., the node with the
higher probability value based on pheromones (in the case
of ACO) or gradients (in the case of RFD) or both is chosen
as the next node (in case of Hybrid RFD-ACO). Any one of
the nodes is picked randomly using a random function if
there is a tie between two or more nodes depending on the
likelihood of the tie occurring. It is in this manner that the
agents go from node to node in search of a route to the
Destination Node.

When an ant walks from one node to another, a pre-
determined quantity of pheromone is deposited along the
path that the ant leaves behind. In the case of the RFD, the
initial node is eroded, which means that the altitude value of
the initial node decreases as a function of the slope of the
gradient. Tis procedure is followed for each such transition
in each cycle of transportation from source to destination.
Pheromones are evaporated along all of the edges in the case
of ACO, and sediment is deposited (altitude value is raised)
over every node in the case of RFD over the whole graph
once each cycle is completed. In addition, the best roads are
reinforced by additional trails of pheromone deposition and
soil erosion to make them even more efective. Te proce-
dure is repeated until the most efcient path is discovered.
Te node count and edge count along the route are deter-
mined using the algorithm’s software, which may be found
here. Using the information in this table, it is possible to
compute and compare the costs of several courses, and
therefore progress towards the convergence of the best
routes.

4. Results and Discussion

Depressive patient, a historical dataset for the depressive
patient recommender systems, is used to evaluate the al-
gorithm and its quality. It consists of 100,000,029 anony-
mous ratings from about 6,040 users from 3,952 depressive

(1) Height of nodes⟵ initial height
(2) Height of target node⟵ 0
(3) while end conditions are notmet do
(4) Place all drops in starting node
(5) Move all drops across the graph for amaximumnumber of steps
(6) Analyse complete paths
(7) Height of nodes on paths− � erosion based on path costs
(8) Height of all nodes+ � small amount of sediment
(9) endwhile Drops

ALGORITHM 1: RFD algorithm’s pseudocode.

8 Computational Intelligence and Neuroscience



patients. Te Depressive patient datasets are primarily used
to evaluate a collaborative recommender system for the
depressive patient domain.

In this section, the RFD feature selection-without Frequent
Pattern Mining, RFD feature selection-without Frequent
Pattern Mining+CF, RFD feature selection-with Systolic Tree
frequent pattern mining, RFD feature selection-with Systolic
Tree frequent pattern mining+CF, RFD - PSO feature selec-
tion-without Frequent Pattern Mining, RFD - PSO feature
selection-without Frequent Pattern Mining+CF, RFD - PSO
feature selection-with Systolic Tree frequent pattern mining
and RFD - PSO feature selection-with Systolic Tree frequent
pattern mining+CF are used. Te experiments were con-
ducted with topN� 2 to 18 recommended items. Precision and
recall results are shown in Tables 2 and 3 and Figures 2 and 3.

From Figure 3, it can be observed that the RFD – PSO
feature selection-with Systolic Tree frequent pattern min-
ing +CF has higher average precision by 9.76% for RFD
feature selection-without Frequent Pattern Mining, by
8.07% for RFD feature selection-without Frequent Pattern
Mining +CF, by 7.31% for RFD feature selection-with
Systolic Tree frequent pattern mining, by 4.91% for RFD
feature selection-with Systolic Tree frequent pattern min-
ing +CF, by 5.06% for RFD - PSO feature selection-without
Frequent Pattern Mining, by 3.29% for RFD - PSO feature
selection-without Frequent Pattern Mining +CF and by
2.28% for RFD - PSO feature selection-with Systolic Tree
frequent pattern mining when compared with various top-N
recommended items, respectively.

From Figure 2, it can be observed that the RFD – PSO
feature selection-with Systolic Tree frequent pattern

Initialize population

Calculate fitness of each 
individual

Update particle velocity and
position

Move drops

Erode paths

Deposit sediments

Satisfy 
termination 
condition?

Obtain OptimumYesNo

Figure 1: Flowchart for hybrid RFD-PSO algorithm.

Start
Step 1. Randomly initialize the parameters
Step 2.
2.1 RFD algorithm initiated
Move drops
Erode paths
Deposit sediments
Until termination
2.2 PSO algorithm initiated
For each particle
Fitness value f computed
If f> pBest (best ftness value)
Set f as new pBest
End
Choose gBest in the swarm
For each particle
Update particle velocity and position
End
2.3 Record the best solution
Step 3. If the maximum number of iterations is reached, then output the best solution; else, go to Step 2
End

ALGORITHM 2: RFD-PSO algorithm’s pseudocode [27].
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Figure 2: Precision for RFD - PSO feature selection - with systolic tree frequent pattern mining +CF.

Table 2: Precision for RFD – PSO feature selection - with systolic tree frequent pattern mining +CF.

Top-N
recommended
items

RFD
feature

selection-
without
frequent
pattern
mining

RFD feature
selection-
without
frequent
pattern

mining +CF

RFD feature
selection-

with systolic
tree

frequent
pattern
mining

RFD feature
selection-with
systolic tree
frequent
pattern

mining +CF

RFD - PSO
feature

selection-
without
frequent
pattern
mining

RFD - PSO
feature

selection-
without
frequent
pattern

mining +CF

RFD - PSO
feature

selection-
with systolic
tree frequent

pattern
mining

RFD - PSO
feature

selection-
with systolic

tree
frequent
pattern

mining +CF
N� 2 0.82 0.84 0.88 0.89 0.85 0.89 0.93 0.94
N� 4 0.8 0.81 0.83 0.85 0.84 0.85 0.87 0.89
N� 6 0.77 0.8 0.79 0.81 0.81 0.84 0.83 0.85
N� 8 0.75 0.76 0.76 0.78 0.78 0.79 0.8 0.81
N� 10 0.7 0.72 0.73 0.75 0.73 0.76 0.76 0.79
N� 12 0.69 0.7 0.69 0.71 0.73 0.73 0.73 0.75
N� 14 0.67 0.66 0.66 0.68 0.71 0.69 0.7 0.71
N� 16 0.63 0.64 0.64 0.66 0.66 0.67 0.67 0.69
N� 18 0.6 0.61 0.61 0.62 0.63 0.64 0.64 0.66

Table 3: Recall for RFD – PSO feature selection - with systolic tree frequent pattern mining +CF.

Top-N
recommended
items

RFD
feature

selection-
without
frequent
pattern
mining

RFD feature
selection-
without
frequent
pattern

mining +CF

RFD feature
selection-

with systolic
tree

frequent
pattern
mining

RFD feature
selection-with
systolic tree
frequent
pattern

mining +CF

RFD - PSO
feature

selection-
without
frequent
pattern
mining

RFD - PSO
feature

selection-
without
frequent
pattern

mining +CF

RFD - PSO
feature

selection-
with systolic
tree frequent

pattern
mining

RFD - PSO
feature

selection-
with systolic

tree
frequent
pattern

mining +CF
N� 2 0.23 0.26 0.31 0.41 0.24 0.27 0.33 0.43
N� 4 0.26 0.32 0.37 0.47 0.27 0.34 0.39 0.5
N� 6 0.31 0.36 0.42 0.55 0.32 0.38 0.44 0.58
N� 8 0.36 0.41 0.48 0.63 0.38 0.43 0.5 0.66
N� 10 0.42 0.47 0.57 0.74 0.44 0.49 0.59 0.78
N� 12 0.49 0.56 0.65 0.85 0.52 0.59 0.69 0.9
N� 14 0.57 0.64 0.76 1 0.6 0.68 0.8 1
N� 16 0.65 0.75 0.88 1 0.69 0.79 0.93 1
N� 18 0.76 0.86 1 1 0.8 0.9 1 1
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Figure 3: Recall for RFD - PSO feature selection - with systolic tree frequent pattern mining +CF.

Table 4: Performance metrics Comparison.

Research name Accuracy (%) Precision (%) Recall (%)
SNS-based predictive model for depression [6] 77 78 85
Predicting depression via social media [16] − 70 70 61
Proposed system 63.3 100 57
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Figure 4: Continued.
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mining +CF has higher average recall by 51.37% for RFD
feature selection-without Frequent Pattern Mining, by
38.67% for RFD feature selection-without Frequent Pattern
Mining +CF, by 22.94% for RFD feature selection-with
Systolic Tree frequent pattern mining, by 2.96% for RFD
feature selection-with Systolic Tree frequent pattern min-
ing +CF, by 46.62% for RFD - PSO features selection-
without Frequent Pattern Mining, by 33.78% for RFD - PSO
feature selection-without Frequent Pattern Mining +CF and
by 18.84% for RFD - PSO feature selection-with Systolic Tree
frequent pattern mining when compared with various top-N
recommended items, respectively. Table 4 represents the
performance metrics comparison.

Te accuracy of the classifcation is dependent on the
training set that was used to train the classifer and to execute
it. Rather than selecting simply apparent instances of a class,
it is critical to choose sample training nodes that refect edge
cases that belong in or out of a class. As a result, it is a best
practice to include as many diferent types of samples as
feasible in the training set. Tis has been accomplished via
the collection, organisation, and manual training of a su-
pervised dataset. Te postings for the dataset were gathered
from three social media platforms: Facebook, LiveJournal,
and Twitter. Te dataset was manually trained to identify
two types of sentiment: depressed and not depressed. In the
case of depressed sentiment, we classifed the depressed post
into one of the nine depression symptoms defned by the
American Psychiatric Association Diagnostic and Statistical
Manual of Mental Disorders (DSM-IV).

Figure 4 has shown the performance metrics of the
proposed work through the parameters such as accuracy and
the loss.

5. Conclusions

Using quality recommendations in social media, the Rec-
ommender Systems have been able to enhance the user
experience and thus, efectively handle the information

overload issue. FP extraction has been done with the uti-
lization of the techniques of association rule mining. Upon
the preprocessed data’s application with the TF-IDF feature
extractor, every document will obtain a vectorized repre-
sentation based on the TF-IDF scores on the terms within
every document. With the utilization of the RFD optimi-
zation algorithm, there is the optimal path’s computation
under a specifed constraint of time. As a swarm intelligence
technique, the population-based PSO will execute the
process of optimization to attain its ftness function opti-
mization. In the hybrid RFD-PSO algorithm’s proposal, a
small constant updating strategy’s introduction will boost
the update capability of velocity, acceleration factor, and
optimal individual location. Tere is the PSO strategy’s
utilization for optimizing the RFD’s velocity as well as
position. Results show that the RFD – PSO feature selection-
with Systolic Tree frequent pattern mining +CF has higher
average precision by 9.76% for RFD feature selection-
without Frequent Pattern Mining, by 8.07% for RFD feature
selection-without Frequent Pattern Mining +CF, by 7.31%
for RFD feature selection-with Systolic Tree frequent pattern
mining, by 4.91% for RFD feature selection-with Systolic
Tree frequent pattern mining +CF, by 5.06% for RFD - PSO
feature selection-without Frequent Pattern Mining, by
3.29% for RFD - PSO feature selection-without Frequent
Pattern Mining +CF, and by 2.28% for RFD - PSO feature
selection-with Systolic Tree frequent pattern mining when
compared with various top-N recommended items, re-
spectively [29].

6. Limitations

Te basic concept of our research is to determine if there is a
link between the actions of SNS users and mental health
problems. We believe that social media activity might dis-
close the presence of mental disease in its early stages and the
limitations are time consumption in training and testing.
Te psychiatrist will not be able to get all of the information
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Figure 4: Performance metrics of proposed work.
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from the depressed patient if he or she uses typical ques-
tioning strategies. Te SNS-based approach has the potential
to address the difculties associated with self-reporting. We
may learn more about the depressed patient’s natural be-
haviour and style of thinking by observing his or her social
activities, and we can better categorize the diferent mental
levels based on these observations. So, in the future work, the
online application gathers user-generated content (UGC)
from the patient’s Twitter and/or Facebook accounts. Fol-
lowing that, it takes depressive responses about the patient
from the user, with the answers being based on the BDI-II
depression questionnaire [11]. Following that, it examines
the UGC using a variety of text analysis APIs. Finally, it
assigns the patient to one of four categories of depression
(Minimal, Mild, Moderate, or Severe) based on their
symptoms. Following that, we developed a predating de-
pression model in RapidMiner, which was used to evaluate
two classifers (SVM and Nave Bayes Classifer) for de-
pression. Using the same patients’ data that has been sup-
plied to the proposed web application and in accordance
with a training dataset, 2073 depressed post and 2073 not-
depressed post have been manually categorised using de-
pressed post and not-depressed post.Te performance of the
three outcomes, namely, the sentiment results, the SVM
results, and the Nave Bayes fndings, has been computed.

Data Availability

Te data that support the fndings of this study are available
from the corresponding author upon request.
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Social media platforms play a key role in fostering the outreach of extremism by infuencing the views, opinions, and perceptions
of people. Tese platforms are increasingly exploited by extremist elements for spreading propaganda, radicalizing, and recruiting
youth. Hence, research on extremism detection on social media platforms is essential to curb its infuence and ill efects. A study of
existing literature on extremism detection reveals that it is restricted to a specifc ideology, binary classifcation with limited
insights on extremism text, and manual data validation methods to check data quality. In existing research studies, researchers
have used datasets limited to a single ideology. As a result, they face serious issues such as class imbalance, limited insights with
class labels, and a lack of automated data validation methods. A major contribution of this work is a balanced extremism text
dataset, versatile with multiple ideologies verifed by robust data validation methods for classifying extremism text into popular
extremism types such as propaganda, radicalization, and recruitment. Te presented extremism text dataset is a generalization of
multiple ideologies such as the standard ISIS dataset, GABWhite Supremacist dataset, and recent Twitter tweets on ISIS and white
supremacist ideology. Te dataset is analyzed to extract features for the three focused classes in extremism with TF-IDF unigram,
bigrams, and trigrams features. Additionally, pretrained word2vec features are used for semantic analysis. Te extracted features
in the proposed dataset are evaluated using machine learning classifcation algorithms such as multinomial Naı̈ve Bayes, support
vector machine, random forest, and XGBoost algorithms. Te best results were achieved by support vector machine using the
TF-IDF unigram model confrming 0.67 F1 score. Te proposed multi-ideology and multiclass dataset shows comparable
performance to the existing datasets limited to single ideology and binary labels.

1. Introduction

Social media have become an integral part of life in the
current era. People share their thoughts, beliefs, and ideas
over social media platforms. Social media platforms such as
Twitter, Facebook, WhatsApp, and Instagram are popular
mediums of expression among people. Over 474,000 mes-
sages are posted on Twitter, and 293,000 statuses are updated
on Facebook [1].

Social media platform ofers extensive outreach and
hence become extremely infuential. Tis makes the social
media platform a perfect tool for the extremists to spread
their propaganda, radicalization, and recruitment. Te ex-
tremist groups share violent messages, images, and videos
over social media. Te extremist organizations such as the
Islamic State of Iraq and Syria (ISIS) [2] andAl Qaeda [3] use
social media platforms for the spread of extremism amongst
the susceptible youth.
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Similarly, far-right-wing organizations such as Alt-Right
[4] and Proud Boys [5] also use social media platforms to
radicalize and recruit the youth. Bill S-894 [6] claims that
73% of the violent incidents in the USA after 11 September
2001 have links with far right-wing organizations.

In the recent Christchurch mosque attack [7], perpe-
trators were infuenced by Oslo attackers manifesto [8],
spread through online means. Perpetrators live-streamed the
Christchurch mosque attack on Facebook [8]. Facebook
blocked the initial spread of the attack video; however, some
reuploads were left undetected [9].

Online extremism research is crucial to constrain the
spread of harmful ideologies amongst the susceptible youth.
It also helps the regulatory bodies to monitor and control the
spread of extremism.

Online extremism is carried out in the following three
ways: (1) spreading propaganda, (2) attracting youths
through the recruitment messages, and (3) the radical
change in the perception towards an individual or
community.

Propaganda is “content, generally biased, which is
exploited for the personal or the political cause” [10].
Misinformation used for political gains is also termed
“propaganda.” Propaganda is usually used by dictatorial
administrations such as Nazism in Germany and the former
Soviet Union to brainwash people. Propaganda such as
“America is dead! Long Live America” [11] is used to attract
people.

Jihadist propaganda mainly related to ISIS can be found
in their online magazines “Dabiq” and “Rumiyah” [12]. Te
magazines contain propaganda in the form of glorifcation of
the caliphate and battlefeld [13]. White supremacist pro-
paganda used by some organizations follows methods such
as pamphlets similar to ISIS [11].

Radicalization is a “change in behavior, attitude, and
perception towards a person or a community” [14]. Mis-
creants use online radicalization to mislead people by
quoting their beliefs that may be political or religious [15].
Both jihadists and white supremacists use current events,
encourage weapons, and violent attacks as radicalization
strategies [11]. Text such as “you do realize IS wants to
destroy every single nation-state, Arab or Kurd or com-
munist does not matter, that they come across?” [16],
radicalizes people in the name of religion, organization, or
nation.

Recruitment in the area of extremism is the “incitement
of youths to sacrifce themselves and perform violent acts on
behalf of the extremist organization [17].” Jihadist-ISIS
recruiters glorify ISIS fghters’ death as martyrdom and
exploit it as a recruitment tactic [18].White supremacists use
“feelings of inadequacy,” “anti-government themes,” and
recently “coronavirus themes” to recruit disgruntled youth
[11]. Extremists use posters with text such as “Join the
Atomwafen Division,” which directly calls for recruitment
to the specifc extremist organization [11].

Every type of extremist text and speech such as pro-
paganda, radicalization, and recruitment has distinct fea-
tures and efects. Tese are also explained in [19]. As social
media reach is ever-expanding, extremist organizations use

these platforms to spread propaganda, radicalize people, and
recruit them for violent acts. Tus, it is necessary to develop
a tool for identifying propaganda, radicalization, and re-
cruitment to restrict the spread of extremism on social media
platforms [16]. Te online extremism research faces the
following challenges:

(1) Lack of publicly available datasets of the
extremism text

(2) Lack of the ideology-independent and balanced
datasets of the extremism text

(3) Lack of automated data validation methods for
checking the quality of data

(4) Lack of accurate automated detection methods for
the online extremism text

(5) Limited work on extremism content classifcation
into categories, such as radicalization, propaganda,
and recruitment

Te contribution of our work is as follows:

(1) Construction of multi-ideology balanced and ex-
tremism text dataset collected from multiple sources
such as StormFront Dataset [20], Gab dataset [21],
ISIS Kaggle dataset [22], and Twitter

(2) Te application of statistical data validation methods
for checking the quality of the proposed dataset

(3) Te development of an automated framework for the
detection of online extremism text, which classifes
the extremism content as radicalization, propaganda,
and recruitment

(4) Implementation of the proposed framework with AI
techniques for efcient and accurate detection of
online extremism

(5) Comparative performance analysis of the proposed
dataset Merged ISIS-White Supremacist (MIWS)
with Merged ISIS dataset (MIS), Merged White
Supremacist dataset (MWS)

(6) Investigation of the best feature extraction technique
and classifer for the proposed extremism text dataset

Tis research work targets two ideologies ISIS/jihadist
and white supremacist. Te reason behind selecting these
two ideologies is based on various factors such as infamy
[23], support of violence [2, 8], and the spread of ideology
online and ofine [24]. Twitter is one of the most popular
social media platforms with an extensive reach. Multiple
studies have proved that extremists prefer Twitter for
spreading propaganda, radicalization, and recruitment
[16, 25, 26]. So, StormFront [20] and Gab datasets [21] are
referred to as hate speech datasets. Hate speech is defned as
the “attack or use of discriminatory language with reference
to a person or group” [27]. At the same time, extremism can
be referred to as “ideas that are opposed to society’s core
values which can be of various forms racial or religious
supremacy or ideologies that deny basic human rights or
democratic principles” [28].Tere are multiple defnitions of
hate speech [29, 30] and similarly multiple defnitions of
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extremism [31, 32]. However, there is a signifcant similarity
in the defnitions and interpretations of hate speech and
extremism overlaps. Organizations such as the EU already
consider StormFront and Gab the primary platform for
right-wing extremist views [33]. Terefore, StormFront and
Gab datasets are considered extremists for this paper.

2. Related Work

Existing literature on extremism detection is analyzed by
considering the employed datasets and the classifer tech-
niques applied.

2.1. Datasets

2.1.1. Standard Dataset. In standard datasets, extremism
text is collected, which is based on a specifc ideology. Te
ISIS Kaggle dataset [22] was compiled by the Fifth Tribe
organization to analyze the online spread of ISIS and to
counteract them. Te dataset contains 17,350 tweets from
112 pro-ISIS user accounts, collected after Paris attacks [34]
in November 2015. Te dataset contains 15,684 English-
language tweets. Tis dataset includes username, location,
number of followers, and timestamp of the tweet. It is used in
multiple studies to detect and analyze ISIS supporters
[35, 36]. Te ISIS Kaggle dataset is unlabelled. Diferent
researchers used various techniques to label the dataset. Te
main problem of the ISIS Kaggle dataset is that there are old
accounts in the dataset, which Twitter may have suspended
for discarding their hate speech policy.

Te “About ISIS Kaggle Dataset” [37] acts as a counter-
poise to the ISIS Kaggle Dataset. Tis dataset has around
122K tweets mentioning “isis,” “isil,” “daesh,” “islamic
state,” “raqqa,” and “mosul.” Te dataset is unlabelled,
containing pro-ISIS accounts, as the data collected is based
on keywords. Most of the accounts are unavailable or deleted
in the ISIS Kaggle dataset.

In ISIS Religious Text Kaggle dataset [38], data is col-
lected by Fifth Tribe. Tis dataset is compiled by scraping of
ffteen and nine issues of Dabiq and Rumiyah magazines,
respectively. Te dataset contains a total of 2,685 texts.
Standard datasets related to jihadism or ISIS ideology are
unlabelled and contain suspended accounts.

Tere are very few standard datasets available in the
literature on White supremism hate speech. de Gibert et al.
[20] collected the extremist hate speech data from Storm-
Front and the White supremacist website. de Gibert et al.
compiles 10,568 posts and manually annotates them as hate,
nohate, relation, and skip. Te experts identifed a total of
1,119 hate posts and 8,537 nohate posts. de Gibert et al.
compare the characteristics of the StormFront dataset with
the Hatebase dataset. Te StormFront dataset has a major
issue of class imbalance.

Kennedy [21] collected 27,000 posts from the Gab social
network. Gab social network claims to preserve the freedom
of speech and has become a haven for disseminating hate
speech. Te authors categorize posts into attack on human
dignity (HD), call for violence (CV), and ofensive/vulgar
language (VO).Te authors further classify HD and CV into

implicit, explicit, race/ethnicity, nationality, gender, religion,
sexual orientation, ideology, political ideology, and mental/
physical health. Te authors considered three classes, HD,
VO, and hate (a combination of HD and CV), for the
classifcation.

Te standard datasets in both ISIS and White suprem-
acist ideology are very few. Te accounts from which data is
collected may have been inactive, suspended, or deleted by
the user or the social media platforms. Terefore, the labels
provided within datasets are inadequate to provide insights
into extremism linguistics in both ideologies. Furthermore,
there is a lack of data validation techniques to evaluate the
standard datasets. Hence, many researchers prefer to collect
extremism-related data from various sources, and manual
annotation is performed due to these issues.

2.1.2. Custom Dataset. Similar to standard datasets, custom
datasets are created to represent specifc ideologies. Berger
[25] in 2014 collected 20,000 ISIS-related accounts from
Twitter. Te author analyzed the location of supporters,
languages spoken by the supporters, identifcation in-
formation of supporters, when the supporter accounts were
created, the content of posts by ISIS supporters, and the
methods used for the identifcation of propaganda and
recruitment.

Chatfeld et al. [16] collected 3,036 tweets from @sha-
miwitness, who was a known ISIS sympathizer.Te tweets of
@shamiwitness were manually annotated with propaganda,
radicalization, and recruitment by the authors. Te account
of @shamiwitness is now suspended so that no further
analysis can be performed. Te authors rely on manual data
validation methods with no statistical evidence.

Rowe and Saif [39] used the dataset provided by
O’Callaghan et al. [40] as the SEED dataset. From the SEED
dataset, the authors identifed 154K users suspected of
spreading ISIS propaganda. Te authors collected 3,200
tweets from each user resulting in 104 million tweets. Te
authors found 43% of tweets in English, 41% in Arabic, and
the rest in Spanish and Dutch. For validation of the dataset,
the authors used interrater agreement using two annotators.
In addition, the authors used a sample of 2,000 tweets for
manual validation, and the agreement of annotators was
between 0.4 and 0.6 Fleiss’ Kappa. Te authors did not use
any other statistical technique for data validation.

Kaati et al. [41] used 66 Twitter users as seeds obtained
from Shumukh al-Islam Forum. Te authors used hashtags
such as #ISLAMICSTATE, #ILoveISIS, and #AllEyesOnISIS.
Tus, a total of 27,253 English pro-ISIS tweets and 16,000
Arabic pro-ISIS tweets were collected. Te authors did not
provide any information on data validation.

Ashcroft et al. [42] used similar methods described by
Kaati et al. [41] to collect a total of 7,500 tweets consisting of
pro-ISIS, anti-ISIS, and random contexts. Unfortunately,
most of the data were collected from older accounts, which
may have been suspended.

Benigni et al. [43] used a two-step snowballing process to
collect accounts related to ISIS. In the frst step, the authors
used fve seed accounts to collect 1,345 unique accounts. Te

Computational Intelligence and Neuroscience 3



authors collected 1,19,156 user accounts in the second step,
which followed or related to 1,345 accounts of the previous
step.Tus, the authors collected a total of 862M tweets by the
end of step two. Unfortunately, due to the Twitter data-
sharing policy, the tweets collected by the authors were not
available to the public.

Abrar et al. [44] gathered 13,369 terrorism-supporting
tweets, 16,506 terrorism-nonsupporting tweets, and 38,617
random tweets. However, the authors neither mentioned
any seed accounts or terrorism-specifc keywords used to
gather tweets nor performed any data validation methods on
the collected dataset.

Ahmad et al. [45] gathered ISIS-related tweets using
keywords such as ISIS, bomb, and suicide. Te authors also
used manually identifed seed words for identifying ISIS-
related tweets. Te authors conclude that 12,754 tweets were
extremists and 8,432 were nonextremists. However, the
research work lacks data validation on the collected data.

Asif et al. [46] used the Facebook pages of news agencies
such as PTV news, Dawn, and Geo to gather extremist texts.
A total of 19,497 posts were collected, fromwhich 5,279 were
labeled as moderate, 6,912 as highly extreme, 2,991 as low
extreme, and 4,315 as neutral.Te authors used survey-based
validation, using 109 random people. However, the authors
used only a sample of 25 posts which may not represent the
whole data.

Gialampoukidis et al. [47] collected ISIS-related data by
searching fve keywords provided by law enforcement
agencies and domain experts. So, this resulted in 9,528
tweets from 4,400 suspected ISIS-supporting users. Un-
fortunately, this dataset is unavailable due to the data-
sharing policy of Twitter.

Te researchers collected data for extreme right-wing,
White supremacist ideology from diferent sources and
locations. Jaki and De Smedt [48] collected 50,000 tweets
from about 100 Twitter users suspected of supporting far-
right ideology in Germany.Te authors also collected 50,000
neutral tweets. Te authors did not provide any details about
data validation methods.

Berger [26] manually collected data from 41 Twitter users
who supported the alt-right movement. By checking these ac-
counts’ followers, the author collected 27,895 user accounts
suspected of supporting the alt-right movement. Berger also
collected data from 33,766 neutral user accounts. Te author
used manual validation for the collected data. Alt-Right De-
mographics dataset is not available publicly due to Twitter data
sharing policies. So, the reproducibility of results is not possible.

Some researchers also collected data from multiple
ideologies. For example, De Smedt [49] used a multidomain
perspective for extremism detection.Te authors divided the
text into jihadism (ISIS), extremism (far right-wing from
Germany, Belgium, Netherlands, US, UK, and Canada),
sexism, and racism. Te authors collected 50,000 tweets for
jihadism, 92,500 tweets for extremism, 10,000 tweets with
15,000 Facebook posts for racism, and 65,000 posts from
Incels.me about sexism.Te authors used hate and safe labels
for extremism, jihadism, sexism, and racism domains. Te
authors also used left and right labels for the extremism
domain. Te authors also analyzed demographic profling,

psychological profling, sentiment analysis, and network
analysis with detection. Unfortunately, De Smedt et al. do
not provide access to the datasets due to strict Twitter
policies on data sharing.

Similarly, Berger [23] compared two ideologies ISIS and
Nazis, by collecting data from Twitter. First, to identify the users
with White supremacist and Nazi sympathies, the author used
18 seed accounts. Te author then collected around 200 tweets
from a total of 25,406 followers of these 18 seed accounts. Ten,
for analysis, the authors used 4,000 highly relevant Nazi-
sympathizing accounts. Finally, the author used a similar
strategy to collect 4,000 ISIS sympathizing accounts from
Twitter.

Heidarysafa et al. [50] compared the women-specifc con-
tent of ISIS with women-specifc Catholic preaching. Te au-
thors collected 20 articles from Dabiq and Rumiyah targeting
women and 132 articles from catholicwomensforum.org. Te
authors relied on manual validation but did not provide any
statistical evidence.

Araque and Iglesias [51] used diferent datasets such as Pro-
Neu, Pro-Anti, Magazines, SemEval2019 [52], and Davidson
[53] to classify radicalization and hate speech using Afective-
Space and SenticNet. Te authors also used multiple features
such as TF-IDF and similarity-based sentiment projection
(SIMON) for prediction.

Mussiraliyeva et al. [54] collected religious extremist posts
from VKontakte [55] social media platforms in the Kazakh
language.Te authors used diferent extremist keywords such as
“kafr” and “kill” to identify extremist texts.Te annotation of an
extremist text is based on the appearance or absence of selected
extremist keywords within the text.

From Table 1, it is observed that issues plaguing custom
datasets are data availability, result reproducibility, binary
classifcation, data imbalance, and single ideology focus. Data
availability is an issue due to the policy of social media. So, in
turn, this afects the reproducibility of the results for other
researchers. Nearly all the researchers using the custom
datasets use binary classifcation, which is inadequate for
deeper analysis. Te extremism data are less than non-
extremist data. Tus, the class imbalance is inherent in the
custom datasets. Te biggest problem of both standard and
custom datasets is that their focus is on a single ideology.

Tus, there is a need for a generic dataset of the ex-
tremism text, which accounts for multiple ideologies. Ad-
ditionally, the dataset should help classify extremism text
into popular types, that is, propaganda, radicalization, and
recruitment. Tus, a generic dataset with multiple ideologies
and a single-model multiclassifcation can efciently detect
online extremism text. Tese challenges are further
explained in Section 3.

2.2. Challenges with Existing Online Extremism Datasets.
Tere are various research gaps found in the dataset of
online extremism text.Te following challenges are observed
in online extremism text datasets as illustrated in Figure 1:

2.2.1. Data Imbalance and Binary Classifcation. Data im-
balance is a serious problem for online extremism datasets.
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StormFront dataset [20] and Gab dataset [21] are good
examples of class imbalance. As extremism data is the
fraction of the total data on social media, creating a balanced
class dataset is challenging.

Another problem with the dataset is binary or at the
most three-class classifcation of extremism data. Extremist-
nonextremist, pro-ISIS-not Pro-ISIS, and hate-not hate are
some of the available binary classes. Te third class, if
available, is either called “irrelevant” or “neutral.” Un-
fortunately, this classifcation does not provide analytical
insights into the extremism text. Tus, limiting the un-
derstanding of extremist activities on social media. More-
over, the expressions of extremism are complex and change
over time. Terefore, it is necessary to create the categories
based on the context of extremist texts.

2.2.2. Language. Te extremism in diferent ideologies is
spread through diferent languages. Tus, the identifcation of
the extremist text becomes more challenging. Most researchers
use English as the global language. Te extremist widely uses
English to spread their ideology worldwide. Multiple studies by
Jaki and De Smedt [48], and De Smedt [49], have addressed
online extremism in Dutch and German languages. Rowe and
Saif [39] collected dataset containing ISIS-related tweets in
English, Arabic, Spanish, and Dutch languages, but limited their
research studies to English and Arabic languages.

2.2.3. Outdated Dataset. Standard datasets such as ISIS
Religious Text dataset [38] are old. Tis is because these
datasets were obtained during the early days of ISIS. Another
issue is the strict data-sharing policy of social media, which
makes updating old datasets impossible. Tis strict data-
sharing policy is also one reason for the fewer numbers of
standard datasets.

2.2.4. Validation. Most researchers use manual validation
with the interrater agreement. As it is impossible to validate
an entire data manually, few random samples are used for
data validation. Tus, bias is introduced unknowingly. Te
number of experts also afects the bias in data validation.
Fewer experts may give good interrater agreement, but the
bias persists. Te use of multiple experts may lower the bias,
but the interrater agreement may deteriorate [46].

2.2.5. Data Quality Assessment. In online extremism re-
search, researchers often collect their own data [26, 35]. Due
to the restriction of social media and other issues, previous
custom datasets are not available publicly. So, the com-
parison of datasets is a huge issue in online extremism
research. Tis also leads to another problem of comparison
of results. As no study uses the same dataset, comparing
results with diferent methods and techniques is difcult in
online extremism detection research.

2.2.6. Suspended Accounts. Social media has a strict policy
on violence and hate speech [29, 56]. Tus, many accounts

with such extreme ideologies get suspended immediately. So
even after data collection, other researchers cannot re-
produce the results due to the unavailability of suspended
accounts.

Tis work aims to address data quality challenges,
data validation, data imbalance, and binary classifcation
in extremism datasets. Te challenges about languages
and suspended accounts do not fall into the scope of
this work.

2.3. Classifers. Network-based, machine learning-based, and
deep learning-based techniques are popularly used in online
extremism research [19].

2.3.1. Network/Graph-Based Techiques. Network/graph-
based techniques are preliminarily used due to the following
reasons:

(i) To cluster extremists on social media
(ii) To identify extremist communities on social media
(iii) To perform data collection by identifying connec-

tions among the extremists

Since 2015, only few studies use the network/graph-based
approach. Agarwal and Sureka [57] used the breadth-frst search
and shark search algorithms to fnd the extremists and their
communities on YouTube. Te authors used the class name
relevant (extremist) and irrelevant (nonextremist). By using the
shark search algorithm, the authors achieved an accuracy of 0.74
and an F1 score of 0.85.

Saif et al. [58] used closegraph to extract subgraphs of ex-
tremists onTwitter.Te authors used these subgraphs as features
formachine learning algorithms such asNäıve Bayes, maximum
entropy, and SVM. In addition to subgraphs, the authors used
unigram, sentiment, and semantic features. Te authors

QUALITY OF
DATASETS

Data imbalance
Only Binary Classes

LANGUAGE
Multiple Languages

CHALLENGES IN
DATASET

SUSPENDED ACCOUNTS
Non-reproducibility

of results

DATASET QUALITY
ASSESSMENT
Incomparable

Datasets
VALIDATION
Manual Data

Validation

OUTDATED DATASET

Old Publicly Available
Datasets

Figure 1: Challenges in dataset.
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concluded that SVM performs the best with a precision, recall,
and F1 score of 0.93 for pro-ISIS and anti-ISIS classes.

Petrovskiy and Chikunov [59] also used graph tech-
niques to extract features such as node page rank, hub and
authority measure, and betweenness centrality. Tese fea-
tures are then used as input for algorithms such as logistic
regression, random forest, and XGBoost. Te XGBoost al-
gorithm outperforms other algorithms with a ROC curve of
0.95 for train and 0.94 for test data.

Moussaoui et al. [60] used a possibilistic graph for extremist
community detection. Features such as semantic similarity,
structural similarity, and possibilistic similarity are extracted
using a possibilistic graph-based approach. Te authors used
subgraphs as features input tomachine learning algorithms.Te
authors usedNäıve Bayes,multinomial Näıve Bayes (MNB), and
stochastic gradient decent (SGD) classifers for extremism de-
tection. SGD achieved a precision of 0.81 and an accuracy of 0.86
for extremism detection.

Network/graph techniques are used mostly to identify
communications and interconnections but sufer from
multiple challenges:

(i) It cannot work for disconnected nodes in the graph
(ii) Semantic analysis of extremism text cannot be

performed with network/graph techniques

Tus, to overcome the network/graph approach chal-
lenges, machine learning-based and deep learning-based
methods are used for online extremism detection.

Machine learning-based approach is used for the clas-
sifcation of data into extremist, nonextremist, or neutral
[46, 61] or the classifcation of data into extremist and
antiextremist [39, 42].

2.3.2. Machine Learning-Based Techniques. In machine
learning-based approach diferent classifers such as MNB
[46], logistic regression [65], SVM [46], random forest [68],
and XGBoost [71] are used for online extremism detection.

Agarwal and Sureka [64] used k-nearest neighbor and
libSVM to identify hate-oriented text from Twitter. Te
authors used the term frequency as the feature. Te authors
got an accuracy of 0.97, a precision of 0.78, and a recall
of 0.83.

Asif et al. [46] used MNB and support vector classifer
(SVC) to classify Facebook posts and comments asmoderate,
high extreme, low extreme, and random. SVC performs better
for the classifcation than multinomial Naı̈ve Bayes, giving
an accuracy of 0.82.

Benigni et al. [43] proposed iterative vertex clustering
and classifcation (IVCC) for extremism detection. Te
authors also used k-means, Louvain grouping, and Newman
method for extremism detection.Te authors classify Twitter
users into ISIS members, nonmembers, and suspended.
IVCC outperforms other classifcation methods with an
accuracy of 0.96 and an F1 score of 0.93.

Araque and Iglesias [36] used feature engineering by
creating emotion features (EmoFeat) and similarity-based
feature extraction (SIMON) methods. Te authors labeled
the data as positive (extremist) and negative.Te authors got
the highest F1-score of 0.94 for EmoFeat and SIMON, with
the dataset containing extremist and neutral tweets.

Ashcroft et al. [42] used a stylometric, sentiment, and
time-based feature for online extremism detection. Te
authors classify data into radical and nonradical.Te authors
used SVM, Näıve Bayes, and AdaBoost. AdaBoost gave
a precision of 0.88, specifcity of 0.99, and sensitivity of 0.79,
with all the features outperforming other algorithms.

Fernandez et al. [35] divided extremists into individual
(micro) infuence, group (meso) infuence, and global
(macro) infuence based on their tweets. Te authors used
the collaborative fltering and Naı̈ve Bayes classifcation
method. Te authors used precision as a performance
metric. Using Näıve Bayes, the precision obtained for micro
is 0.79, for meso is 0.69, and for macro is 0.90.

Mussiraliyeva et al. [62] divided Kazakh language posts
from VKontakte [55] into extremist and nonextremist
classes. Te authors used diferent classifers such as logistic
gegression, MNB, and SVM. Te authors also used decision
tree-based classifers such as random forest and gradient
boosting. From all these classifers, gradient boosting with
word2vec gave the best F1 score of 0.86.

Mussiraliyeva et al. [54] used multiple features such
as linguistic inquiry and word count (LIWC), part-of-
speech (POS), and TF-IDF. Te authors used numerous
machine learning algorithms such as SVM, k-nearest
neighbors (KNN), decision tree, random forest, Naı̈ve
Bayes, and logistic regression. Te KNN using the
oversampling method with statistical and TF-IDF fea-
tures gives an accuracy of 0.99 for religious extremism
classifcation.

Araque and Iglesias [51] used a combination of multiple
features such as AfectiveSpace, SenticNet, TF-IDF, and
SIMON.Te authors usedmachine learning algorithms such
as logistic regression and linear SVM.

De Smedt et al. [67] identifed extremist hate speech
within English, Arabic, and French language tweets. Te
authors used character trigrams as features. Te tweets were
labeled as hate and safe. Te authors used libSVM as the
classifer. Te F1 score for the English language was 79, for
French was 80, and for Arabic was 84.

Ul Rehman et al. [63] used religious words, radical words,
and bad words to detect online extremism. Te authors used
two classes, extremist and nonextremists. Te authors
preferred diferent algorithms such as Naı̈ve Bayes, SVM,
and random forest for the classifcation.Te SVMwith all the
features outperforms other algorithms with an F1 score
of 0.87.

Sharif [61] divided tweets into pro-Taliban, pro-Afghan,
neutral, and irrelevant. Te authors used unigrams, bigrams,
and TF-IDF for feature extraction. Te authors also used

8 Computational Intelligence and Neuroscience



principal component analysis (PCA) to reduce dimensions.
Te research work used Naı̈ve Bayes, SVM, and random
forest. SVM with TF-IDF and bigrams ofers the best pre-
cision of 0.84. Table 2 provides a comparison of all these
studies in brief.

2.3.3. Deep Learning-Based Techniques. Even if machine
learning-based approaches are popular, they face some
challenges such as the following:

(i) Tey depend heavily on manual feature extraction
or feature engineering

(ii) Not suitable for large and unstructured datasets
(iii) Context identifcation is a challenge

Tese issues of machine learning methods can be
addressed by using the deep learning approach. In the deep
learning-based approach, the researchers have tried CNN
[45], gated recurrent unit (GRU) [45], LSTM [65], and
BERT [65].

A deep learning-based approach is used due to the
following reasons:

(i) Automated feature extraction
(ii) Pretrained models on a large corpus

Recently deep learning approaches are routinely used in
online extremism detection due to automated feature ex-
traction and large computing power.

Kaur et al. [72] classifed data into radical, nonradical,
and irrelevant classes. Te authors used word2vec for fea-
tures extraction. Multiple algorithms such as SVM, maxi-
mum entropy, and random forest were used. Te authors
primarily focused on the deep learning approach using
LSTM. LSTM with word2vec gives the best precision
of 85.96.

Ahmad et al. [45] used n-grams, TF-IDF, and bag-of-
words (BoW) as feature extraction methods for online ex-
tremism detection.Te authors used the CNNmodel, LSTM
model, FastText with word embedding, and GRU.Te LSTM
with CNN model ofers an accuracy of 0.92 and a precision
of 0.90 outperforming other algorithms.

Alatawi et al. [65] used BERT to detect hate speech
related to White supremism on Twitter. Te work used
pretrained networks such as Google News Word Vectors,
GloVe trained on Wikipedia, and GloVe trained on Twitter.
Te authors also train the extremist data using word2vec,
referring to it as White supremacist word2Vec (WSW2V).
BERTwith WSW2V outperformed other techniques with an
F1 score of 0.79 and a precision of 0.80. Te direct com-
parison between approaches in online extremism detection
is a problem.Tis is due to the use of diferent datasets, most
of which are custom and not publicly available.

Mussiraliyeva et al. [73] in a recent study used CNN and
LSTM to classify extremist posts collected from VKontakte.
Te CNN and LSTM both provide an AUC of 0.99 for
extremism classifcation in the Kazakh language. Table 3
compares the studies employing deep learning for ex-
tremism detection.

2.4. Proposed Architecture. Tis section proposes the ar-
chitecture for constructing the dataset, which will be used to
classify extremism text into propaganda class, radicalization
class, and recruitment class, with discussions on data vali-
dation methods. Te architecture is modularized into the
following phases: data collection, data preprocessing, data
annotation, and data validation which are shown in Figure 2.

2.4.1. Data Collection. Te construction of the proposed
dataset was performed by collecting data from popular
standard extremist text datasets and recent extremist tweets
collected from Twitter.

2.4.2. Standard Dataset. In this phase, three diferent datasets
were chosen, namely, ISIS Kaggle dataset (∼15,000), StormFront
dataset by de Gibert et al. (∼1100), and Gab Hate Corpus by
Kennedy et al. (∼8000). Initially, these datasets were divided
according to ideology, ISIS dataset as jihadist, while StormFront
and Gab datasets as White supremacist. All these three datasets
together contain around 24,900 extremist tweets. StormFront
andGabhave twounique labels as hate and nonhate labels, while
ISIS contains only extremist tweets. In addition, the StormFront
dataset accounted for the posts between the years 2002 and 2017,
while no data collection timeline is given forGab dataset. Twitter
was the preferred social media platform for collecting extremist
tweets as it is the frst choice for the extremists to reach out to the
target audience. In addition, it is popularly used in researchwork
[48, 67] due to its easy accessibility and microblogging format.

2.4.3. Data Extraction from Twitter. As the standard dataset
has its challenges such as outdated text, as mentioned in the
previous section, we collected recent extremism tweets from
Twitter from January 2021 to June 2021.

Twitter API allows the collection of real-time tweets with
diferent parameters. Twitter API provides a choice to collect
tweets based on specifc terms or hashtags, tweets of a spe-
cifc user, tweets from a specifc geographical area, and
tweets of a specifc language. Twitter APIs also give addi-
tional information such as username, location, and @user
mentions in the tweet. Diferent queries were formulated,
and the fnal query was selected as

Query[] � Search searchterm, time􏼈 􏼉. (1)

To collect ISIS extremism text, specifc keywords such as
“murtadeen,” “munafqeen,” “khawarij,” “tafkir,” “kufar,”
and “murtad” were used. Tese are popularly used ISIS-
related words obtained from works such as [16, 41]. In
addition, the keywords such as “white genocide,” “white lives
matter,” “it’s okay to be white,” and “anti-white” were used to
collect White supremacist-related tweets. Tese White su-
premacist supporting keywords were obtained from [74–76].

A total of 2,000 ISIS supporters and 2,000 White su-
premacist supporting tweets were collected. All these col-
lected tweets are in the English language. Figure 3 provides
keywords used and the wordcloud of hashtags found for
White supremacist and jihadist-ISIS supporting tweets.
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2.4.4. SEED Dataset. One of these works aims to detect
extremism and classify text into propaganda, radicalization,
and recruitment. To achieve this, we collect examples of
propaganda, radicalization, and recruitment from the
existing literature. Te collected examples are from both
ideologies, jihadist-ISIS, and White supremacist.

Most of the examples from the literature [39, 46, 65] were
manually annotated with fewer experts and are subject to bias.
Hence, we extract examples from multiple resources [11, 16].
Te assumption is that the seed example from diferent sources
provided by diferent experts may reduce expert bias. A total of
100 examples were identifed for jihadist-ISIS and 100 examples
of White supremacists on propaganda, radicalization, and
recruitment.

As the examples are taken from diferent research works,
they have multiple keywords and diferent contexts associated
with them, reducing the overall bias of the SEED dataset. In
Table 4, a few examples are presented to show the tweets and
posts considered propaganda, radicalization, and recruitment by
respective studies.

2.4.5. Data Preprocessing. In this phase, data preprocessing
is carried out in the following steps:

(i) Removing Stopwords. Stopwords were removed at this
step. Ten, the words representing nouns, verbs, ad-
verbs, and adjectives were selected. Tis ensured the
inclusion of only relevant words in the fnal process

Data Collection

ISIS
Kaggle
Dataset

Gab
Dataset

StormFront
Dataset

Stop words RT emojis

urls Hashtag Symbol@Usernames

Lowercase Lemmatization

Data Pre-processing

Data Annotation

Topic Modeling Seed Dataset

Topic 1

Topic 2

Topic 3

Propaganda

Radicalization

Recruitment

Cosine Similarity

Data ValidationOnline Extremism Dataset

① ②

③

④⑤

Figure 2: Proposed architecture.

(a) (b)

Figure 3: Word cloud of hashtags for data collected for (a) White supremacists and (b) jihadist-ISIS with Twitter search terms.
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(ii) Removal of URLs. URLs were removed. Some studies
do use URLs for further analysis. However, with
standard datasets, many URLs are obsolete. Hence, the
inclusion of URLs is not considered in this study

(iii) Removal of Emojis, Hashtag Symbols, Retweet
Symbols (RT), And Digits. Hashtag symbols and RT
symbols are not the focus of this study. Numbers
and digits may interfere with word analysis, hence
are excluded

(iv) Removal of @username Mentions. Due to constant
communication between users, mention of user-
names is fairly common. Tis may help algorithms
to construct the pattern with usernames to build
linkage

(v) Lowercase. All words are converted to lowercase so
that case of the alphabet does not afect the pre-
diction results

(vi) Lemmatization. Lemmatization of texts is also
performed so that pronouns and the tense of words
may not afect the fnal prediction

Te preprocessing steps are illustrated in Figure 4.

2.5. Data Labelling

2.5.1. Topic Modelling. Topic modelling is a method to rec-
ognize, understand, and summarize a large collection of textual
information. Topicmodeling is a way to extract a group ofwords
(topics) that accurately represent the collection of documents in
a corpus. It is also a form of text mining in which word patterns
in a corpus are identifed.

2.6. Latent Dirichlet Allocation (LDA). LDA is a probabilistic
topic modeling algorithm, which extracts topics from docu-
ments, and words in the document are collected by observing
their probabilistic distribution.

Tere are diferent techniques other than LDA to identify
abstract information from a corpus. Latent semantic analysis
(LSA) [78] and probabilistic latent semantic indexing (pLSI) [79]
are some of them.

LDA focuses on topic identifcation and analysis, while LSA
focuses on reducing matrix dimensions. LSA converges faster
due to dimensionality reduction but at the expense of accuracy.
pLSI uses a probabilistic model with dimensionality reduction
and is faster with acceptable accuracy. Top2Vec is a recent
development in fnding topics within the documents. Top2Vec
[80] has considerable advantages over LDA such as no need for
stopword removal, stemming, or lemmatization. BERTopic [81]
too has advantages such as deep learning and visualization. But
both Top2Vec and BERTopic require a good amount of data
which is a limitation of our study. In addition, LDA is preferred
asweneed a specifc number of topics.Moreover, LDA is used in
multiple studies for extremism detection, thus making LDA
reliable for extremism detection research.

LDA assumes themixture of the probabilistic distribution of
topics over corpus and words over the topic. LDA works in the
following ways as shown in Figure 5:

(i) Assume there are k topics over the entire corpus
(ii) Distribute k topics across documentMwhich is per-

document topic distribution also denoted as α. Te
topic distribution for document M is denoted as θ

(iii) Calculate z which is the topic of nth word in doc-
ument M, while N is the number of words in the
given document

(iv) Calculate the probability of word ww which belongs
to a particular topic based on the following:

(a) Unique topics in document M.
(b) Te frequency of the word ww that has been

assigned to a particular topic across all docu-
ments is also denoted as β.

For this study, it is needed to identify diferent topics within
the extremism corpus. Later, these topics are compared for the
labeling of extremist texts. So, LDA is used to extract topics from
the extremism corpus due to its advantages as mentioned above
and as described in Figure 5.

2.6.1. Cosine Similarity. Cosine similarity computes the sim-
ilarity between vectors. It calculates the cosine of the angle
between vectors and determines whether vectors point in the
same direction. In NLP, cosine similarity is commonly used to
measure the similarity between the extracted features. Cosine
similarity takes a total length of vectors; for example, considers
TF-IDF vectors, thus considering repetitions of the word [82].

Remove Stopwords

Remove URLs

Remove Emojis, Hashtag
Symbol, RT symbol, Digits

Lowercase

Lemmatization

Figure 4: Data preprocessing.

M
N

WZ

Extremist
Texts

α

β

θ
Topic 1 Topic 2 Topic 3

Figure 5: LDA model.
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Tis property is used to identify unique words for a particular
class in thiswork. So, cosine similarity is considered for assigning
labels from SEED datasets to primary datasets.

In this work, data labeling is designed to be a four-step
process and the steps are described as follows:

(1) Step 1. In the frst step, datasets are merged according to
ideology.Te ISIS Kaggle dataset was merged with recent tweets
of jihadist-ISIS collected from Twitter, referred to as the Merged
ISIS dataset (MIS). Similarly, StormFront dataset, Gab dataset,
andWhite supremacist tweets collected from Twitter merged to
formMergedWhite Supremacist dataset (MWS).Tis process is
shown in Figure 6. Only the text or tweet data is selected from
these standard datasets, everything else is discarded. To preserve
the distinct characteristics of ideology, we adopt the strategy to
identify individual clusters within the ideological datasets. To
identify these clusters, the topic modelling approach was chosen
[83]. For feature extraction, TF-IDF is used. TF-IDF calculates
important words in the corpus concerning documents. How-
ever, even if TF-IDF presents important words, it lacks in
identifying context. So, to extract topics from the primary
dataset, latent dirichlet allocation (LDA) [83] is used. Tis work
aims to classify text into three classes: propaganda, radicalization,
and recruitment; three topics are extracted from the MIS and
MWS datasets. To achieve this, GridSearchCV [84] is applied to
the LDAmodel with hyperparameters such as n_topics� [3–5],
learning_rate� [0.999, 0.99999], cv� 10, and batch� “online.”
Using these hyperparameters, the model with the best results
gives n_topics of 3 with distinct words per topic.

(2) Step 2. In the second step, we extract a single topic for
propaganda, radicalization, and recruitment examples for each
SEED dataset of jihadist-ISIS and White supremacist ideology
using LDA. Tis results in a single topic with respective im-
portant words in propaganda, radicalization, and recruitment.
Figures 7(a)–7(c) show the word clouds of three topics obtained
from the MIS dataset. Similarly, Figures 8(a)–8(c) show word
clouds of the three topics obtained from theMWSdataset.Tese
word clouds are based on the topic score obtained using LDA for
MIS and MWS datasets, as shown in Figures 9 and 10.

(3) Step 3. To label text in the IS dataset and the WS dataset,
cosine similarity [85] between the topics of individual MIS and
MWS datasets, with the topic of propaganda, radicalization, and

recruitment from SEED dataset, is calculated. Tis results in
similarity matrix. When similarity is maximum for topic and
label, the respective label, propaganda, radicalization, and re-
cruitment, is assigned to a particular topic. Tus, documents in
IS and WS datasets with the topics labeled are propaganda,
radicalization, and recruitment. Figure 11 shows the complete
process of data labeling.Te calculated cosine similarity between
seed labels and identifed topics is small. Tere are diferent
reasons for low cosine similarity, such as few seed examples, and
not enough signifcant features in SEED dataset.Tis low cosine
similarities are accepted as two diferent datasets i.e., SEED
dataset and tweet+website dataset are compared.

Tis research work aims to develop an ideology in-
dependent extremism detection model. So, to achieve this
aim, two datasets MIS andMWS datasets, are merged.Tis is
carried out by retaining tweets or posts, topics, ideology, and
labels from both datasets. Tis merged dataset will be
henceforth referred to as Merged ISIS-White Supremacist
dataset (MIWS). As seen in Table 5, for the MIS dataset,
topic 0 is labeled as propaganda, topic 1 as radicalization,
and topic 2 as recruitment, as signifcant cosine similarity
was found with the respective classes in the SEED ISIS
dataset. On the other hand, in the MWS dataset, topic 0,
topic 1, and topic 2 are labeled as radicalization, recruitment,
and propaganda as a signifcant similarity score was found
with respective classes of the SEED White Supremacist
dataset. Figures 12(a)–12(c) can provide important words in
the MIWS dataset for propaganda, radicalization, and
recruitment.

2.7. DataValidation (MIWS). In this Section, we discuss the
statistical tests, which will be employed for the data quality
assessment. We employed three statistical techniques that
are cosine similarity, Wilcoxon signed-rank test, and chi-
square test.

2.7.1. Cosine Similarity. Cosine similarity can be used to
compare the similarity between samples. Propaganda, rad-
icalization, and recruitment are compared based on words
and their TF-IDF score. Te cosine function was applied to
a pair of classes. Tese pairs are described in Table 6. Tus,
each class is represented by distinct unique words, and they
infuence each class diferently. Figure 11 shows cosine

Jihadist-ISIS Ideology White Supremacist Ideology

Twitter Collected
Data

Jihadist-ISIS

Twitter Collected
Data

White Supremacist

StormFront Dataset

Gab DatasetMIS Dataset MWS
Dataset

ISIS Kaggle Dataset

Figure 6: Datasets and their combinations.

Computational Intelligence and Neuroscience 15



(a) (b) (c)

Figure 7: Word clouds for (a) topic 0, (b) topic 1, and (c) topic 2 in MIS dataset.

(a) (b) (c)

Figure 8: Word cloud for (a) topic 0, (b) topic 1, and (c) topic 2 in MWS dataset.
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Figure 9: LDA ranking of jihadist-ISIS words for three topic.
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Figure 10: LDA ranking of White supremacist words for three topics.
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similarity between diferent datasets, while in Table 6,
similarities are seen within classes of the same dataset. Tus,
even if values in Table 6 look signifcant, there is not enough
similarity within the dataset given the N1 and N2 sizes.

2.7.2. Wilcoxon Signed-Rank Test. Wilcoxon signed-rank
test [86] is a nonparametric test. It can determine
whether the two samples are collected from the population
of the same distribution. Wilcoxon signed-rank test is also
used to compare two closely related samples and perfectly
matched samples.

In this paper, Wilcoxon signed-rank test is used to prove
whether the selected random samples belonged to a partic-
ular class, i.e., propaganda, radicalization, or recruitment.
Figure 13 shows detailed experiments performed to calculate
the Wilcoxon signed-rank test. CountVectorizer [87] was
applied for feature extraction to the corpus of each class
separately. CountVectorizer returns the matrix with the
count of tokens. Tis was performed so that higher count
words from each corpus may get priority. TfdfVectorizer
[88] was also considered for this experiment but leads to
a dimensional mismatch for Wilcoxon signed-rank test. Te

Cosine Similarity
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Propaganda

Radicalization

Radicalization
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Recruitment

Topic 0

Topic 1

Topic 2
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abandon abdicateabcnew abduct abetabdulabductionability acceptable accurate acquire act actionabstract
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1.093294
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0.000000
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0.000000

1.380403

0.000000

0.000000
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1.098419 Topic2

Topic0

Topic1

3.273194

0.460962

0.361743

0.889721

0.381595

0.384098

0.639427

0.366446

0.366361

1.058252

0.364414

0.371622

0.953454

0.366880

0.387797

0.713969

0.364989

0.365526

1.309879

0.533811

0.363269

LDA Topics of Examples from Seed Dataset LDA Topics from IS Dataset/WS Dataset

Figure 11: Data labeling.

Table 5: Examples from the Merged dataset.

Sr. no Tweet LDA topic Ideology Label

1 “Did not i tell you that JN only make takfr on those who spill their holy blood?
SRF, hazm?” 0 Jihadist-ISIS Propaganda

2 “Mujahideen from Burma capture 3 pigs of the Buddhist army” 1 Jihadist-ISIS Radicalization

3 “Our prophet, has ordered us to fght you till you worship allah alone or give
jizya” 2 Jihadist-ISIS Recruitment

4
“Tey act as if negros with aids should have the right to reproduce when they will
die of and have no way to take care of the kid I cannot believe that they are doing

this by the millions its crazy”
0 White supremacist Radicalization

5 “You are white and you are better than them and the next time they harass you
and someone else form a group of buddies, go up to the principal ofce.” 1 White supremacist Recruitment

6 “It is not right unless it is white.” 2 White supremacist Propaganda
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TfdfVectorizer also produces p values >0.05 when di-
mensions are matched.

To perform these experiments, a null hypothesis is re-
quired, which is as follows:

H0-medians of word count of classes are equal.
Terefore, there is no signifcant diference between
classes
H1-medians of word count of classes are not equal.
Terefore, there is a signifcant diference between the
classes

Wilcoxon signed-rank test compares examples based on
two test statistics. First, W test statistics which is the sum of
ranks with diferences below or above zero.Te second is the
p value which is the confrmation against the null hy-
pothesis. Together, W and p value determine the validity of
the null hypothesis.

To calculate W, the following procedure is performed:
Let N be the sample size, and for pairs, let x1,i, and x2,i

denote the measurements.

(i) Calculate |x2,i–x1,i| and sgn (x2,i–x1,i), where sgn is
the sign function that returns the sign of a real
number

(ii) Exclude the pair with |x2,i–x1,i|� 0, and the new
sample will be Nr

(iii) Order the remaining pair in an ascending order with
a diference of |x2,i–x1,i|

(iv) Rank the pairs with the smallest nonzero diference
as 1. Let Ri denote the rank

(v) Te test statistic W is calculated as

W � 􏽘

Nr

i�1
sgn x2,i − x1,i􏼐 􏼑∙Ri􏽨 􏽩. (2)

Te p value is considered as the evidence against the null
hypothesis. Te null hypothesis is rejected if the p value is
<0.05. Tis threshold of 0.05 or 5% is considered a level of
signifcance. Te count for each word representing classes is
calculated.

As the classifcation is a multiclass classifcation, the tests
are divided into diferent cases which are as follows:

(i) Case 1: here, the propaganda class and recruitment
class are compared using CountVectorizer of n
number of words from both classes

(ii) Case 2: here, radicalization class and propaganda
class are compared using CountVectorizer of n
number of words from both classes

(iii) Case 3: here, recruitment class and radicalization
class are compared using CountVectorizer of n
number of words from both classes

Table 7 shows cases, their samples, test statistics, hy-
pothesis, and inference. Te Wilcoxon signed-rank test
provides test statistic “W” which is used to calculate the p
value from the reference table [86].

2.7.3. Chi-Square Test. Te chi-square test is a popular
statistical test used to evaluate the relationship between two
variables [89]. Most of the time, the chi-square test is applied
to test the dependence of the occurrence of the term and the
occurrence of the class. Moreover, it is commonly used as
a feature selection method. For example, the following
formula is used to calculate the rank of terms that appear in
the corpus:

χ2(D, t, c) � 􏽘
etϵ 0,1{ }

􏽘
ecϵ 0,1{ }

Netec
− Eetec

􏼐 􏼑
2

Eetec

. (3)

Here, et and ec are binary variables in the contingency
table, t is the term, c is the class, D is the corpus, N is the
observed frequency, and E is the expected frequency. Te
term t and class c are said to be dependent if χ2 is high.Tus,
making term t an important feature that causes term t to
indicate class c.

Table 8 shows important words within ISIS SEED, WS
SEED, and MIWS datasets obtained by applying the chi-
square test. Each dataset has a few repeated words. Tis can
be attributed to diferent ideologies, sources, and
dataset sizes.

(a) (b) (c)

Figure 12: Word clouds for (a) propaganda, (b) radicalization, and (c) recruitment class from MIWS.
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2.8. Inferences. As seen from Table 6, cosine similarity
proves that the obtained classes, namely, propaganda,
radicalization, and recruitment are signifcantly diferent.
Te Wilcoxon signed-rank test also shows signifcant dif-
ferences between the classes, so they have distinct features to
make them unique. Te chi-square test in Table 8 shows
distinct word features to depict propaganda, radicalization,
and recruitment.

Tus, it can be inferred that the newly formed classes
propaganda, radicalization, and recruitment stand unique
with statistical validation methods.

2.9. Dataset Evaluation

2.9.1. Experimental Setup. Experiments were carried out on
the HPWorkstation Z8 G4machine. It is equipped with a Xeon
processor of 3GHz, 128GB of RAM, and Nvidia Quadro P400
GPU with 2GB memory. In addition, some experiments were
carried out on Nvidia DGX-Server with 4 Nvidia Tesla V-100
GPUswith 32GBmemory.Due to the limited capability of these
systems, Google Colab was used. All the results in Table 9 are
obtained on Google Colab.

2.9.2. Size of Datasets. Te size of datasets are provided in
Table 10.

2.9.3. Analyzing Imbalance in Datasets. Te balance and
imbalance in datasets are shown in Table 11.

2.10. Feature Extraction Techniques. To create word vectors,
diferent feature extraction techniques are used in online
extremism. In this work, the following feature extraction
techniques are used:

2.10.1. Unigram with TF-IDF. As seen in Table 9, the TF-IDF
is used as the feature extraction technique. TF-IDF gives im-
portant words in the document based on its weightage in corpus
[90].Tus, TF-IDFwas chosen, as it shows the word importance
and is also used in many studies. Unigrams are considered to
identify and elevate the importance of unique words repre-
senting the particular class, propaganda, radicalization, or
recruitment.

2.10.2. Bigrams and Trigrams with TF-IDF. Bigrams and
trigrams features are used with TF-IDF for more complex
analysis. Tese features provide the combination of words
that afect the classifcation of the documents.

2.10.3. Word2Vec. Word2vec uses a neural network to learn
word embeddings or word vectors from the given corpus.
Word2vec is used to gathermore dimensional features to classify
extremism text into propaganda, radicalization, and re-
cruitment. Te word2vec model pretrained on Google News
with 300 dimensions was used for feature extraction in this
work. Figure 14 shows word vectors and their positions con-
cerning each other using t-sne. Euclidean distance is used as
a metric to calculate the distance between features. Tus, the
lesser the Euclidean distance the more frequently the words
appear together in a group. In Figure 14 it can be seen extremism
infuencing words are close to each other. Words such as “is-
lamic state,” “dead,” “Afghanistan,” “wounded,” and “targeted”
form a group. It can be also observed “bomb,” “raqqa,” “de-
struction,” “gaza,” “terror,” “attack,” and “battle” indicates the
focus of groups on a particular location. Te words such as
“white,” “muslims,” “muslim,” and “black” stood out from other
keywords indicating their usage in diferent contexts. Tus,
word2vec can be efectively used for online extremism detection.

MIWS Dataset

Propaganda

Radicalization

Recruitment

CountVectorizer

CountVectorizer

CountVectorizer

Wilcoxon Signed
Rank Test

Case 2

Case 3

Case 1

Results

Figure 13: Complete process for performing Wilcoxon signed-rank test.
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Table 8: Important words obtained by using chi-square.

Sr no
Propaganda Radicalization Recruitment

ISIS
SEED WS SEED MIWS ISIS

SEED WS SEED MIWS ISIS
SEED WS SEED MIWS

1 Arab Backwards Aspect Matter Race Killed Bless Adapt Coalition
2 Massacre Alien Islamic Call Attack Airstrikes Counter Accept Martyrdom
3 People Based Beasts Nation Purity State Pkk Stand Behead
4 Assadis Aboriginals Allahu Destroy Scripture Communist Behead Student Adapt
5 America Auschwitz Apostate Bullet Call Caliph Believe School Munafq
6 Apostate Beasts Assadis Communist Chosen Amaqagency Achieve Friend Believe
7 Possible Aspect Black Single Body Race Protect Apologist Iraqi
8 Babylon Base Israeli Caliph Believe Nation Place Many Accept
9 Back Armed Arab State Resist Assault Pledge Antifa Join
10 Photographer Other Operation Realize Revelation Saudi Point White Full

Table 9: Algorithms, features, and performance.

Sr no Algorithm Features
MIS MWS MIWS

Precision Recall F1score Precision Recall F1 score Precision Recall F1 score

1 MNB

TF-IDF 0.67 0.67 0.67 0.73 0.76 0.74 0.61 0.61 0.61
TF-IDF+ bigrams 0.69 0.68 0.69 0.73 0.76 0.74 0.62 0.62 0.62
TF-IDF+ trigrams 0.64 0.64 0.64 0.72 0.75 0.73 0.60 0.60 0.60

Word2vec 0.49 0.38 0.32 0.61 0.76 0.66 0.46 0.46 0.46

2 SVM

TF-IDF 0.71 0.70 0.70 0.74 0.77 0.70 0.69 0.68 0.68
TF-IDF+ bigrams 0.74 0.47 0.37 0.58 0.76 0.66 0.75 0.41 0.32
TF-IDF+ trigrams 0.75 0.45 0.35 0.58 0.76 0.66 0.76 0.38 0.27

Word2vec 0.51 0.50 0.50 0.70 0.64 0.66 0.54 0.53 0.53

3 Random forest

TF-IDF 0.62 0.61 0.60 0.66 0.73 0.68 0.63 0.64 0.63
TF-IDF+ bigrams 0.69 0.69 0.68 0.58 0.76 0.66 0.61 0.61 0.60
TF-IDF+ trigrams 0.61 0.59 0.58 0.58 0.76 0.66 0.59 0.57 0.53

Word2vec 0.56 0.56 0.56 0.72 0.77 0.69 0.53 0.53 0.52

4 XGBoost

TF-IDF 0.60 0.59 0.59 0.70 0.76 0.70 0.61 0.62 0.62
TF-IDF+ bigrams 0.58 0.58 0.58 0.69 0.76 0.70 0.60 0.60 0.59
TF-IDF+ trigrams 0.58 0.58 0.57 0.69 0.76 0.70 0.59 0.60 0.59

Word2vec 0.59 0.59 0.59 0.75 0.78 0.73 0.60 0.60 0.60

Table 10: Size of datasets.

Datasets Source Ideology Total tweets/posts
Twitter tweets Twitter White supremacist 2,000
Twitter tweets Twitter Jihadist-ISIS 2,000
ISIS Kaggle dataset [22] Twitter Jihadist-ISIS ∼15,000
StormFront [20] +Gab dataset [21] StormFront and Gab White supremacist ∼9000 (only hate class)

Table 11: Balance and imbalance in datasets.

Datasets Number of classes Class 1 Class 2 Class 3
ISIS Kaggle dataset 1 15,438 — —
StormFront dataset 2 1180 (hate) 8,537 (nohate) —
Gab dataset 2 8,327 (hate) ∼25,000 (other) —
MIS 3 7,214 (propaganda) 5,103 (radicalization) 51,21 (recruitment)
MWS 3 5,131 (propaganda) 3,214 (radicalization) 3,162 (recruitment)
MIWS 3 12,345 (propaganda) 8,317 (radicalization) 8,283 (recruitment)
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Word2vec is used in combination with classifers mentioned in
the next section. Word2vec is fne-tuned to a window size of 15,
a minimum count of 10 words, and with ten iterations to
provide the best possible performance metrics.

2.11. Classifers. To classify and predict, this work uses the
following ML algorithms:

2.11.1. Multinomial Naı̈ve Bayes. MNB works on the
probabilistic principle. Näıve Bayes assumes that there exists
a conditional independence between every pair of features.
In addition to this MNB, also assumes that distribution for
all pair is multinomial distribution. Tis assumption of
multinomial distribution works well in the case of word
counts in the document. Tus, classifying text data based on
the probabilistic appearance of a word within the document
helps to get a baseline for performance metrics.

2.11.2. Support Vector Machine. In online extremism de-
tection, SVMcan separate important words of a particular group
or class by defning the exact separation line.Tis separation line
is referred to as a hyperplane. SVM creates support vectors that
are at the optimal distance from the hyperplane.Tis ensures the
words of a particular group are at a signifcant distance from

words of another group. So, one can get fairly accurate per-
formance metrics due to this property of SVM.

2.11.3. Random Forest. Random forest uses multiple de-
cision trees to classify data. Every decision tree consists of
decision nodes, root nodes, and leaf nodes. Tus, every
decision tree in random forest is trained on a subsample of
the dataset. Tus, each tree is ensured to be built upon the
best subset of features. It takes the majority output of the
decision trees to arrive at the classifcation. Tis reduces
overftting, thus making random forest a good choice for the
extremism text classifcation.

2.11.4. XGBoost. XGBoost uses gradient boosting for the
classifcation. In XGBoost, gradient boosting is achieved by
pruning trees backward that exceed the maximum depth of
tree criteria, thus, increasing the speed of the algorithm by
employing the depth-frst technique. XGBoost can also work
with a small amount of data. XGBoost also supports out-
of-core computing, that is, it can handle data more than disk
space and memory. Another advantage of XGBoost is, it
provides parallelization, thus making the classifcation
process faster.

Figure 15, provides details about the ML pipeline for the
best-ft model. In this pipeline, the MIWS dataset with

300
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Figure 14: Word vectors using t-SNE and word2vec on MIWS dataset.
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preprocessed data is taken as input. Table 10 shows the count
of tweets while Table 11 describes data imbalance in datasets
used in this study. Ten, train/validation/test split is per-
formed on selected data. Diferent split ratios are used such
as 60 : 20 : 20, 70 :15 :15,80 :10 :10, and 90 : 05 : 05.Te better
results were obtained for the 90 : 05 : 05 split. Particular
columns such as preprocessed text and labels are selected for
classifcation. As the labels are in string format, a label
encoder is used to convert labels into the numerical format.
Multiple ML algorithms as mentioned before are provided
with GridSearchCV. Te hyperparameters used for ML al-
gorithms are shown in Table 12. Te ML algorithms are
scored on basis of performance metrics such as precision,
recall, and F1 score. Te ROC-AUC curve is also created for

the visualising the performance of algorithms. On the basis
of performance metrics and the ROC-AUC curve, the best-
ft model is selected. A total of 64 experiments were con-
ducted to get consistent results. Te fnal models for every
algorithm provided stable results as shown in Table 12. Te
bold values in Table 12 indicate the best results due to these
hyperparameter values.

3. Results and Discussion

Multiple machine learning classifers are used to assess and
measure the classifcation performance of extremism data
into propaganda, radicalization, and recruitment. Te al-
gorithms used areMNB, SVM, random forest, and XGBoost.

MIWS
Dataset

Train/Validation
/Test Split Select Columns Label Encoder

Best Fit Model ROC AUC Performance
Metrics Algorithm

Figure 15: ML pipeline.

Table 12: Hyperparameters used for fne-tuning ML algorithms.

Algorithm CV Learning
rate/gamma/alpha

C (max
depth)

Kernel
(max_features) n_estimators

MNB 10 0.1, 0.5, and 1 — — —
SVM 10 1e− 3, 1e− 4, and 1e− 5 1, 2, and 3 linear, poly, and rbf
Random forest 10 — 300, 350, and 400 auto and sqrt 80, 90, and 100
XGBoost 10 0.1, 0.01, and 0.001 4, 5, and 6 — 500, 550, and 600
Bold values are the optimal hyperparameters for the respective algorithm.

Precision Recall F1 Precision Recall F1 Precision Recall F1

MIS MWS MIWS

MNB TF-IDF + Unigram
SVM TF-IDF + Unigram

Random Forest TF-IDF + Unigram
XGBoost TF-IDF + Unigram

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

Figure 16: Performance metrics of algorithms on all datasets with TF-IDF unigram.
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Tese machine learning classifers are chosen as they have
been popularly used in online extremism detection research
[36, 62].

3.1. Comparison of TF-IDF Unigram Results. Figures 16–19
shows the comparative performance of four feature ex-
traction techniques with classifers. It can be observed from
the fgures that TF-IDF unigram outperforms other feature
extraction techniques, as unigram extracts the unique words
that characterize the class. On the other hand, bigrams and
trigrams ofer comparatively low performance compared to
unigrams for the frequent combinations of words in the
multi-ideology MIWS dataset.

Word2vec with XGBoost ofers comparable perfor-
mance for the MIWS dataset, as it is pretrained on Google
News data, as Google News may have accounted for ex-
tremism text. XGBoost with word2vec gives an F1 score of
0.60. It is also observed that word2vec can achieve better
performance with more training epochs.

3.2. ROC-AUC (Unigram) for All Classifers for MIWS.
Receiver operating characteristics (ROC) is the graph that
shows the performance of classifcation models at all clas-
sifcation thresholds [91]. Area under curve represents that
the total two-dimensional are underneath ROC curve [92].
Figures 20 and 21 show the relative performance of chosen

MNB TF-IDF + bi-grams
SVM TF-IDF + bi-grams

Random Forest TF-IDF + bi-grams
XGBoost TF-IDF + bi-grams
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MIS MWS MIWS
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Figure 17: Performance metrics of algorithms on all datasets with TF-IDF bigrams.

MNB TF-IDF + tri-grams
SVM TF-IDF + tri-grams

Random Forest TF-IDF + tri-grams
XGBoost TF-IDF + tri-grams

Precision Recall F1 Precision Recall F1 Precision Recall F1

MIS MWS MIWS
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Figure 18: Performance metrics of algorithms on all datasets with TF-IDF trigrams.
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classifers with the same feature extraction techniques,
TF-IDF and unigram.

ROC-AUC are chosen for fnding the relative perfor-
mance of classifers as they are focused on true positive
values for multiclasses propaganda (Class 0), radicalization
(Class 1), and recruitment (Class 2).

It is observed that the performance of all classifers on the
MIWS dataset is satisfactory, with an AUC of around 0.70
for MNB and SVM. For random forest and XGBoost, the
AUC is around 0.65. Tus, it can be said that SVM with
TF-IDF unigram outperforms other classifers.

Furthermore, SVM performs better due to marginalizing
classes based on the unique words present in the MIWS
dataset.

3.3. Multiclass Classifcation (Labelwise Precision and Recall
and F1 Score with Support). A total of 64 experiments were
conducted to obtain consistent results across algorithms
and features combined with diferent random states. Four
experiments for each combination of algorithm and feature
were carried out. Table 13 provides the standard deviation

Precision Recall F1 Precision Recall F1 Precision Recall F1

MIS MWS MIWS
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0.4

0.5

0.6

0.7

0.8

0.9

MNB Word2Vec
SVM Word2Vec

Random Forest Word2Vec
XGBoost Word2Vec

Figure 19: Performance metrics of algorithms on all datasets with word2vec.
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Figure 20: ROC curve for MIWS with TF-IDF unigram using (a) MNB and (b) SVM.
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of results on MIWS dataset. It can be observed that
standard deviation is quite low. Tus, the results are
stable. Table 14 provides rank for the algorithm with
features based on results in Table 9. Freidman rank test

was performed to determine a rank-based signifcance for
obtained results. Te calculated p value by Freidman test
was less than 0.05, that is, 1.7651e − 8. As seen in Tables 9
and 14, the ranks were calculated in descending order of
results, so the lesser the rank, the more signifcant the
results are. Terefore, SVM+TF-IDF results are signif-
cant and better than other algorithms and feature
combinations.

Tables 15–18 give precision, recall, F1 score, and
support for the TF-IDF unigram on the MIWS dataset for
the chosen classifers. It can be observed that SVM is the
best classifer for propaganda, radicalization, and re-
cruitment classes with an F1 score of 0.68, 0.72, and 0.63,
respectively.
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Figure 21: ROC curve for MIWS with TF-IDF unigram using (a) random forest and (b) XGBoost.

Table 13: Standard deviation of results for the MIWS dataset.

Algorithm Features
MIWS

Precision Recall F1 score

MNB

TF-IDF 0.005774 0.011547 0.005774
TF-IDF+ bigrams 0.009574 0.005 0.008165
TF-IDF+ trigrams 0.01 0.01291 0.009574

Word2vec 0.015 0.02 0.014142

SVM

TF-IDF 0.009574 0.01 0.005
TF-IDF+ bigrams 0.070711 0.025 0.017321
TF-IDF+ trigrams 0 0.01291 0.021602

Word2vec 0.005 0.01 0.005

Random
forest

TF-IDF 0.01 0.01 0.005
TF-IDF+ bigrams 0.005 0.005 0.005
TF-IDF+ trigrams 0.02 0.015 0.04

Word2vec 0.005 0.005 0.005

XGBoost

TF-IDF 0 0.005 0.01
TF-IDF+ bigrams 0.009574 0.005 0.01893
TF-IDF+ trigrams 0.005 0.01 0.005

Word2vec 0.008165 0.009574 0.008165

Table 14: Signifcant results by ranks.

Algorithm Features Rank
MNB TF-IDF 4.5
MNB TF-IDF+ bigrams 2.5
SVM TF-IDF 1
Random forest TF-IDF 2.5
XGBoost TF-IDF 4.5

Table 15: Label wise performance metrics for MNB TF-IDF.

Algorithm
and
feature

Class Precision Recall F1
score Support

MNB and
TF-IDF

Propaganda 0.59 0.63 0.61 1234
Radicalization 0.65 0.64 0.65 831
Recruitment 0.58 0.55 0.56 828

Table 16: Label wise performance metrics for SVM TF-IDF.

Algorithm
and
feature

Class Precision Recall F1
score Support

SVM and
TF-IDF

Propaganda 0.60 0.79 0.68 1234
Radicalization 0.75 0.69 0.72 831
Recruitment 0.71 0.56 0.63 828
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Table 17: Labelwise performance metrics for random forest TF-IDF.

Algorithm and
feature Class Precision Recall F1 score Support

Random forest and TF-IDF
Propaganda 0.60 0.66 0.63 1234
Radicalization 0.65 0.76 0.70 831
Recruitment 0.64 0.49 0.55 828

Table 18: Labelwise performance metrics for XGBoost TF-IDF.

Algorithm and
feature Class Precision Recall F1 score Support

XGBoost and TF-IDF
Propaganda 0.60 0.63 0.62 1234
Radicalization 0.64 0.75 0.69 831
Recruitment 0.59 0.46 0.51 828
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Figure 22: Confusion matrix of (a) MNB and (b) SVM.
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Figure 23: Confusion matrix of (a) random forest and (b) XGBoost.
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3.4. MIS Dataset. As seen in Table 9, SVM with TF-IDF
unigram provides better results thanMNB, random forest,
and XGBoost for MIS dataset. For the MIS dataset con-
taining jihadist-ISIS ideology, SVM with TF-IDF provides
a better F1 score of 0.70. MNB and random forest with
TF-IDF bigrams show an F1score of 0.69 and 0.68, re-
spectively. MNB gives an F1 score of 0.64 for TF-IDF
trigrams, exceeding other classifers for the same feature.
Only XGBoost shows better results using word2vec for
feature extraction with an F1 score of 0.59.

3.5. MWS Dataset. For the MWS dataset, XGBoost with
word2vec outperforms all other features extraction and
classifers used. Table 9 shows that XGBoost with word2vec
gives a precision, recall, and F1 score of 0.75, 0.78, and 0.73,
respectively. Tis can be attributed to the unique words in
the MWS dataset, which may frequently appear in Google
News data. For TF-IDF unigram, bigram, and trigram, MNB
outperforms other classifers with an F1score of 0.74, 0.74,
and 0.73.

3.6. MIWS Dataset. For the unigram features chosen, ma-
chine learning classifers ofer a better performance. MNB,
SVM, random forest, and XGBoost give an F1 score of 0.61,
0.68, 0.63, and 0.62, respectively, for unigram features. SVM
provides maximum performance if F1 scores are compared.
Tis can be attributed to common unique words for MIS
and MWS.

For bigram and trigram features, the performance of
algorithms reduces drastically. Tis can be attributed to
diferent words based on the ideologies that are merged in
a single dataset. Tus, bigram and trigram may not be ef-
fective in identifying and analyzing multiple ideologies to-
gether. Word2vec gives better performance for XGBoost.
Te F1score obtained from XGBoost with word2vec is 0.60.
Figures 22 and 23 show the confusion matrix obtained by
applying MNB, SVM, RF, and XGBoost on the MIWS
dataset.

3.7. Inferences and Discussion. As seen in Tables 9–18, the
results are a bit low. Tis is due to the merging of two
diferent ideologies as the aim is to develop a generalized and
ideology-independent extremism detection model. Methods
and techniques to improve the results are discussed in the
Section, Future Work.

Table 9 shows the comparative performance of the
classifers on the diferent feature extraction methods. Te
MIWS dataset with ∼17,000 ISIS and ∼11,000 WS examples
is a multi-ideology dataset. Te extremist dataset was de-
veloped and validated with three statistical methods that
proved that the dataset is robust with the unique features in
the three classes. Te performance of ML algorithms on
these extracted features in the dataset also shows potential
for applying DL classifers.

3.8. Limitations. Te size of the dataset is an important
aspect of machine learning. However, the size of the SEED

dataset used in this work is limited, with fewer research
articles. Tis is due to the lower availability of extremist text
examples classifed as propaganda, radicalization, and re-
cruitment in the existing literature. Even with data imbal-
ance, current data provides acceptable results, but balanced
data is required to predict extremist text with precision.

Te extremist text in the existing literature was manually
labeled as propaganda, radicalization, and recruitment by
experts. However, this labeling is limited by interrater
agreement or expert opinion in the existing literature. Tus,
the SEED dataset that is employed for topic modeling has the
threat of expert bias. Hence the work relies on statistical
validation techniques to verify the strength of the dataset.
Furthermore, it is challenging both experimentally and
ethically to quantify the bias of experts. Hence, at current
stage of research it is not possible to compare the bias of both
experts and the ML algorithm.

In this work, only three diferent topics or classes are
considered for extremism classifcation text.Terefore, these
topics were identifed using simple LDA. Te context-aware
LDA [93] or context-aware topic modeling could be used to
extract multiple diferent topics within extremism text.

Rigorous statistical tests were essential for estimating the
strengths of the topic clusters. Tis work employed cosine
similarity, Wilcoxon signed-rank, and chi-square tests for
data validation as they were popularly employed in the
literature. However, more statistical tests can be additionally
employed to ensure the quality of data.

In this work, only four feature extraction techniques and
four machine learning classifers are employed on the de-
veloped MIWS dataset. Terefore, the results are limited by
the choice of these representative classifers and feature
extractors. Te classifcation and feature extraction purpose
was to realize the model that would accurately classify the
dataset.

A variety of advanced feature extraction techniques such
as pretrained vectors can be further evaluated for a better
accuracy. Advanced classifers andtransformers can also be
employed for achieving better accuracy.

4. Conclusion

Tis work focuses on constructing a multi-ideology and
multiclass extremism text dataset with a comparative
analysis of the performance of features extraction techniques
and machine learning classifers. Most extremism research
studies focuses on a single ideology, with binary or tertiary
classifcation such as extremist, nonextremist, and irrelevant
classes. Consequently, there are limited insights from such
works [19].

In this work, we develop a multi-ideology dataset with
the most popular jihadist-ISIS and White supremacist
ideologies. Tis dataset provides a broader view of ex-
tremism text with popular extremist ideologies brought
together for better insights into data. Te dataset also builds
a multilabel extremist text dataset by classifying data as
propaganda, radicalization, and recruitment.

Te extremist text dataset was made contemporary by
collecting extremist texts from diferent data sources
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(Twitter, ISIS Kaggle, StormFront dataset, and Gab dataset).
In addition, we created ideology-specifc datasets, which are
called MIS (jihadist-ISIS), MWS (White supremacist), and
proposed MIWS (multi-ideology) datasets with data pre-
processing techniques applied.

A SEED dataset was created using existing literature that
provided us with labeled examples of propaganda, radical-
ization, and recruitment.Ten, the labeled SEED dataset was
used to group/cluster the MIS, MWS, and MIWS datasets
into propaganda, radicalization, and recruitment by using
the LDA technique and cosine similarity. Te grouping/
clustering was further validated using statistical techniques.
In this work, three diferent statistical tests, such as cosine
similarity, Wilcoxon signed-rank test, and chi-square test,
validated data labeling. Tus, our work is free from expert
bias resulting due to manual validation such as previous
literature.Te visualization of word vectors with t-sne is also
performed to highlight the unique words in propaganda,
radicalization, and recruitment classes from the MIWS
dataset.

To assess the performance of datasets, multiple features
such as TF-IDF (unigram, bigram, and trigram) and pre-
trained word2vec (Google News) are used. Tese features
were provided as input to classifers such as MNB, SVM, RF,
and XGBoost. For the proposed MIWS dataset, TF-IDF
unigram with SVM provides the highest precision of 0.69,
recall of 0.68, and F1score of 0.68. Tus, the results obtained
using ML algorithms can be considered as a baseline for
future work consisting of deep learning techniques.

Tis work, pioneers in developing the multi-ideology
extremism text, MIWS dataset can classify extremism data
into multiclasses such as propaganda, radicalization, and
recruitment with robust statistical data validation techniques
employed. Furthermore, this work investigates the best
feature extraction technique and classifer for the proposed
MIWS dataset, which guarantees better classifcation
performance.

4.1. Future Work. Te presented work is an important
milestone in online extremism text detection research. Tis
will open multiple avenues in the following research areas:

4.1.1. Versatility of Extremism Text Dataset. Our work
proves that multi-ideology datasets create a broader view of
extremism text with comparable classifcation performance
over single-ideology datasets. In the future, the presented
dataset can be made more versatile with other popular
extremist ideologies and sources. Increasing the SEED
dataset also may produce more signifcant results. Diferent
techniques such as word mover’s distance [94] can also be
used to calculate and improve the similarity between labels
and topics.

4.1.2. Feature Extraction Techniques. Context-aware topic
modeling can be used to extract multiple diferent topics
such as promoting violent acts and antisemitism. Popular
feature extraction techniques such as pretrained vectors,

GLoVe [95], and FastText [96], can be employed to extract
complex relationships among extremism data. Tese can
further enhance the accuracy of extremism detection
models.

4.1.3. Transfer Learning and Deep Learning Approaches.
Tis research work uses machine learning classifers for
evaluating the proposed dataset. Future works can use deep
learning models such as LSTM and CNN, and pretrained
networks such as FastText, BERT, or RoBERTa for a better
semantic analysis of extremism data. Tis can help achieve
a higher performance for the classifcation of extremism text
into propaganda, radicalization, and recruitment.

4.1.4. Detection of Extremism Based on Geographical Context.
Te geographical location of extremists and extremist or-
ganizations plays an important role in analyzing pro-
paganda, radicalization, and recruitment on social media
platforms. Te researchers have used the tweet location to
identify extremist afliations. It is necessary to identify the
targeted nations through the extremist text which will
speculate the activities of extremists. So, the extraction of
geographical locations can play a major role in providing
insights into extremist propaganda, radicalization, and re-
cruitment tactics.
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Depression is a global prevalent ailment for possible mental illness or mental disorder globally. Recognizing depressed early signs
is critical for evaluating and preventing mental illness. With the progress of machine learning, it is possible to make intelligent
systems capable of detecting depressive symptoms using speech analysis. -is study presents a hybrid model to identify and
predict mental illness from Arabic speech analysis due to depression.-e proposed hybrid model comprises convolutional neural
network (CNN) and a support vector machine (SVM) to identify and predict mental disorders. Experiments are performed on the
Arabic speech benchmark data set of 200 speeches. A total of 70% of data were reserved for training, while 30% of data were to test
the proposed model. -e hybrid model (CNN+ SVM) attained a 90.0% and 91.60% accuracy rate to predict the depression from
Arabic speech analysis for training and testing stages. To authenticate the results of a proposed hybrid model, recurrent neural
network (RNN) and CNN are also applied to the same data set individually, and the results are compared with each other. -e
RNN achieved an 80.70% and 81.60% accuracy rate to predict depression while speaking in the training and testing stages. -e
CNN predicted the depression in the training and testing stages with 88.50% and 86.60% accuracy rates. Based on the analysis, the
proposed hybrid model secured better prediction results than individual RNN and CNN models on the same data set. Fur-
thermore, the suggested model had a lower FPR, FNR, and higher accuracy, AUC, sensitivity, and specificity rate than individual
RNN, CNNmodel performance in predicting depression. Finally, the achieved findings will be helpful to classify depression while
speaking Arabic/speech and will be beneficial for physicians, psychiatrists, and psychologists in the detection of depression.

1. Introduction

Depression is known as a mental disorder or mental illness,
and according to WHO, currently more than 300 million
(4.4%) people are affected by depression [1], and its rate is
continually increasing [2]. From 2005 to 2015, almost 18% of
the occurrence of depression has increased worldwide.
Depression leads to somatic problems, mental disorders,
sleep disorders, and gastrointestinal problems. -e self-
confidence and rumination symptoms show in depression-
related patients [3, 4]. It affects the functioning or perfor-
mance of patients at school, family, and work. It may also
severely impact people causing self-harm and sometimes

suicide. Mood disorder and mental illness in adult life are
also associated with depressive disorder [5, 6]. From de-
pression, people may also experience a bad mood, low self-
esteem, loss of interest, low energy, and body pain without a
clear cause [7]. Automatic speech recognition (ASR) is well
known as speech recognition. It provides the facility of
understanding the users’ speech by converting the word
speech into series using the computer [8]. A speech emotion
recognition system is helpful in medical practice for
detecting changes in mental state and emotions. For ex-
ample, when a patient has mood swings, the system will react
rapidly and examine their current psychological state [9]. As
a result, the depression prediction methods might help

Hindawi
Computational Intelligence and Neuroscience
Volume 2022, Article ID 8622022, 9 pages
https://doi.org/10.1155/2022/8622022

mailto:18101713-006@uog.edu.pk
https://orcid.org/0000-0002-2546-2450
https://orcid.org/0000-0002-6301-1220
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/8622022


RE
TR
AC
TE
D

design better mental health care software and technologies
such as intelligent robots.

1.1.Background. Depression rates are continually increasing
in people where many issues occur from this mental disorder
in daily life. Unfortunately, it is difficult to predict de-
pression from people while neutral speaking. Machine
learning can be considered one of the most common ways to
look at data from different sources and figure out how people
feel and speak under depression.

Early recognition of depressed symptoms, followed by
evaluation and therapy, may greatly enhance the odds of
controlling symptoms and the underlying illness and at-
tenuate harmful consequences for health and social life.
However, detecting depression disorder is difficult and time-
consuming. Current methods primarily rely on clinical
discussion and surveys conducted by a psychologist for
mental disorder predictions. -is method is largely based on
one-on-one surveys and may generally identify depression
as a mental disorder condition. Since machine learning
models are increasingly being used to make essential pre-
dictions in critical situations daily, the demand for trans-
parency from all the people in the AI industry grows in these
situations. Many research projects attempt to develop an
automated depression detection system [10]. -e GMMs
(Gaussian mixtures models) [11, 12], HMMs (hidden
Markov models) [13], and SVM (support vector machine)
[14, 15] were used to recognize the depressed emotions using
the speech data.

Deep neural networks have lately made significant
contributions to a wide range of disciplines of study, in-
cluding pattern recognition, and proved a better option than
traditional machine learning techniques such as SVM, ANN,
HMM, and so on. Han et al. [16] proposed a DNN-ELM
(extreme learning machine) based voice emotion classifi-
cation system. Bertero and Fung [17] used the convolutional
neural network (CNN), which has a lot of applications in this
field to recognize voice-related emotions, and reported good
results. In the subsequent research, RNN and LSTM (long
short-term memory) were also enhanced, and GRU [18],
QRNN [19], and other models were also proposed for speech
data. Simultaneously, different work attempted to integrate
the CNN and RNN into a CRNN model for speech emotion
recognition [20]. -e 1D-CNN architecture improves the
individual systems’ performance since it was recently de-
veloped to deal with text or one-dimension data such as
human speech. However, ensemble CNN models exhibited
better performance for emotions classification using speech
analysis [7].

To help address these issues, we built an automated
method for identifying depressive symptoms from Arabic
speech analysis. -e proposed automated mental illness
identification technique, which describes users’ concerns in
Arabic, might significantly contribute to this research area.
-is study proposed a hybridmodel (CNN+SVM) to classify
depression from Arabic speech analysis and predict mental
disorders. Additionally, results are compared with RNN and
1-D CNN for the same problem on the same data set.

1.2. Main Contributions. -is research has the following
main contributions:

(i) -e first time, CNN+ SVM-based hybrid model is
proposed for Arabic speech analysis to predict
mental illness due to depression and attained ap-
proximately 92% accuracy

(ii) A large Arabic speech benchmark data set is
employed for experiments

(iii) Experts from both themedical and psychology fields
are consulted to derive possible symptoms of de-
pression for best features identification

(iv) RNN and CNN are individually applied to the same
data set for analysis and comparisons of the results
of the proposed hybrid model

(v) Using our model researcher will detect depression
while speaking the Arabic language with an ap-
proximately 92% accuracy rate

Furthermore, this research is divided into four main
sections. Section 2 presents the proposed methodology.
Section 3 details experimental results with analysis. Section 4
compares the results of the proposed hybrid model with
individual RNN and CNN on the same benchmark data set.
Finally, Section 5 summarizes the research.

2. Proposed Methodology

-is study is designed to predict depression using recorded
Arabic speech analysis or while speaking in the Arabic
language with the proposed hybrid approach exhibited in
Figure 1 and compare with deep learning (DL) models such
as RNN and CNN.

First, we extracted the features from the speeches of both
depression and nondepression groups. -e Mcc, chro-
ma_stft, chroma_cqt, tonnetz, melspectrogram, spec-
tral_centroid, and spectral_contrast features were extracted
for speeches using the Python coding.

CNN is a deep learning model used for pattern classi-
fication and is composed of an input layer, hidden layers,
and output layer F � (Y, W) � X, where Y is the input,W is
the weight vector, F is any function, and X is the output. -e
hidden layer contains four components: the convolution
layer, pooling layer, fully connected layer, and activation
function [21].

(i) Convolution layer: a kernel is selected that goes over
the input vector that produces a feature map
xi,j � σ((W∗Y)i,j + b), where xi,j is the output of
the convolution operator, W is the kernel with goes
over, Y is the input, σ denotes the nonlinearity in the
network, and b is the bias [21–23].

(ii) Pooling layer: the dominant features are extracted
by selecting a window that passes through the
pooling function, average pooling, max-pooling, or
stochastic pooling [24].

(iii) Fully connected layer: the convolution and pooling
outputs are included here, and the final dot product
of input and weight vector is computed in this layer

2 Computational Intelligence and Neuroscience
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(iv) Activation function: sigmoid (it takes values be-
tween [0, 1]) also called logistic function; in CNN,
its use may cause vanishing or gradient
f(x) � (1/1 + e− x)) and [14] softmax (it takes a
vector argument and transforms to a vector whose
elements fall in the range [0, 1]). When all our
dependent variables are categorical, then softmax
function is appropriate f(x) � (ezi/􏽐

n
j ezj ), and

ReLU does not allow the gradient to vanish f(x) �

max(0, x) for values greater than zero; it is linear
[24].

(v) Support vector machine (SVM): it is a nonpara-
metric supervised machine learning technique
employed to classify data by fitting a hyperplane to
the data [25, 26]. -ere are different types of SVM
learning mechanisms to classify the data; for this
purpose, a kernel (kernel selected to make nonlinear
data linearly separable) is fitted to the data; the most
commonly used kernels are Gaussian K(xi, xj) �

e
− c∗xi− x2

j and sigmoid K(xi, xj) � tanh(c(xi, xj) +

r) [27]. -e dense layer of the CNNmodel is used to
make the hybrid approach for depression predic-
tion. -e architecture of the proposed model is
explained in Table 1.

2.1. RecurrentNeuralNetwork (RNN). RNN is normally used
to analyze sequential data (e.g., speech, text); just like other
neural networks, it contains input, hidden and, output layers
[28]. -e hidden layer, called the recurrent layer, keeps the
same parameters in the following layers that keep on updating
in its memory, h(t) � f(Wx(t) + Uh(t − 1)), where W and
U are weight matrices, x(t). -e input vector is h(t − 1), and
the correlated hidden layer and f represent the nonlinear
activation function [28–30]. In the hidden layer, different
activation functions are used. -e most commonly used are
sigmoid and tanh: sigmoid function f(x) � 1/1 + e− x [29]
and tanh function h(t) with range (–1, 1) [28]. In the output
layer, the softmax function is used y(t) � g(Vh(t)), where
f(x) � eVih(t)/􏽐

n
j eVjh(t) for the final output [28, 29]. -e

architecture of RNN is explained in Figure 2.
-e proposed hybrid approach and individual CNN and

RNN are applied to diagnose depression while speaking

Arabic. -e training-testing criteria are adopted in the
analysis for 200 speeches. A total of 70% (140 speeches) of
data are used as a training part, and 30% (60 speeches) of
data are used as a testing part. -e train data is used to train
the CNN+SVM, RNN, and CNN, and test data is used to
check the validity of all models and the prediction rate of the
trained sample. -e accuracy, area under curve (AUC),
sensitivity, specificity, false-positive rate (FPR), and false-
negative rate (FNR) are calculated to observe the model’s
performance in depth using the following equations.

Accuracy �
TP + TN

TP + FP + FN + TN
,

AUC � 􏽚TPRate d(FPRate),

Sensitivity �
TP

TP + FN
,

Specificity �
TN

TN + FP
,

FNR �
FN

TPe + FN
,

FPR �
FP

FP + TN
.

(1)
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Figure 1: -e proposed research architecture.

Table 1: Architecture of proposed hybrid model.

CNN+ SVM
Layers Results Parameters
Conv1D1 (Nil, 202, 32) 128
Max pool 1 (Nil, 101, 32) 0
Conv1D2 (Nil, 101, 64) 6,208
Max pool 2 (Nil, 50, 64) 0
Conv1D3 (Nil, 50, 64) 12,352
Max pool 3 (Nil, 25, 64) 0
Dropout (Nil, 25, 64) 0
Flatten (Nil, 1,600) 0
Dense 1 (Nil, 128) 204,928 Used for SVM
Dense 2 (Nil, 1) 129
Total params: 223,745
Trainable params: 223,745

Computational Intelligence and Neuroscience 3
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for true positive, and TN for true negative.
-e Receiver Operating Characteristic (ROC) curve is

also drawn to check the model accuracy by plotting the
sensitivity and specificity [31].

3. Experimental Results and
Performance Analysis

Using Arabic speech analysis, the study predicts depression
disorder and compares it with DL models such as RNN and
CNN. Out of 100% of the data, 70% of data are used for
training and 30% for testing stages.

3.1.DataDescription. In this study, we used the Basic Arabic
Vocal Emotions Dataset (BAVED), composed of Arabic
words spelt in different levels of emotions recorded in an
audio format https://www.kaggle.com/a13x10/basic-arabic-
vocal-emotions-dataset. In experiments, we included seven
words, 0 for “like,” 1 for “unlike,” 2 for “this,” 3 for “file,” 4
for “good,” 5 for “neutral” and 6 for “bad.” -e seven words
are further classified according to their emotional intensity:
0 denotes low emotion including tired or weary, 1 denotes
neutral emotion, and 2 denotes strong emotion of happiness,
joy, sadness, and anger.-e categories labelled as 0 and 1 are
for low and neutral emotions that represent nondepression
(sadness) and negative emotions (anger).

3.2. Hybrid Model Performance. First, we applied the pro-
posed hybrid model to the data. As a result, we attained a
90% accuracy rate to classify the depression while speaking
in the training part and a 91.60% accuracy rate to predict the
depression from the testing part. -e graphical represen-
tation of the accuracy of the CNN+SVM model with a bar
chart on train and test data is presented in Figure 3. -e red
color presents the accuracy of the training data and the blue
color presents the accuracy of testing data.

Correctly classifying the depression speeches present in
diagonal and off-diagonal values shows incorrect speech
prediction.-e hybrid model has accurately predicted a total
of 126 (depression� 68, nondepression� 58) speeches and
14 speeches incorrectly predicted for the training data set.
Similarly, the RNN model has accurately predicted 55
(depression� 31, nondepression� 24) speeches and 5
speeches not correctly predicted for the test data set. Figure 4
presents confusion matrix results of the hybrid model on
train and test data.

3.3. Individual RNN and CNN Models Performance. RNN
and CNN individually applied the data where the RNN
achieved an 80.70% accuracy rate to predict the depression
while speaking in the training part and got an 81.60%
accuracy rate for the testing part. Similarly, CNN attained
an 88.5% accuracy rate to predict the depression while
speaking in the training part and attained an 86.60% ac-
curacy rate for the testing part. -e accuracies attained in
the training and testing stages of RNN and CNNmodels are
exhibited in Figure 5.-e red color presents the accuracy of
the training data and the blue color presents the accuracy of
testing data.

-e training and testing loss and accuracy are measured
for RNN and CNN models are plotted against the 25 epochs
shown in Figure 6 -e blue and red solid lines represent the
accuracies of the RNN and CNN model for train and test
data. -e dotted blue and red solid lines present the losses of
the RNN and CNN model with respect to training and
testing data. It is observed that initially, network loss is
higher but as epochs increase, the loss shows a decreasing
trend in all models [32].

-e results of RNN and CNNmodels with respect to the
confusion matrix on train and test data are presented in
Figure 7. -e correctly classified depressed speeches are
presented in diagonal and off-diagonal values presented as
the incorrect classified prediction speech. -e RNN model
has accurately predicted a total of 113 (depression� 69,
nondepression� 44) speeches and 27 speeches incorrectly
predicted for the training data set. Likewise, the RNN model
has predicted a total of 49 (depression� 31, non-
depression� 18) speeches accurately and 11 speeches in-
correctly predicted for the testing data set. On the other
hand, the CNN model has predicted a total of 124
(depression� 66, nondepression� 58) speeches accurately
and 16 speeches incorrectly on the train data set. Corre-
spondingly, the CNN model has predicted a total of 52
(depression� 29, nondepression� 23) speeches accurately
and 8 speeches incorrectly on the test data set.

RN
N

Input
Dense
Layer

RNN
Layer

Output

Relu Sigmoid

Figure 2: Architecture of RNN.

TRAINING
DATA

TESTING
DATA

80.70%

81.60%

PROPOSED HYBRID MODEL
ACCURACY

Figure 3: Hybrid model accuracy on training and testing data.
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4. Comparisons of ProposedHybridModel with
RNN and CNN

4.1. Sensitivity Analysis. -e assessment of the models is
checked with sensitivity, specificity, FPR, and FNR for both
train and test data given in Table 2 Sensitivity and specificity
represent a model that correctly identifies depression and
nondepression speech if it belongs to depression and
nondepression speeches. -e FPR and FNR are probabilities
showing that a model predicts depression but it belongs to
nondepression and predicts nondepression while it belongs
to depression [33]. For the training data set, the RNNmodel
achieved the 100%, 61.9%, 0.0, and 0.380 of sensitivity,
specificity, FPR, and FNR, respectively. Similarly, for the
testing data set, 100%, 62%, 0.0, and 0.379 of sensitivity,
specificity, FPR, and FNR, respectively. -e CNN model
achieved the 95.6%, 81.6%, 0.043, and 0.183 of sensitivity,
specificity, FPR, and FNR, respectively, for the training data
set. Similarly, 93.5%, 79.3%, 0.064, and 0.206 of sensitivity,
specificity, FPR, and FNR, respectively, were attained for the
testing data set. -e proposed hybrid model achieved the
98.5%, 81.6%, 0.014, and 0.181 of sensitivity, specificity, FPR,
and FNR, respectively, for the training data set. Similarly, for
testing the data set, 100%, 82.7%, 0.0, and 0.172 of sensitivity,
specificity, FPR, and FNR, respectively, were attained. -e
performance also measured by calculating precision, recall,
and F1-score. -e hybrid model achieved high precision,
recall, and F1-score than individually RNN and CNN. -e

precision, recall, and F1-score values of the proposed hybrid
model were 0.983, 0.816, and 0.892 for training data, re-
spectively. Similarly, 1, 0.827, and 0.905 values were achieved
for precision, recall, and F1-score, respectively, for testing
data for the proposed hybrid model as presented in Table 3.

4.2. ROC Curve Analysis. -e ROC curve is used to plot the
sensitivity and specificity of training and testing data. -e
ROC curve values 0.70–0.80, >0.80 and >0.90 are acceptable,
excellent and rarely observed [34]. -e ROC with AUC of
the RNN, CNN, and CNN+SVM model based on speech
analysis is shown in Figure 8.

-e hybrid approach provided the minimum FPR, FNR,
and a higher sensitivity and specificity rate than the RNN
and CNN model to predict the depression in the Arabic
language.

4.3. Discussion and Comparisons. -e study is designed to
predict depression using speech or while speaking in the
Arabic language with the proposed hybrid approach and
compare it with deep learning (DL)models such as RNN and
CNN. All approaches are used to diagnose depression while
speaking in the Arabic language. -e training-testing ap-
proach is adopted in our analysis. A total of 70% of data are
used as the training part, and 30% of data are used as the
testing part. -e CNN+SVM is 90.0% and 91.60% that
correctly predict the depression while speaking in the
training and testing. Overall, the hybrid approach
(CNN+ SVM) provided better results than RNN and CNN
in the same data set. -e CNN+SVM provides better results
or accuracy than the individual approach in speech data [35].
-e RNN has 80.70% and 81.60% that correctly predict
depression while speaking in training and testing. Com-
parably, the CNN has 88.50% and 86.60% that correctly
predict depression while speaking in training and testing
stages. While the proposed hybrid model predicted 126
speeches correctly and 14 speeches incorrectly for the
training data set. Also, it has predicted 55 speeches correctly
and 5 speeches not correctly for the testing data set. -e
RNN model mispredicted 113 speeches correctly and 27 for
the training data set. Similarly, the testing data set has
predicted 49 speeches correctly and 11 incorrectly.-e CNN
model mispredicted 124 speeches correctly and 16 for the
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Figure 4: Confusion matrix results of the hybrid model on train and test data.
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training data set. -e testing data set has predicted 52
speeches correctly and 8 incorrectly.-e CNN+SVMmodel
achieved the 98.5%, 81.6%, 0.014, and 0.181 of sensitivity,
specificity, FPR, and FNR, respectively, for the training data
set. Similarly, for testing the data set, it achieved the 100%,
82.7%, 0.0, and 0.172 of sensitivity, specificity, FPR, and
FNR, respectively. For the training data set, the RNN model
achieved the 100%, 61.9%, 0.0, and 0.380 of sensitivity,
specificity, FPR, and FNR, respectively. Correspondingly, for
the testing data set, it achieved the 100%, 62%, 0.0, and 0.379
of sensitivity, specificity, FPR, and FNR, respectively. -e
CNN model achieved the 95.6%, 81.6%, 0.043, and 0.183 of
sensitivity, specificity, FPR, and FNR, respectively, for the
training data set, while 93.5%, 79.3%, 0.064, and 0.206 of
sensitivity, specificity, FPR, and FNR, respectively, for

testing data set. Sometimes, testing accuracy is found high
than training data, but themodel will consider as generalized
fine. -e precision, recall, and F1-score values of the pro-
posed hybrid model were 0.983, 0.816, and 0.892 for training
data, respectively. Similarly, 1, 0.827, and 0.905 values were
got for precision, recall, and F1-score, respectively, for
testing data for the proposed hybrid model.

-e AUC value of the RNN model is found 0.81 on train
and test data. Additionally, the AUC value of the CNN
model is found 0.89 and 0.86 on train and test data.
Comparably, the AUC value of the hybrid model is found
0.90 and 0.91 on train and test data. Based on all criteria, the
hybrid model correctly identifies the depression while
speaking than RNN and CNN model individually. In ad-
dition, the hybrid approach provided the minimum FPR,
FNR, and higher sensitivity specificity rate than the RNN
and CNN model to predict depression in the Arabic speech.

5. Conclusion

-is paper has presented a hybrid model to classify de-
pression for mental illness prediction from Arabic speech
analysis. Additionally, for the same task, two deep learning
models RNN and CNN are also applied individually on the
same benchmark database to analyze and compare the re-
sults using standard training-testing criteria. -e proposed
hybrid model attained 90.0% and 91.60% correctly predicted
depression while speaking on train and test data.-e RNN is
80.70% and 81.60% correctly predicted depression while
speaking in training and testing, respectively. -e CNN has
88.50% and 86.60% that correctly predict depression while
speaking in training and testing. Overall, the hybrid ap-
proach provided better results than RNN and CNN on the
same benchmark database.

Moreover, the hybrid approach came out with minimum
FPR and FNR. It provided a higher sensitivity and specificity
rate than the RNN and CNN model to predict depression in
the Arabic language. -ese research findings will be helpful
to detect depression while speaking or in Arabic speech.
-erefore, doctors, psychiatrists, or psychologists can use
our approaches in healthcare applications to see depression
while speaking. -e doctors could also utilize the proposed
approach to identify or separate the depression from neutral
or normal speaking. Using our model researcher will detect
depression while speaking the Arabic language with an
approximately 92% accuracy rate. -e proposed model
could be used as a tool in the voice recognition field to detect
depression while speaking the Arabic language. Depressed

Table 2: Performance comparisons of hybrid model with RNN and CNN.

Accuracy (%) AUC Sensitivity (%) Specificity (%) FPR FNR

Training
RNN 80.70 0.81 100 61.9 0.0 0.380
CNN 88.50 0.89 95.6 816 0.043 0.183

CNN+ SVM 90 0.90 98.5 81.6 0.014 0.183

Testing
RNN 81.60 0.81 100 62 0.0 0.379
CNN 86.60 0.86 93.5 79.3 0.064 0.206

CNN+ SVM 91.60 0.91 100 82.7 0.0 0.172

Table 3: Performance measured with precision, recall, and f1-
score.

Precision Recall F1-score

Training
RNN 1 0.619718 0.765217
CNN 0.95082 0.816901 0.878788

CNN+SVM 0.983051 0.816901 0.892308

Testing
RNN 1 0.62069 0.765957
CNN 0.92 0.793103 0.851852

CNN+SVM 1 0.827586 0.90566
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Figure 8:-e ROCwith AUC of the RNN, CNN, and hybridmodel
based on Arabic speech analysis.
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persons will refer to psychiatrist for their therapies and their
treatments.

Data Availability

-e open-access data set employed for experiments is de-
tailed below Basic Arabic Vocal Emotions Dataset
(BAVED), composed of Arabic words spelt in different levels
of emotions recorded in an audio format https://www.
kaggle.com/a13x10/basic-arabic-vocal-emotions-dataset.
-e data were selected from the data source available online.
However, its size was not significant enough. In the future,
we will use a huge data size taken from different races
(depression speeches and nondepression speeches) for the
classification/identification of depression while speaking in
different languages using the proposed method.
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Objective. -emain objective is to explore the efficacy of oblique anterior lumbar fusion (OLIF) and transforaminal lumbar fusion
(TLIF) in the treatment of lumbar spondylolisthesis central nerve injury. Methods. -e perioperative indexes, pain score (VAS),
Oswestry dysfunction index (ODI), vertebral slip degree, slip angle, intervertebral space height, and quality of life score of the two
groups were compared bymeta-analysis. Results. According to the observation indexes, the perioperative indexes of patients in the
OLIF group were better than those in the TLIF group, which showed that the effect of OLIF treatment was better than of TLIF.-e
pain score and ODI score of the two groups can be obtained. -e one-week postoperative pain degree and ODI of patients in the
OLIF group are lower than those in the TLIF group, indicating that OLIF treatment will reduce the pain of patients to a greater
extent and is more conducive to the recovery of patients. -ere was no significant difference in vertebral slip, slip angle, and
intervertebral space height between the OLIF group and TLIF group. After treatment, the quality-of-life scores of patients in the
OLIF group were significantly higher than those in the TLIF group. Conclusion. -e treatment of lumbar fusion through OLIF has
irreplaceable perioperative advantages of TLIF, such as less bleeding, shorter operation time, less drainage and shorter hospital
stay, less postoperative complications, less surgical wound, indirect decompression, no destruction of lumbar posterior stable
structure, and maximum preservation of tissue structure. It has the advantages of reducing the intraoperative dural sac injury and
nerve root traction injury and shortening the rehabilitation time of patients. It has the prospect of clinical application and can
be popularized.

1. Introduction

Lumbar spondylolisthesis is divided into congenital and
postnatal. Congenital spondylolisthesis is not repeated. Most
acquired lumbar spondylolisthesis is caused by degenerative,
chronic strain, or trauma [1]. More than 60% of the posterior
lumbar spondylolisthesis is caused by degenerative factors.
-erefore, the lumbar spondylolisthesis in this study spe-
cifically refers to degenerative lumbar spondylolisthesis, and
the general degenerative lumbar spondylolisthesis will be
accompanied by lumbar spinal stenosis, which can be re-
covered only through surgical treatment [2].

Lumbar interbody fusion is the main surgical method for
the treatment of degenerative lumbar spondylolisthesis. -e

most traditional treatment methods are posterior decom-
pression and interbody fusion (PLIF). However, even if the
treatment restores the patient’s health, it will bring more
serious complications to the patient. -erefore, there is the
emergence of lumbar interbody fusion (TLIF) through the
intervertebral foramen. It is an optimized surgical treatment
based on PLIF. Jun et al. [3] showed that lumbar interbody
fusion via the intervertebral foramen approach is relatively
simple and safe and has the advantages of good spinal
stability [3]. Oblique anterior approach lumbar interbody
fusion (OLIF) was first proposed in 2012. However, it needs
to be studied to determine which kind of lumbar interbody
fusion is better. At present, this kind of disease mainly occurs
in the middle-aged and elderly groups, which will lead to a
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decline in patients’ quality of life and inconvenient move-
ment. When the effect of conservative treatment is not good,
surgery needs to be taken to improve. Hongjun et al. [4]
showed that in the treatment of lumbar spondylolisthesis,
both OLIF and TLIF achieved good therapeutic effects, but
through OLIF, the pain and dysfunction of short-term
postoperative pain will be reduced to a greater extent [4].

-erefore, the purpose of this study is to analyze the
therapeutic effect of OLIF and TLIF on lumbar spondylo-
listhesis through meta-analysis, reduce patients’ pain and
complications, and help patients recover faster and better.

2. Data and Methods

2.1. General Information Introduction. 120 patients with
lumbar spondylolisthesis hospitalized from July 2019 to
January 2020 were selected, including 34 male patients and 86
female patients, with an average age of 55.5± 6.1 years. -ere
were 81 cases of L4 slippage and 39 cases of L5 slippage. -e
gender, age, course of the disease, and symptoms were not
statistically significant (P> 0.05), which is comparable.
Moreover, this study has submitted an application to the
clinical trial ethics committee and obtained its approval. In
this study, all patients were randomly divided into the TLIF
group and OLIF group, with 60 cases. -e TLIF group was
treated with lumbar interbody fusion via foraminal approach,
including 16 male patients and 44 female patients.-ere were
41 patients with L4 spondylolisthesis and 19 patients with L5
spondylolisthesis. Oblique anterior lumbar interbody fusion
was performed in the OLIF group, including 18 male patients
and 42 female patients. -ere were 40 patients with L4
spondylolisthesis and 20 patients with L5 spondylolisthesis.
Both groups were operated by the same group of doctors (see
Table 1 for detailed general information).

Case inclusion criteria were as follows: ① patients with
clinical characteristics of lumbar spondylolisthesis; ② pa-
tients without absolute surgical contraindication;③ patients
whose follow-up survey at each stage has been completed;④
patients who knew and agreed to the study and signed the
informed consent form.

Case exclusion criteria were as follows: ① patients with
lumbar trauma;② patients with mental diseases;③ patients
with previous lumbar surgery;④ patients with other surgical
contraindications.

In Table 1, it can be seen that most of the hospitalized
patients are over 40 years old, and the number of female
patients is much more than that of male patients.

2.2. Observation Indicators and Evaluation Criteria.
According to the patient’s medical records, the perioperative
indicators of the patient can be extracted. -e pain (VAS)
score is widely used in the clinic. It can also reflect the
advantages and disadvantages of surgery through the
evaluation of this index. Oswestry dysfunction index (ODI)
is a questionnaire used to evaluate the degree of functional
impairment caused by chronic low back pain. -erefore, it
can be used by comparing the perioperative indexes of the
OLIF group and TLIF group; pain score before and after

operation and Oswestry dysfunction index (ODI); vertebral
slip, slip angle, intervertebral space height, and quality of life
score before and after operation. A visual pain simulation
scale (VAS) is used to measure and evaluate the pain degree
of patients before and after operation. -e score range is
0–10, 0 without any pain, 10 for severe pain unbearable and
seriously affecting life and sleep. ODI is composed of 10
aspects, including pain intensity, self-care, lifting, walking,
sitting, standing, and interference. In terms of sleep, sexual
life, social life, and tourism, there are 6 options in each
aspect. -e highest score of each option is 5 points, the
lowest score of the first option is 0 points, and the highest
score of the last option is 5 points. -e scoring method is
calculated according to the percentage of the total score of
the number of questions answered. -e higher the score, the
more serious the dysfunction. -e evaluation of the quality
of life is based on the world generalWHOquality of life-brief
table (WHOQOL-BREF). -e brief table includes 6 fields,
with 0–20 points in each field. -e higher the score, the
better the quality of life.

2.3. Statistical Methods. -e meta-analysis of the extracted
data is carried out by using the Review Manager 52.6
software, which is combined with the SPSS 220 statistical
software for analysis and processing. -e measurement data
are expressed in (x± s), the bivariate t-test is adopted, and
the percentage rate of counting data is expressed in (%).
When T< 10.000, P< 0.05 and the difference in statistical
data is statistically significant, which can be compared by
statistical methods. When T< 10.000, P< 0.01 and the
statistical data are considered to be statistically significant.

3. Results

3.1. Comparison of Perioperative Indexes between the OLIF
Group and TLIF Group. Perioperative indicators include
surgical bleeding volume, operation time, postoperative
drainage volume, and hospital stay. According to the sta-
tistical analysis of perioperative indicators of the two groups,
all perioperative indicators of the OLIF group are signifi-
cantly better than those of the TLIF group. -e detailed data
are shown in Table 2.

Table 2 shows that the perioperative index data of
surgical bleeding volume, postoperative drainage volume,
operation and hospitalization time show that there is sta-
tistical significance in the OLIF group and TLIF group
(P< 0.05), and it can be seen from the data that the surgical

Table 1: General information of patients.

General data classification Number of people (%)

Gender Males 34 (28.33)
Females 86 (71.67)

Age
<40 14 (11.67)
40–50 41 (34.17)
>50 65 (54.16)

Symptom L4 81 (67.5)
L5 39 (32.5)
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OLIF group are significantly less than those in the TLIF
group, and the operation and hospitalization time are also
significantly shorter than those in the TLIF group, indicating
that the early curative effect of OLIF treatment is better.

Figure 1 shows that the treatment methods of the OLIF
group are more conducive to the postoperative recovery of
patients than those of the TLIF group.

3.2.ComparisonofVASScoreandOswestryDysfunction Index
between the OLIF Group and TLIF Group before and after
Operation. -rough the statistical analysis of VAS score data
and ODI data of patients in the OLIF group and TLIF group
before operation, after operation, and 7 d and 90 d after
operation, it can be concluded that the VAS score and ODI of
patients in the two groups are significantly better than those
after operation, while the one-week postoperative pain course
andODI of patients in the OLIF group are lower than those in
the TLIF group. It shows that OLIF treatment will reduce the
pain of patients to a greater extent and is more conducive to
the recovery of patients (see Table 3 for detailed data).

In Table 3, there was no significant difference in VAS
score andODI score between the two groups before operation
(P> 0.05), but there was a significant difference in scores after
7 days of operation (P< 0.05), and the scores of patients in the
OLIF group were significantly lower than those in the TLIF
group, which showed that patients in the OLIF group re-
covered better after operation. However, there was no sig-
nificant difference in scores after 90 days of operation.

Table 3 and Figure 2 show that the patients in the OLIF
group have lower scores on postoperative pain and dys-
function than those in the TLIF group, which also shows that
the treatment method of OLIF is better.

3.3. Comparison of Vertebral Slip, Slip Angle, and Interver-
tebral Space Height between the OLIF Group and TLIF Group
beforeandafterOperation. -rough the statistical analysis of
the vertebral slip degree, slip angle, and intervertebral space
height of the two groups of patients with different surgical
treatment before and 90 days after operation, it can be
concluded that the slip degree and slip angle of patients in
the OLIF group and TLIF group are significantly lower than
those before operation, while the intervertebral space height
is significantly higher. It was statistically significant
(P< 0.05), but the comparison of various index data before
and after operation between the two groups was not sta-
tistically significant (P> 0.05) (see Table 4 for details).

In Table 4, there was no significant difference between
the two groups in vertebral slip, slip angle, and intervertebral

space height before and after operation, which was not
statistically significant (P> 0.05), but there were significant
differences in various indexes between the same group
before and after operation, which showed that surgical
treatment was positive for the course of the disease, but
different surgical methods had no significant difference for
the treatment effect.

In Table 4 and Figure 3, the parameters of vertebral body
slip, slip angle, and intervertebral space height before and
after operation in the same group were significantly com-
pared, which showed that the surgical treatment had a
significant effect on the patient’s condition (P< 0.05 com-
pared with that before operation).

3.4. Comparison of Quality-of-Life (WHOQOL-BREF) Scores
before and after Operation between the OLIF Group and TLIF
Group. -rough the statistical data of WHOQOL-BREF
scores of patients in the OLIF group and TLIF group before
and after operation, it can be seen that theWHOQOL-BREF
scores of the OLIF group and TLIF group after operation in
each field are higher than those before operation, but there is
no statistical significance between WHOQOL-BREF scores
in each field. Compared with the two groups, the WHO-
QOL-BREF scores of the two groups before the operation
were not statistically significant, while after the operation,
the WHOQOL-BREF scores of patients in the OLIF group
were significantly higher than those in the TLIF group,
indicating that the OLIF operation method was more
beneficial to the improvement of patients’ postoperative
quality of life (see Table 5 for details).

In Table 5, it can be seen that the evaluation of the quality
of life in various fields after operation is significantly higher
than that before operation, but there is no significant dif-
ference in the evaluation of the quality of life after operation
between different fields (P> 0.05).

-e meaning expressed in Figure 4 is the same as that in
Table 5. -e changes in quality-of-life evaluation in various
fields before and after operation were similar, indicating that
the quality of life after postevaluation operation was sig-
nificantly higher than that before operation.

4. Discussion

-e degenerative lumbar spondylolisthesis in this study
mainly occurs in the instability of lumbar intervertebral
space caused by natural degeneration and hyperplasia of the
lumbar intervertebral disc, the disorder of facet joints and
relaxation of surrounding ligaments, and the surface slip of
upper lumbar cone and lower lumbar cone. -e

Table 2: -e amount of surgical bleeding, postoperative drainage, operation, and hospital stay were compared between the two groups
(x± s).

Group N Surgical bleeding (ml) Operation time (min) Postoperative drainage (ml) Length of stay (d)
OLIF group 60 176.4± 32.5 119.2± 8.7 162.7± 56.7 5.2± 0.6
TLIF group 60 221.8± 29.6 57.6± 8.9 248.6± 83.1 9.7± 0.5
t value — 1.791 1.356 1.075 2.046
p value — <0.05 <0.05 <0.05 <0.05

Computational Intelligence and Neuroscience 3
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spondylolisthesis of lumbar spondylolisthesis is common in
L4, L5, and sacral 1 segments, accompanied by secondary
lumbar spinal stenosis. At present, the most important and

effective method for the treatment of lumbar spondylolis-
thesis is lumbar interbody fusion, but the method of surgical
treatment cannot avoid excessive interference to the nerve
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Figure 2: VAS score and ODI data analysis chart of patients in the OLIF group and TLIF group.
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Figure 1: Comparison of perioperative indexes between the two groups.

Table 3: VAS score and ODI data analysis of patients in the OLIF group and TLIF group (x± s).

Groups n

VAS (branch) ODI (%)

1 day before
operation

7 days after
operation

90 days after
operation

Before
operation

7 days after
operation

90 days
after

operation
OLIF
group 60 7.3± 1.6 3.8± 0.4 1.2± 0.2 46.3± 3.6 17.5± 2.1 13.1± 1.4

TLIF group 60 7.2± 1.8 4.7± 0.3 1.9± 0.4 44.8± 4.7 30.4± 5.2 15.6± 1.6
t value — 8.624 7.301 1.254 7.235 1.062 8.621
p value — 0.57 0.008 0.004 0.006 0.005 0.65
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Figure 3: Comparison of vertebral slip, slip angle, and intervertebral space height between the two groups before and after operation.

Table 4: Comparison of vertebral slip, slip angle, and intervertebral space height between the OLIF group and TLIF group before and after
operation (x± s).

Group N

Slip degree (mm) Slip angle (°) Disc height (mm)

1 day before
operation

90 days after
operation

1 day before
operation

90 days after
operation

1 day before
operation

90 days
after

operation
OLIF
group 60 17.4± 8.4 7.9± 5.3 23.1± 7.6 10.3± 2.8 7.2± 3.4 16.1± 2.4

TLIF
group 60 17.6± 9.1 8.4± 5.6 23.4± 8.1 11.8± 3.1 7.1± 3.0 15.5± 2.2

t value — 8.324 7.568 8.461 7.914 8.649 6.564
p value — 0.75 0.64 0.87 0.78 0.89 0.67

Table 5: Comparison of quality-of-life (WHOQOL-BREF) scores between the two groups before and after operation (x± s).

Groups
Physiology Psychology

Before operation After operation t value p value Before operation After operation t value p value
OLIF group 9.75± 0.8 15.74± 1.4 0.782 <0.05 4.863± 0.5 15.953± .09 0.583 <0.05
TLIF group 9.58± 0.9 12.03± 0.7 1.075 <0.05 4.906± 0.5 11.642± 0.7 0.862 <0.05
t value 11.874 8.592 — — 11.374 8.042 — —
p value >0.05 >0.05 — — >0.05 >0.05 — —

Group Sociology Environment
Before operation After operation t value p value Before operation After operation t value p value

OLIF group 5.92± .07 16.05± 1.1 0.753 <0.05 4.653± 0.9 15.691± 1.0 0.795 <0.05
TLIF group 5.39± 0.6 12.21± 0.9 0.799 <0.05 4.836± 0.6 11.075± 1.1 0.804 <0.05
t value 11.742 7.989 — — 13.659 9.004 — —
p value >0.05 >0.05 — — >0.05 >0.05 — —

Group Independent Religious belief
Before operation After operation t value p value Before operation After operation t value p value

OLIF group 7.05± 1.8 16.63± 0.4 1.491 <0.05 8.04± 0.8 15.97± 0.9 1.056 <0.05
TLIF group 7.48± 1.6 12.09± 0.6 1.832 <0.05 8.01± 0.7 11.58± 0.7 1.472 <0.05
t value 11.905 8.504 — — 13.975 8.084 — —
p value >0.05 >0.05 — — >0.05 >0.05 — —
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root and damage to the structure of the posterior column of
the spine, and even postoperative complications of lumbar
surgery. At present, the most commonly used surgical
methods are OLIF, TLIF, PLIF, and ALIF. -is study mainly
compares and determines the effects of OLIF and TLIF
through meta-analysis.

Wu et al. [5] showed that posterior interbody fusion
(PLIF) and posterolateral fusion (PLF) are internal fixation
combined with bone graft for spinal fusion, which can obtain
satisfactory spinal stability. However, compared with PLF,
PLIF can effectively improve the degree of vertebral spon-
dylolisthesis and does not increase the incidence of postop-
erative complications on the premise of ensuring the surgical
effect.-erefore, it is recommended to use PLIF in the clinical
treatment of lumbar spondylolisthesis [5]. Li and Wang [6]
showed that although OLIF and PLIF have the same thera-
peutic effect in the treatment of degenerative lumbar spon-
dylolisthesis, OLIF can more effectively shorten the operation
time and reduce the amount of intraoperative bleeding than
PLIF and has less soft tissue injury and less complications
such as nerve injury [6]. -e research of Liao et al. [7] also
shows that the use of posterior interbody fusion significantly
improves the clinical efficiency and bone fusion rate, reduces
the incidence of complications and the probability of reop-
eration, and is more conducive to the treatment of lumbar
spondylolisthesis. However, when selecting the surgical
method, the age of the patient and the tolerance of the op-
eration should be more considered [7]. -e treatment
methods used in this study are OLIF and TLIF. OLIF is a
minimally invasive fusion technique to expose the lumbar
spine through the space between the psoas major muscle and
abdominal great vessels. Compared with TLIF, OLIF avoids
the interference with the spinal canal, dural sac, or nerve root.

It can be seen from the clinical experimental data of this
study that in the comparison of perioperative bleeding,

operation time, postoperative drainage, and length of stay
between the two groups, it can be concluded that the
perioperative indexes of patients in the OLIF group are
better than those in the TLIF group, the curative effect of
lumbar spondylolisthesis was studied and analyzed in the
study of Xing et al. [8]. Which shows that the effect of OLIF
treatment is better than the TLIF group. -e pain score and
ODI score of the two groups can be obtained. -e one-week
postoperative pain degree and ODI of patients in the OLIF
group are lower than those in the TLIF group, indicating that
OLIF treatment will reduce the pain of patients to a greater
extent and is more conducive to the recovery of patients.
-ere was no significant difference in vertebral slip, slip
angle, and intervertebral space height between the OLIF
group and the TLIF group. Wang et al. (2021) showed that
the short-term treatment was compared with the two fusion
[9]. Compared with the two groups, the quality-of-life scores
of the two groups before treatment were not statistically
significant, while after treatment, the quality-of-life scores of
patients in the OLIF group were significantly higher than
those in the TLIF group, which also shows that the surgical
treatment of OLIF can better improve the postoperative
recovery and quality of life of patients.

5. Conclusion

In this study, the patients participating in the clinical ex-
periment were divided into the OLIF group and TLIF group
by meta-analysis. -rough the statistical analysis of various
observation indexes of the two groups, it is concluded that
the treatment method of lumbar fusion through OLIF has
the advantages of perioperative surgery that cannot be
replaced by TLIF, such as less surgical bleeding, shorter
operation and hospital stay, and less drainage. Moreover, the
treatment method of lumbar fusion of OLIF has the
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Figure 4: Comparison of quality of life between the two groups before and after operation.
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Speech is one of the major communication tools to share information among people. +is exchange method has a complicated
construction consisting of not the best imparting of voice but additionally consisting of the transmission of many-speaker unique
information. +e most important aim of this research is to extract individual features through the speech-dependent health
monitoring and management system; through this system, the speech data can be collected from a remote location and can be
accessed. +e experimental analysis shows that the proposed model has a good efficiency. Consequently, in the last 5 years, many
researchers from this domain come in front to explore various aspects of speech which includes speech analysis using mechanical
signs, human system interaction, speaker, and speech identification. Speech is a biometric that combines physiological and
behavioural characteristics. Especially beneficial for remote attack transactions over telecommunication networks, the medical
information of each person is quite a challenge, e.g., like COVID-19 where the medical team has to identify each person in a
particular region that howmany people got affected by some disease and took a quick measure to get protected from such diseases
and what are the safety measure required. Presently, this task is the most challenging one for researchers. +erefore, speech-based
mechanisms might be useful for tracking his/her voice quality or throat getting affected. By collecting the database of people
matched and comparing with his/her original database, it can be identified in such scenarios.+is provides the better management
system without touching and maintains a safe distance data that can be gathered and processed for further medical treatment.
Many research studies have been done but speech-dependent approach is quite less and it requires more work to provide such a
smart system in society, and it may be possible to reduce the chances to come into contact with viral effected people in the future
and protect society for the same.

1. Introduction

1.1. Background and Principle of Speaker Recognition. In this
respect, speech supplies naturally and handily the shape of
an entry that conveys a remarkable amount of speaker
supporting information, and it is cheap to analyze and
collect.

Voice is an occurrence that extremely relies on the
speaker who generates it. Various physical outlooks of
speech such as tone, timber, or intensity vary plenty from a
speaker to another. +e similar happens with supplementary

linguistic aspects such as the individual intonation and
expressions a speaker normally uses or a range of vocabulary
[1, 2]. All these belongings make voice a very strong bio-
metric essential to be implemented in security structure
since the physical attribute of speech is easy to calculate and
compare in comparison with other biometric essentials and
other medical issue analysis. +e speed-dependent tech-
nology leads to better control without touching and
maintaining a safe distance for information gathering for
subsequent medical treatment in the healthcare system. It
also protects society by decreasing the possibility of coming
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into touch with a virally affected individual in the future. In
inclusion, the speech wave is quite well known and has been
greatly studied for many years, so many powerful algorithms
can be found to deal with this kind of signal [3].

Textual content-dependent project entails a form of
predicated or triggered passwords as a way to achieve the
required textual content. It could be used for packages
consisting of voice method signature or password confir-
mation. In aforesaid programs, there is a need to alternate
the key or password; often it is smart to make completed
without difficulty through converting the predicated text. In
text-based speaker verification, at some point of the
enrolment segment, a limited number of utterances of
constant textual content are amassed [4]. +e proposed
model is more secure than the previously implemented
models. +is management approach, which uses speech
samples, reduces the number of persons in contact, breaks
the mass into pieces, and provides a better option for dealing
with such a situation. Consequently, approaches primarily
based on template matching are used for sample contrast
rather than procedures primarily established on facts having
feigned neural grids, which requires a massive quantity of
learned records. Studies in the processing of speech and
verbal exchange, as the maximum element, influenced by
means of humans, wish to construct mechanicals prototypes
to imitate human lexical conveying [5–7]. Speech processing
research interest in these days is performed properly beyond
the conception of copying human spoken equipment.
Biomedical gains attention in different applications such as
real voice analysis, operation work functioning, and viral
infected throat identification [8, 9].

Addresser popularity is a system of unconsciously
spotting who is expressing through the use of speaker unique
statistics blanketed in speech gestures to confirm the rec-
ognition being stated via human being retrieving systems;
that is, it permits to get admission to manage of diverse
offerings by way of voice. Speaker identification is matched
up to the anatomical and behavioural properties of the
speaking manufacturing machine of a separate speaker.
+ese properties deduce from each insubstantial pouch
(vocal span properties) and prosodic capabilities (input
supply traits) of articulation. +e bulk usually worn quick-
time period ghastly estimations cestrum measures and their
throwback measures. +erefore, for the throwback mea-
sures, usually the primary and 2nd-order measures, this is
subordinate to the pulse functions of cestrum measures,
which are retrieved at each body cycle, to symbolize the
ghastly energetic.+ose throwback measures are also known
as delta-cestrum and delta2cepstralmeasures [10].

+e present article has been planned into various sec-
tions. Section 1 deals with introducing the concept and
principle of speaker recognition. Section 1.1 puts light on the
discussion of related research work. Section 2 illustrates the
automatic addresser identification. Section 3 describes the
recognition, spotting, and validation. Section 4 describes the
preparation of database. +e proposed model and results are
described in Section 5, and finally Section 6 portrays the
conclusion and possible future works based on the proposed
framework.

1.2. Literature Review. Speaker verification stands on the
belief that there is always some quality in every person’s
speech and that it can be used to verify his/her identity. +e
quality features in speakers’ voices are used both to train a
user model and to make up a reference identity for the
claimed cause to be used for verification against the user’s
model. Feature extraction by Schmid and Gisht, 1994,
suggested that the first stage of taking out information from
a speech signal is known as feature extraction [10]. Both have
also discussed that speech information is essential for dif-
ferent speech processing tasks such as speaker verification is
taken as a short spectrum; as per the same author, spectral
information is captured during a period of about 20ms [11].

On the other side, Furui, 1997, discussed that an effective
method to differentiate between users in a system is funda-
mental frequencies and different measurements of signals
similar to long-term spectrum and short-term spectrum and
in all powers. Gold and Morgan, 2000, discussed that text-
independent and text-dependent focus on a client’s input
(voice) is naturally relied on process for verification [12]. For
speech recognition, the correct action of speaking in terms of
features is contingent on the classification technique being
used. Anyhow, in some system types, Morgan andGold, 2000,
whether the verification is text-dependent, text-independent
of some different group, the estimated claimant of a user
model always needs the score calculation that informs the
system about the distinguishable/indistinguishable vocal
sounds, or statements of the claimant are matched to the
model [13]. Clearly, a comparison is performed between the
feature extracted and the features that the speaker model for
the claimant is standing on the comparison of their spectra or
both can be evaluated using statistical measures, on the basis
of certainty/uncertainty between themodel and the claimant’s
voice [14]. Morgan and Gold, 2000, also investigated that
acoustic aspect degree is not frequently used as the statistical
degree. Doddington, 1998, Furui, 1997, and Schmidt and
Gish, 1994, discussed the environmental effect on the speech
signal coming from different sources, for example, acoustic
noise Doddington, 1998, and different transmission and re-
cording environments for speech Doddington 1998, Furui,
1999 and environmental sound or other interfering voices
Schmidt and Gish, 1994 [15].

A text-dependent system has no advance knowledge;
whatever it may be, the claimed will throw during the session
(Den Os and Boves & Doddington, 1998); therefore, it will
accept or reject his/her request on the characteristics of his/
her voice. +is is because of reality that the system does not
use vocabulary understanding, and achievements become
poor compared with the text-dependent system [16].

Blombug in 2002 has underlined the major structure
classes from the number of text-reliant to the number of
text-self-reliant.

(1) Text-reliant has a prearranged (fixed) key
(2) Text-reliant defined key for every user
(3) One’s voice dependent
(4) Action dependent, i.e., certain phonemes
(5) System chooses the text (text-independent)
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Fletcher, 1938, located the idea of a critical band that the
edge of listening to change into detected for a sinusoid wave
as a purpose of transmission capability of a band-allowed
noise and counselled that the human auditory machine
behave. Although it consisted of a group of round-skip filters
having overlie skip band which introduces the period es-
sential bandwidth [17].

1.3. Humans Associated with Speaker Recognition.
Human beings can reliably discover acquainted voices and
approximately two to three seconds are sufficient to perceive
a voice despite the fact that altogether showing decrease in
unusual inputs (voice). Surprisingly, if length of the state-
ment becomes expanded, however, performed in reverse
(which disturbs the schedule and utterance prompts), the
precision reduces extensively. Extensively various overall
performances in the historical past challenge recommended,
that prompts to input voice popularity range from voice to
voice, and that voice styles might also include a fixed set of
auditory prompts from where audiences pick out a subgroup
to apply in figuring out separate inputs (voices) [18]. Rep-
utation frequently drops drastically while addressers strive to
discriminate their inputs (voices). +is pondered in appli-
ances, in which precision is reduced while imitating behaves
as hoaxers. Speaker reputation is a single location for syn-
thetic observation where gadget overall execution can excel
human overall execution, with the usage of quick take a look
at observations and N-quantity of audio system, the system
precision regularly excels that of humans. +is is in par-
ticular for a strange audio system in which the education
time for human beings to adopt or examine an updated
input (voice) is generally too lengthy as contrast to that for
systems (machines). Persons overall production in unfav-
ourable situations changed into additionally judged wherein
it changed into stating definitely that human listeners adopt
the use of numerous cues to affirm the audio system in the
presence of acoustic mismatch [19, 20].

1.4. Recognition Process. Speaker reputation of the system
(machine) requires 3 ranges; they are (1) removal of func-
tions to denote the addresser details near the articulation
signal; (2) designing of addresser qualities; and (3) choice
common sense put into effect for identity or validation
challenge. +e issues related to each of these stages are
discussed as follows.

+e primary project in an addresser popularity machine
or model is to remove attributes capable of indicating the
addresser facts existing in the articulation sign. It is regarded
that human beings use high-stage capabilities along with the
fashion of speech, speech, dialect, and verbal mannerisms (as
an example, a particular kind of amusing or use of unique
idioms and words) to understand speakers. Intuitively, it is
far clear that those functions constitute crucial speaker
statistics. Issue arises because of obstacles of the present
characteristic extraction strategies. Current speaker recog-
nition systems comply with segmental features inclusive of a
pattern for the vocal tracts to symbolize speaker precise
information[21]. +ese capabilities show sizeable versions

across speakers; however, they also display sizable versions
now and then for an unmarried speaker. In addition to this,
the traits of the recording device and transmission channel
are also meditated in these capabilities. As soon as a right set
of function vectors is acquired, then within the next section
the assignment of addresser identification is to generate a
version (archetype) for each addresser [22]. +e growth of
addresser modelling is referred to as the training section.+e
schematic diagram of the learning phase is shown in
Figure 1.

Characteristic polar coordinates showing the voice
quality of the addresser are taken out and worn for con-
structing the testimonial fashions. Performance of a speaker
popularity machine depends in general on the effectiveness
of the model in taking pictures and speaker-specific records,
and therefore this phase performs a chief function in figuring
out the overall performance of a speaker reputation device
[23]. +e final level inside the improvement of a speaker
reputation machine is the decision common sense degree,
where a choice to either take delivery of or to refuse the
affirm of an addresser is received based totally on the end
answer of the complement strategies used.+e illustration of
choice, good judgment, and testing segment method is
shown in Figure 2.

2. Automatic Addresser Identification

Addresser reputation generally consists of various extraor-
dinary approaches of discerning humans depending totally
on their voices. +e main classes are addresser recognition
and addresser verification [24].

In addresser recognition, a speech observation from the
hidden addresser is judged and compared with the proto-
types of all acknowledged speakers. +e hidden addresser is
recognized as the speaker whose prototype best suits the
input observation. Figure 3 suggests the plain structure of
the addresser identity machine [25].

Addresser identity can be a confined set identity or
unlock set identity. In a lock set spotting, it is far considered
that the check utterance belongs to one in all N enrolled
speakers (N decisions). In the case of open set identity, there
may be an extra decision to be made to decide whether to
take a look at the utterance changed into uttered by way of
one of the N enrolled speakers or now not; this is, there are
N+ 1 selection degrees [24, 25]. +e addresser’s speech
character is represented by characteristic polar coordinates,
which are removed and used while generating the testimony.
+e success of the algorithms in collecting the speaker-
specific defines the overall efficiency of a speaker popularity
machine; hence, this stage is important in determining the
actual quality of a speaker popularity machine.

Addresser verification objective is to just allow or dis-
allow the affirm of the addresser based totally on the samples
of his speech. If the healthy check and reference are above a
positive entrance, declare is regular. A high entrance makes
it hard for pretenders to be normal by using the machine but
with the danger of disallowing the real individual. Con-
versely, a low entrance ensures that the real person is widely
wide-spread continuously, however, with the chance of
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accepting impostors [26]. Figure 4 suggests the simple
structure of a speaker verification machine.

2.1. Approaches Adopted for Speaker Recognition. Early re-
search on text-independent speaker reputation is used av-
eraging of function vectors to create a reference template. In
the correlation matrices derived from the spectra of an
incredibly long length of speech, alerts are used to specify
speaker differences. In this research, speech is very useful for
remote attack transactions across telephone networks,
medical data, and healthcare systems. As a result, a speech-
based technique might be effective in detecting changes in
voice quality or throat irritation. Persons can be identified in
such a setting by gathering a database of people whomatches
the original database. +is allows for a better management
system in healthcare. Such techniques will not correctly
represent the distribution of characteristic vectors which are

modelled by means of parametric or nonparametric
methods. Fashions which expect a chance density feature are
termed parametric. In nonparametric modelling, minimal or
no assumptions are made regarding the chance distribution
of function vectors. In this segment, we in brief evaluate the
exclusive version like Gaussian combination version
(GMM), Hidden Markov model (HMM), Vector Quanti-
zation (VQ), and neuronal community primarily based
procedures for speaker reputation. GMM and HMM are
parametric fashions [27–29]. VQ and neural network
models are dealt as nonparametric models. +e Hidden
Markovmodel (HMM) has been the foundation of a number
of effective acoustic modelling approaches in speech rec-
ognition systems. +e model’s analysis skill in phenomena,
as well as its effectiveness in real voice recognition systems, is
the prime cause for its achievement.

Addresser authentication is an unlatched problem.
Addresser authentication structures can be additions
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Figure 2: Speaker recognition testing system.
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categorized as textual content-based and textual content-
impartial process. Inside the text-attached addresser rec-
ognition device, the word to be spoken is fixed. In a self-
reliant text addresser recognition device, there may be no
restrictions on the text to be spoken. Usually, a textual
content-based speaker verification machine performs better
than a textual content-impartial speaker verification system
due to the high degree of control exercised over the speech
sign conditions [30]. +e text-dependent and text-inde-
pendent can be described with the help of an example to
make it clearer as shown in Table 1. In the initial stage, the
agents are verified by some mean of password, and in the
second step, the agent will be verified by using the voice
giving some numeric value to the system. +e most im-
portant comparison among HMM, VQ, and neuronal
communities is the Hidden Markov model (HMM) dealing
with limited factions, while vector quantization and neu-
ronal community are nonparametric models.

2.2. Importance of Feature Extraction. Speech signal carries
the following information:

(i) +e intended message
(ii) Language spoken
(iii) +e speaker’s Identity
(iv) +e emotional and physical state of the speaker

Feature removal is the approximation of variables called
feature vectors, which loyally describe the pattern (speech
pattern) and the problem under deliberation (speaker rec-
ognition). +e main purpose of the feature removal phase in
speaker identity is to withdraw the speaker precise satis-
factory [31].

Voices of any two persons vary due to the dissimilarity in
the diameter of the spoken space, dissimilarity in the size of
the spoken strings, and the fashion in which they are used to
generate speech. +e short-duration spectrum is chiefly
identified by the vocal stretch. Parameters of the charac-
teristics interconnected with the spectrum are acquired from
a tiny segment (typically10–30msec) of the speech signal,
and that is why they are called segmental characteristics. +e
dissimilarity in the speaking way is due to the way in which
the speaker has learned to apply his/her speech production
mechanism [32–34]. +e temporal dissimilarities of speech
traits of various individuals are indicated by these differ-
ences. +ese characteristics are generally eliminated from a
comparatively long segment (usually 100–300msec) of the

speech signal, and thus these characteristics are called su-
prasegmental characteristics. It is visible that all charac-
teristics taken out should be chosen for speaker acceptance.
+erefore, as the feature vector size increases, the compu-
tation and storage necessity also increase. For that reason,
there is a demand for quality elections. +e intention of
quality choice is to take a look at the changes in a com-
paratively low dimensionally quality space that holds the
data suitable for the software. At the similar duration, it
should also be feasible to accomplish meaningful differen-
tiation using simple actions.

3. Recognition, Spotting, and Validation

Addresser reputation may be divided into subtasks, i.e.,
addresser spotting and validation. Addresser identity indi-
cates identity for the addressers, wherein addresser valida-
tion is a system of accepting or reusing as the recognizer of
declared users. Morgan in 2000, Gold, 1997, and Dod-
dington, 1998, used terms when talking about speaker
perception and speaker spotting.

Speaker verification is basically a category with two
sections; the training session: it is when a model of the user’s
voice is built up and the real verification is done. +e system
is thus trained first for a new user’s voice that can be per-
formed inmany sections, whichmean that a spectral analysis
is done from which features are extracted to generate a
speaker model [35].

Secondly, the user’s voice can be verified by comparing
the claim’s voice with the trained database of user models.
On a comparison basis, the system will decide whether the
claim’s identity is the one modelled by the training material
or not. Speaker verification stands on the belief that there is
always some quality in every person’s speech and that it can
be used to verify his/her identity. +e quality features in
speakers’ voices are used both to train a user model and to
make up a reference identity for the claimed cause to be used
for verification against the user’s model [36].

Murray et al., suggested that the first stage of taking out
information from speech signal is known as feature ex-
traction. Both have also discussed that speech information is
essential for different speech processing tasks [37] like
speaker verification is taken as a short spectrum; as per the
same author, spectral information is captured during a
period of about 20ms.

On the other side, Furui, 1997, discussed that an effective
method to differentiate between users in a system is
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Figure 4: Principle structure of an addresser recognition system.

Computational Intelligence and Neuroscience 5



RE
TR
AC
TE
D

fundamental frequencies and different measurements of
signals similar to long-term spectrum and short-term
spectra and in all powers.

Gold andMorgan, 2000, discussed that text-independent
and text-dependent focus on a person’s voice is naturally
relying on the process of verification. For speech recogni-
tion, the correct action of speaking in terms of features is
contingent on the classification techniques being used [38].

Doddington, 1998, Furui, 1997, and Schmidt and Gish,
1994, discussed the environmental effect on the speech
signal coming from different sources, for example, acoustic
noise by Doddington, 1998, and different transmission and
recording environments for speech by Doddington 1998,
Furui, 1999, and environmental sound or other interfering
voices by Schmidt and Gish, 1994.

Doddington, 1998, also stated that differences in the
speaker’s voice or between different speakers affect the
quality of the speaker verification system and suggested that
some of the factors that influence and highlight that one
justification for speaker voice changes is that the use of
speech is a consequence of a person [39]:

(1) Psychical health and physical condition

(2) Age factor (human’s voice changing as he/she is
getting older)

(3) Speaking rate and level of speech effort

(4) Intelligence and educational level
(5) Verification system is experienced

3.1. Model for Speech Recognition. +e GMM became first
added through Rose and Reynold, 1995, and was an espe-
cially used speaker model as it has the potential to model
random desire, fashioning possibility density capabilities
(pdfs), with the usage of superposition of multivibrate
Gaussian. For the diagonal covariance matrix, this is even

genuine when the loss in expressible induced by using the
Gaussians being restrained to a round area which may be
struggling with the usage of more Gaussians. Using diagonal
covariance will help to enhance reputation performance, and
much less parameters of the model may be predicted greater
comfortably from the limited education facts. +e main
purpose for deciding on such a model system is that ev-
eryone aggregate fashions a hid massive speech sound class
[16]. GMM consists of a combination of M Gaussians, in
which M absolutely relies nonlinearly on the context and
length of the training records supplied through the user [40].
+e proposed method is based on speech-dependent health
monitoring and management system. In this system, the
speech signal may be used to identify a variety of symptoms,
such as throat infection, speech pattern alignment, or any
voice-related issues.

+e classical value of “M” is 32 for characteristics at-
tribute dimensions in the span of 12 to 26. D-dimension is
employed for each mixture with mean vector □(⟶ ┬μ)

and diagonal covariance vector □(⟶ ┬σ2̂), measured by
the agent “w” so that the total mass is 1 and modelling shape
is scattering. +e log-likelihood l_GMM for D-dimensional
feature vector X � □(⟶ ┬y t)|1≤ t≤T∧□(⟶ ┬􏼈

y t) ∈ S D} given by the probability P(X|λGMM) is rep-
resented by its parameter. Gaussian chance distribution and
capabilities belonging to the clusters may be satisfactory and
acceptable through their opportunity values. +e best
problem includes green category of feature vectors [41, 42].
Figure 5 shows the Gaussian Mixture Model with its feature
space and corresponding 2-dimension.

GMM used for speaker identification is influenced by
two facts as follows Gaussian individual classes are explained
to represent the acoustic class, and its set vocal tract in-
formation represents the acoustic classes.

GMM density gives a uniform approximation to the
distribution of feature vectors in a multidimensional
region.

Table 1: Text-attached and self-reliant text process.

Verification of
text-dependent

Verification using
speech recognition

Verification with
text-prompted Verification with text-independent

Phase 1:
S1: Using touch-tone keypad
kindly enter your account
number
Caller1: 1234∗ #
Step2: S1: Please say your
password
Caller1: INDIAN
S1: +anks!

S1: Please say your
account number.
Caller1: 1234∗ #
S1: +ank you!

Phase 1:
S1: Using touch-tone keypad
kindly enter your account
number
Caller1:1234∗ #
Step 2: Computer please
repeat 43–69
Caller: 43–69
S1: Kindly repeat 82–24
Caller1: 82–24
S1: +anks!

Call centre
ID: How can I help you Mr. Shrikant?
Caller1: I want to transfer the amount 10,123 from
my savings account with you to my foreign account
in Nepal that I have opened. Agent: Please hold while
I am fetching the information and have a look at that.
Wait for a while, the computer is matching the
identity of calling agent. Agent: +anks! Process
request
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3.2. Functioning of Health Unit. Health centre generates an
authenticated report on the basis of his/her voice quality or
speech analysis and generated throat quality analysis pa-
rameters using a feature extraction method which may or
may not be the same as per the original speech quality as
saved in database.

Monitoring will be done on the basis of speech data
collected per data, and its testing will be done n number of
times using training, training, and sampling techniques
which may hardly take a few milliseconds. Smart man-
agement is the need of an hour where the situation
changes suddenly and monitoring is required at every
point of time. Pandemic situations may occur in the fu-
ture, and such challenges require regular monitoring and
real-time management systems to deal with such sce-
narios. COVID-19 [43] affected the entire nation, and
India is the only country where the recovery rate is quite
high compared with other developed nations in spite of
low medical facilities, and everybody is not capable to
have a medical test in terms of blood samples and get the
result fast. However, many people face difficulties in rural
areas where the situation is the worst, and the testing rate
is very slow and needs more attention. In such condition,
voice can be used to collect the sample of each person by
taking the sample just by making a call and matching
process by extracting the feature, and sampling may be
useful. +e only thing required is to make a database of
villagers in terms of speech and store in the cloud and can
be accessed anywhere and verification can be done any-
time. +e data collection centre can gather the informa-
tion in terms of speech, and that sample will be analyzed
using its original sample and trained by the system and
matched with the saved database sample by extracting its
original frequency spectrum variation, and it will be
verified, and finally the control room of the hospital will
generate a report by analyzing various parameters of voice
and sent to the person whose voice really gets disturbed
and might not be affected by some viral disease or voice
disorder as shown in Figure 6.

4. Preparation of Database

+e bottom has been organized for fifty audio systems
collecting the samples (spoken) of males and females of
various group institutions, with the usage of gold wave 5.5
and cool tool program using microphones. +e directory
collected outlying Hindi numbers along with 0, 1, 2, 3, 4, 5, 6,
7, 8, and 9. Every addressers speak 0–9 digits (in Hindi), each
number for 10 instances, then changed into a note in a noise-
unfastened condition, and kept as a wave sound file (.wav)
recording the desired folder. Table 2 shows the full database
of 50 different speaker users including both males and fe-
males of different groups. +e parameters of data/sample
collection are shown in Table 3.

4.1. Procedure for Data Collection. +e spoken of 50 dis-
tinctive audio systems has been put down the usage of taxon
speakers. Every spectrum of Hindi text from 0 (SHUNYA) to

9 (NAU) was spoken 10 times, and every text has been put
down inside the shape of the scale by reducing each scale
(frame), and via choosing “store alternative” from the record
menu, each scale is stored using.wav file in a suitable folder.
+e spectrum of Hindi digits is recorded using cooling
software which reflects different energies.

Steps involved are as follows:

(1) First, choose the application type; it will give the
blank space in Graphical User Interface type (GUI).

(2) Go to the file menu and select new.
(3) +is will give the option to choose sampling rate,

channels, and resolution.
(4) +en, press OK by selecting the proper sampling

rate, channel, and resolution; it will give a blank
space.

(5) Now, go the record option indicated in the left
bottom corner and press the record button to record
the Hindi spoken digits.

(6) Press the stop button to examine the frame collected.

Similarly, the entire frame from “SHUNYA to NAU” has
been collected by repeating the abovementioned steps.
Figures 8–10 show the spectrum of the spoken digits for
different variations.

5. Proposed Model and Results

Suppose “S” is the target person’s speech represented by S �

s1, s2, . . . , sT􏼈 􏼉 and “V” is the unobservable part of the speech
dependent represented by V � v1, v2, . . . , vT􏼈 􏼉, then for
statistically independent S and V, probability P(xt, j, k) can
be calculated as follows:

P xt, j, k( 􏼁 􏽚
∞

∞
M S; 􏽘

s,j

, μs,j
⎛⎝ ⎞⎠M xt − S; 􏽘

v,k

, μv,k
⎛⎝ ⎞⎠, (1)

where 􏽐s,j and 􏽐v,k are weight covariance matrix and μs,j

and μv,k are mean vectors, and M denotes the Gaussian
density matrix.

Speaker-specific model λs in the maximum likelihood is
given by

λ∗s � max
arg

P XΙλx, λv( 􏼁,

� max
arg

􏽙

J

j�1
􏽙

K

k�1
􏽙

T

t�1
wz,jwz,kP xtΙj, k( 􏼁.

(2)

So, given λv in (2) can be solved using the expectation
maximization algorithm, starts with the initial model λs and
estimate new one λΙs. +e proposed model for verification is
shown in Figure 7.

Here, P (XΙλv, λΙs)≥P(XΙλv, λs), and when testing is
found to be unknown speech, then the system determines
whether or not it is produced by the claimed speakers using
the following equation:

log P YΙλv, λs( 􏼁 − log YΙλv( 􏼁. (3)

Computational Intelligence and Neuroscience 7



RE
TR
AC
TE
D

It is satisfied when it is less than θ, and unsatisfied when
greater than or equal to θ. Here, Y is the utterance cestrum
feature and θ is the threshold level.

+e efficiency of different coding techniques is shown
in Table 4 represented graphically in Figure 11, where
LPC means linear predictive coding, MFCC means Mel-
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Figure 5: Gaussian mixture model with its feature space and corresponding 2-dimension.
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Figure 6: Model for monitoring and management (assembled with the proposed model, Figure 7).
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Table 2: Database of 50 speakers.

SL. No. Name
0 Ambika_25F
1 Aditi_28F
2 Anil_24M
3 Anju_23F
4 Ankitraj_24M
5 Chandu_26M
6 Choti_18F
7 Deepak_26M
8 Deepmala_23F
9 Devmal_24M
10 Gauri_22F
11 Gopal_24M
12 Goutmi_23F
13 Hitan_24M
14 Isha_18F
15 Indira_24F
16 Kamal_25M
17 Kaushal_25M
18 Kiraan_18F
19 Lovley_26F
20 Mantu_24M
21 Navin_26M
22 Neetu_25F
23 Nitika_24F
24 Pankaj_27M
25 Parvathi_22F
26 Puja_24F
27 Prarthana_19F
28 Ramol_24F
29 Ravikant_24M
30 Ribha_21F
31 Sakshi_24F
32 Sanhita_23F
33 Sanjay_24M
34 Satyas_25M
35 Shaleen_23F
36 Shallu_23F
37 Shantanu_23M
38 Shipra_26F
39 Shital_24M
40 Sourav_25M
41 Sujjal_22M
42 Swati_23F
43 Sweta_22F
44 Toral_25F
45 Usharani_26F
46 Uttkal_25M
47 Vandana_19F
48 Vibha_19F
49 Vikash_26M

Table 3: Parameters used for collecting data.

Parameters Values
Total number of speakers 50
Single channel 16KHz
Sampling rate 16 bit (for less quantization error)
Language Hindi (phonetics is rich)
Repetition rate of each speaker 10 digits/minute

Computational Intelligence and Neuroscience 9
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Figure 7: Proposed model for verification and authentication.

Figure 8: Spectrum of spoken digits.

Figure 9: Sampling of spoken digits.
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Figure 10: Spectrum selection for complete spoken digits.

Table 4: Efficiency rate in % of individual feature extraction.

Hindi dialects LPC (%) MFCC (%) LPCC (%)
0 (SHUNYA) 89.99 91.99 90.89
1_EK 88.12 92.23 89.98
2_DO 90.10 89.97 88.27
3_TEEN 87.26 89.25 88.12
4_CHAR 90.12 91.25 90.22
5_PANCH 92.29 90.23 91.67
6_CHEH 90.54 93.44 92.81
7_SAAT 89.11 90.23 92.64
8_AATH 90.78 94.10 90.21
9_NAU 91.34 93.43 87.66
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Figure 11: Efficiency of “SHUNYA” and “EK.”
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frequency cepstral coefficient, and LPCC means linear
prediction cepstral coefficient.

+e linear predictive coding (LPC) is a technique for
compressing the frequency spectrum of a digitized voice
signal utilizing data from a linearly statistical model. It is
broadly applied in auditory signal processing and speech
analysis. +e LPCC is based on linear prediction that pro-
vides the people articulatory system.

Moreover, the variation in the frequency spectrum is
shown in Figures 12 and 13.

6. Conclusion

Using this speech-dependent health monitoring and man-
agement system, speech data can be collected from remote
locations and can be accessed. As per the study, it is found
that COVID-19 virus first affects our throat, and then it
enters into the pumping area (heart). +erefore, in such a
condition, a sample in the form of voice is collected from
particular areas where COVID-19 patient is large in number
and can be analyzed using such a model which helps to first

detect his voice quality and matched with the original voice
as saved in database. +e proposed model provides a better
management system without touching and maintains ap-
propriate distance information that can be collected and
processed for medical treatment. +e future scope of this
research is that it will reduce the chances to come into
contact with a viral effected people in future. Any feature
extraction approach can be imposed on that proposed model
whose efficiency is found to be better to sample and analyze
the speech signal to achieve good authentication. As per our
analysis, MFCC found a good efficiency rate, i.e., 93.43% for
the spoken digit, which may suit for further analysis. Blood
sampling can be avoided using this method, and of course
social distancing can also be maintained by remotely
accessing the voice sample and proven to be a much better
option for the society. Smart solution for the upcoming
generation is required in terms of better facility, less pain,
economical, and fast results. +erefore, such health care and
management system is proved beneficial, and its imple-
mentation changes the face of health units in rural as well as
urban areas.

Figure 12: Variation in the frequency spectrum of spoken digit “SHUNYA.”

Figure 13: Variation in frequency spectrum of spoken digit “EK.”
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Social media is Internet-based by design, allowing people to share content quickly via electronic means. People can openly express
their thoughts on social media sites such as Twitter, which can then be shared with other people. During the recent COVID-19
outbreak, public opinion analytics provided useful information for determining the best public health response. At the same time,
the dissemination of misinformation, aided by social media and other digital platforms, has proven to be a greater threat to global
public health than the virus itself, as the COVID-19 pandemic has shown. �e public’s feelings on social distancing can be
discovered by analysing articulated messages from Twitter. �e automated method of recognizing and classifying subjective
information in text data is known as sentiment analysis. In this research work, we have proposed to use a combination of
preprocessing approaches such as tokenization, filtering, stemming, and building N-gram models. Deep belief neural network
(DBN) with pseudo labelling is used to classify the tweets. Top layers of the base classifiers are boosted in the pseudo labelling
strategy, whereas lower levels of the base classifiers share weights for feature extraction. By introducing the pseudo boost
mechanism, our suggested technique preserves the same time complexity as a DBNwhile achieving fast convergence to optimality.
�e pseudo labelling improves the performance of the classification. It extracts the keywords from the tweets with high precision.
�e results reveal that using the DBN classifier in conjunction with the bigram in the N-gram model outperformed other models
by 90.3 percent. �e proposed approach can also aid medical professionals and decision-makers in determining the best course of
action for each location based on their views regarding the pandemic.

1. Introduction

�e new coronavirus illness (COVID-19) is an ongoing
pandemic that has sparked widespread concern around the
world. Spreading misleading information on social media
platforms like Twitter, on the other hand, is exacerbating the
disease’s concern. People can stay safe, informed, and
connected with the help of technological improvements and
social media. �e same instruments, on the other hand,
enable and intensify the current infodemic, which continues

to undermine the global response and risk pandemic-control
measures. Despite the fact that young people are at a lower
risk of serious sickness from COVID-19, they are an im-
portant group in the context of the pandemic and share in
the communal responsibility of helping us stop transmis-
sion. �ey are also the most active online, using different
digital channels per day (such as Twitter, Facebook, TikTok,
WeChat, and Instagram).

Social media has swiftly grown into a crucial commu-
nication tool for the production, transmission, and
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consumption of information since the start of the COVID-
19 epidemic. Several studies have already used social media
data to aid in the detection and identification of infectious
disease epidemics, as well as the interpretation of public
attitudes, behaviours, and perceptions. As social media
content is provided by users, it can be subjective or erro-
neous, and it commonly contains misinformation and
conspiracy theories [1]. Sentiment analysis, also known as
opinion mining, is the method of classifying emotions in
subjective data using machine learning (ML) and natural
language processing (NLP).

By analysing and sharing information from peer-
reviewed, published research, policymakers and public
health organizations may design efforts for accurate and
timely knowledge translation to the general population.
Individual profiles have evolved, reinforced by social net-
works, which have had a similar influence on the more
specialized communication medium, in addition to tradi-
tional media as the main drivers of social communication in
crisis situations. �e findings suggest to set a new com-
munications paradigm that creates a new area for agents
whosematerial has a level of engagement equivalent to, if not
greater than, that of digital health media [2].

�e current COVID-19 problem is resulting in a socially
advanced condition that is unprecedented for health com-
munities. We live in a highly globalized society, where
mobility, unrestricted travel between countries, and the
evolution and application of Information and Communi-
cation Technologies (ICTs) are all highly developed. Simi-
larly, there is a continual stream of bogus news and criticism
of movements on social media sites as a result of the viral
pandemic. It stifles public health professionals’ communi-
cation and incites broad public indignation [3].

A convolutional neural network (CNN or ConvNet) is a
type of deep neural network used to interpret visual imagery
in deep learning. Artificial neural networks have ushered in
new ideas and procedures in machine learning in a variety of
fields during the last two decades. Many existing processes
have been replaced by them. ConvNets are made up of filter
layers (known as convolutional layers) and aggregation
layers (known as pooling layers), which are alternately re-
peated. One or more fully connected layers follow them.

Text classification aims to categorize text documents into
one or more predetermined categories automatically. Un-
derstanding audience sentiment (happy, sad, and furious)
from social media, detecting spam and nonspam emails,
auto tagging of customer enquiries, categorization of news
items into predetermined subjects, and so on are some
instances of text classification [4].

Text encoders are generally pretrained to handle text as a
sequence of tokens corresponding to small text units, such as
English word parts. In many NLP jobs, where a powerful
encoder is required to model more contextual information, a
high quality of text representation plays a key part in
achieving good performance. Text mining and information
retrieval need the selection of text feature items, which is a
fundamental and significant task. Deep learning differs from
traditional methods in that it automatically learns features
from huge data rather than adopting handmade

characteristics, which rely heavily on past knowledge of
designers and make it nearly impossible to take advantage of
massive data [5]. Text classification framework using a su-
pervised learning model is shown in Figure 1.

�e deep counterpart of an auto encoder is a stacked
auto encoder, which may be produced simply by stacking
layers. �e learnt representation of the previous layer is the
input for each layer, and it learns a more compact repre-
sentation of the existing learned representation. We propose
to use feature extraction from the twitter data streams using
n-gram stack encoder followed by setting the rules and
training the neural network for classifying streaming data.
We will concentrate on the data stream classification task,
where the parameters of a classification model may change
over time, requiring the model to adapt.

2. Related Work

�e COVID-19 pandemic has resulted in a massive loss of
human life around the world and poses a significant threat to
global health, food chain, and the workplace.�e COVID-19
epidemic has claimed many lives and poses a serious danger
to world health, the food supply, and the workplace. �e
response differences between social media and financial
markets as a result of the severe viral spread’s after-effects
revealed the dynamics of COVID-19, including mortality,
contagion variables, time of country virus, and early fatal-
ities. During the lockdown, social media channels were
critical in spreading information about the pandemic
around the world, as people used the platforms to express
their emotions. In light of this severe situation, it is necessary
to examine people’s reactions on Twitter, taking into con-
sideration popular words that are directly or indirectly re-
lated to the epidemic [6].

It would be practically impossible for a human to read
and comprehend everything that has been said about
COVID-19 vaccinations on Twitter. Fortunately, using
textual feature extraction, sentiment analysis, and word
cloud visualizations, we can look into an incredibly com-
plicated and wide-ranging dialogue using natural language
processing (NLP) approaches. Bhatia et al. made a study on
sentiment analysis of COVID-19 tweets with the help of
deep learning classifiers [7]. People were not guided by
tweets about the COVID-19 epidemic, according to this
research.�e findings show that neither WordCloud nor the
frequency of terms in tweets contains any useful words. A
proposed deep learning classifier model with an accuracy of
up to 81 percent validates the claims. �e authors claim that
a fuzzy rule based on Gaussian membership correctly rec-
ognizes sentiments from tweets.

Amit et al. have proposed a sentiment analysis on the
impact of coronavirus in social life using the BERT model.
�ey claim that, because Twitter has become one of the most
prominent social media sites, the authors conducted sen-
timent analysis on tweets using the BERT model, based on
people’s excitement and opinions to better understand their
mental state [8]. �e authors conducted a sentiment analysis
on two data sets in this paper: one data set contains tweets
from people all over the world, while the other data set
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contains tweets from people in India. �ey used the GitHub
repository to validate the emotion classification’s accuracy.
�e validation accuracy is 94 percent, according to the
experimental data.

With the growth in COVID-19 cases, a strange position
of pressure was placed on each country to manage the
problem and make the best use of available resources. People
experienced panic, anxiety, and depression as the number of
positive cases increased rapidly around the world.�e impact
of this lethal disease was discovered to be directly propor-
tionate to the population’s physical and mental health. Social
media has been the most prominent tool that has disrupted
human life during this period. �e tweets about COVID-19,
whether they were about a large number of positive cases or
deaths, caused a surge of panic and concern among people all
across the world. Researchers and data scientists will be able
to access the data for academic and research purposes. Many
data points related to real-life occurrences, such as COVID-
19, can be found in social media data. Harleen Kaur and
others have used the R programming language to analyse the
Twitter data. �e authors gathered data from Twitter using
hashtag terms such as COVID-19, coronavirus, deaths, new
case, and recovered cases. �ey used an algorithm called
hybrid heterogeneous support vector machine (H-SVM) for
sentiment classification and categorised the scores as positive,
negative, or neutral in this study [9]. �ey also compared the
suggested algorithm’s performance to that of the recurrent
neural network (RNN) and support vector machine on
specific criteria such as precision, recall, F1 score, and ac-
curacy (SVM).

In a very short period of time, the social networking site
Twitter saw an extraordinary rise in tweets pertaining to the
novel Coronavirus. Gurumurthy et al. conducted a global
sentiment analysis of coronavirus tweets, demonstrating
how public opinion in various nations has changed over
time. Furthermore, tweets relating to work from home
(WFH) and online learning were scraped and the change in
sentiment over time was studied to identify the impact of
coronavirus on daily elements of life. �e authors also tested
the accuracy of several machine learning models for

sentiment categorization, such as long short term memory
and artificial neural networks [10].

Kuhn et al. have discussed cross-language sentiment
analysis of European Twitter messages during the COVID-
19 pandemic in their work. �e difficulty in analysing the
data source stems from the fact that social media com-
munications are exceedingly noisy and idiosyncratic, and the
volume of incoming data is far too enormous to manually
evaluate. As a result, the authors found that automated
methods for extracting useful information are required. �e
authors examine the emotion of Twitter messages collected
during the first months of the COVID-19 outbreak in
Europe [11]. �is is done utilizing multilingual sentence
embedding and a neural network for sentiment analysis. �e
researchers categorize the findings by place of origin and
compare their chronological progression to events in those
countries. �is allows them to investigate how the situation
affects people’s moods. �ey discovered, for example, that
lockdown announcements are associated with a drop in
mood in almost all of the countries studied, which recovers
quickly.

Anupam Mondal and others have presented a new
approach to classify COVID-19 tweets using machine
learning algorithms. �e documentation goes over the
methods for preprocessing tweets, feature extraction, and
developing machine learning models in detail. When the
organizers evaluated both of the created learning models,
they received F1 ratings of 0.93 and 0.92, respectively [12].
�ey passed the words, POS tags, and TF-IDF values
through their default TensorFlow embedding layer as sep-
arate inputs, then concatenated the outputs to train the DL
model. �e output of the concatenation layer was then sent
to a dense layer that mapped the tensors to their labels via
two layers of bidirectional long-short term memory.

Ching have proposed a n-Gram statistics for natural
language understanding and text processing [13]. For ap-
plications in natural language understanding and text
processing, n-gram statistics and other features of the
English language were determined. �ey were calculated
using 1 million word samples from a well-known corpus.

Training
Text,

Documents,
Images,

etc.

Feature
Vectors

Feature
Vector

Predictive
Model

Expected
Label

Machine
Learning

AlgorithmLabels

New Text,
Document,

Image,
etc.

Supervised Learning Model

Figure 1: A typical framework with supervised learning model for text classification.
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Similar features were discovered in three more corpuses’
most frequently used 1000 words. �e n-gram positional
distributions produced in this investigation are discussed.
�ere are statistical studies on word length and n-gram
frequency trends versus vocabulary. A collection of n-gram
statistics obtained by different researchers is evaluated and
compared in addition to a study of n-gram statistics found
in the literature.

With the recent growth of data in motion, there is a
rising academic interest in analysing streaming data, which
has resulted in the publication of numerous new papers on
data stream analytics. But, investigating the capabilities of
traditional recurrent neural networks in the context of
streaming data classification is still a relatively unexplored
area. Monidipa Das et al. have presented a model called
FERNN, a unique RNN variant with single-pass learning
capability and self-evolution attribute [14]. FERNN is well
suited to working with streaming data due to its online
learning abilities, while its self-organizing trait makes it
adaptable to a fast changing environment. In the hidden
layer, FERNN employs hyperplane activation, which not
only reduces network parameters but also causes the model
to act as a teacher forcing mechanism by default, auto-
matically addressing the vanishing/exploding gradient issues
that can arise with traditional RNN learning based on back-
propagation-through-time policy. As it is not limited by the
normal distribution assumption for streaming data, FERNN
ismore flexible than themajority of the existing autonomous
learning models. Under the test-then-train approach, the
efficacy of FERNN is assessed in terms of classifying six
publicly available data streams. �e experimental findings
suggest that FERNN can achieve state-of-the-art classifica-
tion accuracy with a relatively low computation cost.

A methodology is proposed to analyse COVID-19 from
Arabic twitter tweets. Näıve Bayes classification is used for
basic classification. Later ensemble methods are used for
analysis. Ensemble methods with SMOTE is performed
better than basic classifiers [15]. �e polarization is per-
formed using machine learning algorithms, deep learning,
and TextBlob. �e deep learning approach such as Bi-LSTM
performed when compared to other methods [16]. People
emotions are analysed and classified as positive, negative,
and neural. �e machine learning algorithms, deep learning
algorithms, and ensemble methods are used [17].

In this work, we propose to use a feature extraction using
n-gram stack encoder method first. Data collection and
preprocessing are the first steps in our research work. �e
preprocessing involves different phases including data
cleaning, finding polarity, finding sentiments, and com-
bining the data sets. To get the sentiments, we then use
different methods including parts of speech tagging, lem-
matization, stemming, stop words removal, and finding the
keywords. Once the features are extracted, we then use the
convolutional neural network for classifying the streaming
data. In machine learning, we utilize the deep belief neural
network, which is a generative graphical model, or a form of
deep neural network, made up of several layers of latent
variables with connections between levels but not between
units within each layer. Our results are found to be

promising and better as compared to the existing methods in
the literature that we have discussed in this section.

3. Data Collection and Preprocessing

Businesses may interact with customers on Twitter in a more
personal way. However, because Twitter has so much data, it
can be difficult for marketers to pick which tweets to respond
to first. As a result, sentiment analysis has become an im-
portant tool in social media marketing campaigns. Senti-
ment analysis is a technique that automatically tracks
sentiments in social media interactions. Data collection is
the first step in this research problem of sentimental analysis
of the COVID-19 twitter data [18]. To follow certain terms
and accounts that were trending at the time of data col-
lection, we used Twitter’s streaming application program-
ming interface (API) and Tweepy. �ere are several steps
involved in the process of using Twitter’s API to build the
data set. �is includes creating an account, installation of
Tweepy, a quick test run, inspecting a tweets JSON, parsing
out the data, identifying and collecting the data. Once the
data are collected, it should be preprocessed before further
steps.

Both data preprocessing and exploratory data analysis
are included in the second phase. �e raw tweets were in-
capable of creating unbiased results in sentiment prediction
during the process of cleaning the data to uncover useable
characteristics. #tags, @mentions, URLs, and stop words in
tweets were the biggest roadblocks. Regular expression-
based substitution were used to remove the #tags, @men-
tions, and URLs from the tweets. Stop words were handled
by NLTK library in python.

�e polarity scores of each tweet in the dataset can be
computed using Python’s TextBlob package [19]. �e
cleaned tweets from the previous phase were subjected to
multiple assessment models using TextBlob, and a generic
polarity score for each tweet was calculated. �is score was
linked to the type of words in the text, such as Unigrams,
Bigrams, and Trigrams.

By classifying the polarity ratings of tweets into three
groups, the sentiments phase expanded on the preceding
phase. Positive emotions are ones that have a wide range
(0, 1). Negative sentiments have a polarity of (−1, 0), while
neutral sentiments have a polarity of 0.0. �ese three
classes were saved in the dataset as a separate feature called
“Sentiments.” Parts of speech tagging (POS), lemmatiza-
tion, stemming, and stop words removal were the different
techniques used in the framework process as shown in
Figure 2.

A part-of-speech tag (or POS tag) is a particular label
assigned to each token (word) in a text corpus to denote the
part of speech as well as other grammatical categories such as
tense, number (plural/singular), and case [20]. POS tags are
employed in text analysis tools and algorithms, as well as in
corpus searches.

In linguistics, lemmatization is the act of bringing to-
gether the inflected forms of a word so that they may be
examined as a single item, identified by the word’s lemma, or
dictionary form [21]. �e process of reducing inflected
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words to their word stem, base, or root form, generally a
written word form, is known as stemming. �e stem does
not have to be the same as the word’s morphological root; it
is typically enough that related words map to the same stem,
even if that stem is not a valid root in and of itself. To
eliminate stop words from a sentence [22], divide your text
into words and then check to see if the word is in the NLTK
list of stop words.

All things in Twitter are built on the foundation of
tweets. “Status updates” is another term for tweets. �e
Tweet object has a huge list of “root-level” characteristics,
including id, created at, and text, among others. Tweet
objects also serve as the “parent” object for a number of child
objects. �e key attributes from the tweets include the
following:

(a) text: the tweet’s actual text
(b) created at: the date the tweet was created
(c) text: the text of the tweet itself
(d) favorite count, retweet count: the total number of

favourites and retweets favorited
(e) lang: the language’s abbreviation
(f) id: the tweet identifier
(g) geo: if available, geo-location data
(h) user: author’s complete profile
(i) entities: URLs, @-mentions, hashtags, and symbols

are examples of entities

Data preparation is highly recommended for a variety of
reasons, including datum or database quality, data analysis
process, and the capacity to apply related algorithms for
removing noisy and missing data and increasing data reli-
ability, as high-quality data models require high-quality

data. Sentiment analysis entailed determining the subjec-
tivity contents of a given piece of material by first pre-
processing it to detect stop words and symbols and then
checking the subjectivity contents [23]. Machine learning
approaches and lexical-based methods are both used to
determine the polarity of an opinion’s substance. Sentiment
classifies information as either favourable, negative, or
neutral.

Feature selection is a method for condensing a large
number of attributes into a smaller subset with the maxi-
mum accuracy [24]. �e limitation of overfitting, the im-
provement of accuracy, and the reduction in training time
are all advantages of using this option on the data. Filters and
wrappers are two types of feature selection strategies. Filters
utilize statistical tests like Infogain, Chi-square, and CFS to
determine the best subset of features, whereas wrappers use a
learning algorithm to determine the best subset of features.

In the literature, the majority of comprehensive tech-
niques extract unigrams, bigrams, and unigrams and
bigrams as three separate features to apply to Naive Bayes,
maximum entropy, and support vector machines classifiers,
respectively [25]. N-grams features have been frequently
employed in twitter sentiment classification to speed up
processing speed. In more concrete terms, information gain
for classification is a measure of how frequently a feature
appears in one class compared to all other classes. A unigram
with high information is one that appears frequently in good
tweets and rarely in negative tweets. In the next section, we
detail the proposed approach through n-gram stack encoder
followed by setting the rules and training the neural network
for classifying streaming data.

4. Proposed Design

Sentiment analysis is an automated approach of identifying
and classifying subjective information in text data. An
opinion, a judgment, or a visceral response to a particular
issue or element of a product might be included. Polarity
detection is the most popular method of sentiment analysis,
which involves categorizing statements as positive, negative,
or neutral. Sentiment analysis makes sense of human lan-
guage using natural language processing and machine
learning to produce correct results automatically. Connect
sentiment analysis tools directly to social networks so that
we can keep track of tweets as they come in and obtain real-
time insights from social mentions.

We focus on an automatic method for sentiment analysis
in order to examine these vast amounts of data. For sen-
timent analysis on tweets, we train a neural network. A
pretrained word embedding follows the network’s text input
layer.�e vectors are then input into a 128-dimensional fully
connected layer with 50% dropout and sigmoid activation,
followed by a regression output layer.

An n-gram is an n-unit string that is a portion of a bigger
string. Characters and entire words can be used as these
units. A word is just a string of x characters separated by a
space on both sides. Because word borders are also essential
information, spaces are usually included when utilizing
character n-grams for classification.

RAW Twitter text data

1. Unitize & Tokenize
Tokens · N-grams

2. Standardize & Cleanse

3. Stop Word Removal

Common Lists · Custom Dictionaries

4. Stem or Lemmatize

Stemming · Lemmatizing ·
Part of Speech Tagging

Tokens

Standarsize Case · Remove Numbers,
Punctuation and Special Characters

Figure 2: Sentimental analysis pipeline.
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An n-gram is a contiguous sequence of n elements from a
given sample of text or speech in the fields of computational
linguistics and probability as shown in Figure 3. �e
components might be phonemes, syllables, letters, words, or
base pairs, depending on the application. n-grams are often
retrieved from a text or audio corpus. N-grams are also
known as shingles when the components are words. In
statistical natural language processing, n-gram models are
commonly utilized. Words are modelled in such a way that
each n-gram is made up of n words for parsing.

�e lack of explicit representation of long-range de-
pendency in n-gram models is frequently criticized [26].
Because an n-gram model’s only stated dependency range is
(n− 1) characters and because natural languages contain
many occurrences of unbounded dependencies, an n-gram
model cannot discriminate unbounded dependencies from
noise in principle. But in practice, n-gram models have
proven to be particularly effective in modelling language
data, which is a critical component of modern statistical
language applications.

In general, word-level N-grams give “better” outcomes
for generative applications, but they come with their own set
of problems. An N-Gram grammar is a representation of a
Nth order Markov language model in which the existence of
N− 1 extra symbols affects the chance of a symbol appearing.
Word sequence probabilities are derived by the cooccur-
rences of words in the corpus, and N-Gram grammars are
frequently created using data taken from a huge corpus of
text. N-Gram grammars have the advantage of covering a
considerably bigger language than would customarily be
possible with a corpus-based approach.

When you count the number of n-grams shared by two
strings, you get a measure of how similar they are. �is
metric is impervious to a wide range of textual errors, in-
cluding misspellings. n-grams are commonly used as fea-
tures in machine learning to predict the particular qualities
of components in a dataset.

All of the tweets in the training set can be transformed to
n-grams in the case of hashtag prediction. After that, n-gram
frequency counts, for example, might be used to find pat-
terns in the data. Specific hashtags could be linked to specific
n-gram frequencies for tweets. A hashtag prediction system
of maximum possibilities can be created in this fashion. A
method like this might also extract all n-grams inside a
specific range.

�e amount of unique words identified in the training
data determines the number of features in normal cir-
cumstances. �e program can extract n-grams at both the
character and word level. Other settings in this method can
be predetermined, such as omitting stop words and non-
ASCII letters. �e non-ASCII letter should be removed
before sentiment analysis to improve the performance.

4.1. Algorithm. We will begin with the uniform model.
Because it assigns the same probability to every word in the
text, this model will have very low average log likelihoods on
the evaluation texts. After that, we combine this uniform
model with the unigram model and reevaluate it using the
evaluation texts.

�e bigram model is then added to the mix. Similarly,
each model in this three-model interpolation will have the
same interpolation weight of 1/3.We continue to add greater
n-gram models to the mix while maintaining the same
mixture weights across models.

Step 1: set the weight of each n-gram model to a
number between 0 and 1, so that the total is less than 1.
Step 2: the goal function is differentiated with regard to
each n-gram model weight (a1 to a5). �e gradient of
the objective function defined with respect to that of
weight is often referred to as this derivative.
Step 3: each model’s weight should be increased by a
fraction of its gradient from Step 2. Because it influ-
ences how quickly the model weights are updated in
each step, this fraction is frequently referred to as
learning rate.

aj � aj + λ
zJ

zaj

, (1)

where j�mapping cost, starts from 0 and increases
during each iteration until average log likelihood
reaches the max value.
Step 4: by subtracting the new n-gram model weights
from 1, the uniform model’s weight can be adjusted.
Step 5: finally, we repeat steps 2 and 3 until our average
log likelihood has reached its maximum value.

4.2. Training theModel. For a given n-gram model, we have
the following.

(1) �e probability of each word is decided by the n− 1
words that are before it. In a trigram model (n� 3),
for example, the probability of each word is deter-
mined by the two words that come before it.

(2) �e fraction of times this n-gram appears among all
the preceding (n− 1)-grams in the training set is used
to calculate this probability. To put it another way,
training the n-gram model simply entails calculating
these conditional probabilities based on the training
text.

unigram counts

bigram counts

trigram counts

Root

N(u)

N(u,v)

N(u,v,w)

. . .

. . .

. . .. . .

Figure 3: N-grams model for generative applications.

6 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

As a result, we can utilize the average log likelihood as
the n-gram model’s assessment metric once more. �e
stronger our n-gram model is, the higher the average
probability it assigns to each word in the evaluation text.

More sophisticated methods for predicting the likelihood
of a word w given a history h, or the probability of an entire
word sequence W, will be required. To determine the prob-
abilities of complete sequences such as P (w1, w2, . . ., wn), we
must use the chain rule of probability to decompose the
probability:

wij(t + 1) � wij + η
z log(p(v))

zwij

. (2)

Now, by applying the chain rule to words, we get

P w1: n( 􏼁 � P w1( 􏼁P w3|w1: 2( 􏼁 . . . P wn|w1: n−1( 􏼁

� 􏽙
n

k�1
P wk|w1: k−1( 􏼁.

(3)

�e chain rule demonstrates the connection between
computing a sequence’s joint probability and computing a
word’s conditional probability given prior words. (3) implies
that by multiplying a number of conditional probabilities
together, we may estimate the joint probability of an entire
sequence of words.

�e proposed n-gram model is based on the idea that
rather than assessing a word’s likelihood based on its whole
history, we can approximate it using only the latest few
words. �e bigram model uses only the conditional prob-
ability of the preceding word P (wn|wn−1) to approximate the
probability of a word given all previous words P
(wn|w1:n− 1). A Markov assumption states that the prob-
ability of a word is exclusively controlled by the preceding
word. Markov models are a type of probabilistic model that
assumes we can anticipate the likelihood of a future unit
without having to look too far back in time. As a result, the
general equation for this n-gram approximation of the
conditional probability of the following word in a sequence
is

P wn|w1: n−1( 􏼁 ≈ P wn|wn−N+1: n−1( 􏼁. (4)

Maximum likelihood estimation, or MLE, is a simple
method for estimating probabilities. By taking counts from a
corpus and normalizing them to fall between 0 and 1, we can
get the MLE estimate for the parameters of an n-gram
model. �e program can extract n-grams at both the
character and word level. Other settings in this method can
be predetermined, such as omitting stop words and non-
ASCII letters as well.

Tokenizing strings is the process of converting strings
into tokens. Separate strings are detected and labelled with a
unique ID in this way. Token separators are frequently
perceived as white spaces and punctuation marks. Tokens
that appear frequently in the data are given a lower weight
than tokens that appear infrequently. Each token represents
a feature, which is represented by a feature vector. A
multivariate sample is a vector that comprises all of the

features for a specific document. �us, vectorization is the
generic process of converting textual data into numerical
feature vectors that machine learning algorithms can handle.
Setting the rules and training the neural network for clas-
sifying streaming data forms the second phase of the work
and is discussed in detail in the next section.

�e primary principle behind utilizingN-grams to generate
text is to presume that the last word (xn) of an n-gram may be
deduced from the previous words in the same n-gram (xn−1,
xn−2, . . ., x1), which is known as context. So the model’s basic
premise is that in order to forecast the next word, we do not
need to maintain track of the entire phrase; instead, we just
need to look back for n− 1 tokens.

5. DeepBeliefNeuralNetwork forClassification

A deep belief neural network (DBN) may learn to proba-
bilistically recreate its inputs when trained on a set of ex-
amples without supervision. After that, the layers serve as
feature detectors. A DBN can be further taught under su-
pervision to do categorization after completing this learning
stage [27]. DBNs are made up of simple, unsupervised
networks like restricted Boltzmann machines (RBMs) or
autoencoders, with the hidden layer of each subnetwork
serving as the visible layer for the next. A generative energy-
based undirected model with a “visible” input layer and a
“hidden” layer, as well as connections between but not
within layers, is known as an RBM. �is results in a quick,
unsupervised layer-by-layer training approach, in which
contrastive divergence is applied to each subnetwork in
turn, starting with the “lowest” pair of layers as shown in
Figure 4.

�e contrastive divergence approach is used to speed up
the learning for an RBM, and the fundamental idea is to
update all of the hidden units in parallel, starting with visible
units, reconstructing visible units from the hidden units, and
then updating the hidden units again. Layers of stochastic
binary units with weighted connections make up a basic
belief network. Furthermore, because the network is an
acyclic graph, we can see what kinds of data the belief
network believes in at the leaf nodes. �e goal of a belief
network is to infer the states of unseen stochastic binary
units and adjust the weights between them so that the
network can provide data that are equivalent to what is
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Figure 4: DBN learning architecture with two hidden layers and
one output layer.
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observed.�e stochastic binary units in belief networks have
a state of 0 or 1, with the probability of reaching 1 controlled
by a bias and weighted input from other units. �is is
represented as

wij(t + 1) � wij + η
z log(p(v))

zwij

. (5)

Here p (v) corresponds to the probability of a visible
vector, ƞ represents the learning rate, and W is the weight
matrix between the hidden (i) and visible layers (j). �e
contrastive divergence (CD) technique is used to learn a
layer of features from visible units as the initial stage in
training DBN [28].�e next stage is to treat previously learnt
features’ activations as visible units and learn features from a
second hidden layer. When the learning for the final hidden
layer is completed, the entire DBN is trained. DBN may be
trained using this simple greedy learning technique. �is is
because the CD algorithm in the training RBM seeks for the
local optimum for each layer, and the following stacked
RBM layer takes those optimally trained values and looks for
the local optimum again. As each layer is continually ed-
ucated to achieve the best value, the global optimum is likely
to emerge at the end of this method.

We can employ persistent contrastive divergence be-
cause the sampling caused by contrastive divergence
greatly biases the samples from the model distribution
toward the most recent data. New samples are produced at
each iteration by sampling conditioned on the most re-
cently sampled hidden states, which are retained between
data points, and the model distribution is randomly
initialized.

By stacking RBMs and interpreting the hidden layer of
the lower RBM as the visible layer of the next layer, DBNs
can be created. It has been demonstrated that adding hidden
layers and using the previously stated unsupervised learning
methods for RBMs will enhance the lower bound on the
training data’s log-likelihood. Higher layers are more likely
to encode abstract features, which are usually extremely
useful for classification applications. After that, supervised
learning methods can be used to train the DBN’s top layer,
and error backpropagation can be used to optimize the
entire multilayer network for the job. DBNs can also be used
to link together distinct sets of data. Preprocessing hierar-
chies for both inputs may be created independently in this
case, and the top levels of both hierarchies can be considered

as a shared visible layer for a new association layer to be
formed on top of them. As a result, DBNs can have tree-like
structures as well as single hierarchies.

Data labelling by hand is both costly and time-con-
suming. We can use pseudo labelling to label our data to
speed up the process of labelling it as shown in Figure 5.
Pseudo labelling is a semisupervised labelling technique that
still requires labelled data. Machine learning methods are
used to develop models in pseudo labelling. As a class of
unlabeled data, the model was then utilized to construct a
pseudo label.

We utilized multinomial Nave Bayes as a model in this
study. In this work, we created our sentiment analysis model
by performing several experimental model variations. We
built the first model variations using deep belief neural
network. We also compared the accuracy of the three al-
gorithms by using term frequency-inversed document fre-
quency (TF-IDF) as a characteristic instead of TFIDF.
Several deep neural network methods, including convolu-
tional neural network (CNN) and long short-term memory
(LSTM), were used to create the second sentiment analysis
model variations (LSTM).

�e major purpose of this project’s exploratory data
analysis phase was to become familiar with the data
frame’s columns and begin developing research ideas.
Starting with the phase of importing the data with pandas,
we can see that all of the following information is available
for each tweet and that includes user name, description,
followers, friends, favourites, id, date, text, hashtags,
sources, and retweets. �e depth of a convolution neural
network suffers from overfitting due to the necessity to
train a large number of hyper parameters. Dropout reg-
ularization is applied to completely linked layers to solve
the problem of a large number of concealed units and their
connections. Two key metrics, namely the polarity and
subjectivity, are calculated. By sorting the data set by
polarity scores and then presenting the top rows, we may
examine these types of tweets and complete the senti-
mental analysis.

Labelled data Train Model Predict Label Un labelled data

Pseudo-labelled
data Retrained Model

Figure 5: Labelling method.

Table 1: Statistics overview of the tweets COVID-19 dataset.

Feature Total Unique Percentage of tweets (%)
Hashtag 3653928 566308 30
Mention 5363449 1251963 40
Entity 11537537 331307 70

8 Computational Intelligence and Neuroscience
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6. Results and Discussion

�e easiest approach to assess a language model’s perfor-
mance is to embed it in an application and track how much
the application improves. Extrinsic evaluation refers to this
type of end-to-end assessment. Extrinsic evaluation is the
only way to determine whether a certain component change
will actually help with the task at hand. An intrinsic eval-
uation metric is one that assesses a model’s quality without
regard to its application. A test set is required for an intrinsic
evaluation of a language model. �e probabilities of an n-
gram model, like many other statistical models in our field,
are derived from the training set or training corpus on which
it is trained.�e performance of an n-grammodel on unseen
data, referred to as the test set or test corpus, can subse-
quently be used to assess its quality.

�e research focuses on sentiment analysis of Twitter
messages utilizing the Python programming language with
the Tweepy and TextBlob libraries. Tweepy allows us to find
relevant information by using keywords, hashtags, timelines,
trends, or geolocation. For searching the tweets with the
COVID hashtag, the following command is used.

api� tweepy.API(auth, wait_on_rate_limit�True)
#important.
self.tweets� tweepy.Cursor(api.search, q� ’COVID-19,
lang� ”en”).items(100)

�e prepared dataset, which included positive, negative,
and neutral classes, was used in the experiments. A total of
47,000 tweets were used in the training process, with 11,000
being used in the testing cycle. Different N-gram models
were combined with a set of classifiers in the suggested
strategy in Table 1.

In order to determine the best settings for the pre-
processing approaches and classifiers, we ran a series of
experiments to see which alternatives would yield the most
accurate results. Section 3 includes a detailed description of
the chosen preprocessing methods. Some of the sample
tweets are listed below in Table 2 with corresponding sen-
timent category.

We notice that when we select qualities with an infor-
mation benefit greater than zero, the number of them is
reduced significantly. We chose around 70% of the attributes
ranked as more deserving for the second feature extraction,
where the attributes are analysed using the random forest
algorithm. �e suggested classifier accuracy is compared to
other techniques in the literature in Table 3.

Table 3 shows how classifier performance varies based on
the preprocessing methods used. �e behaviour of dataset
representations is not consistent. �ere is no representation
that consistently produces better results when compared to
others. In general, 1-to-3-grams outperform the other for-
mats; however, they are a close second to unigram.

�e attribute selection process enhances classification
performance when compared to picking all attributes,
according to our findings. �is results from the elimination
of redundant and irrelevant features from datasets, which

Table 2: Sample tweets classification from the data set.

Sample tweet Sentiment category
Bright vision, a community hospital, is transferring all patients to create room for stable COVID-19 cases. Mixed sentiment
Any fellow patriot who celebrates Boris contracting the Corona virus is a complete cunt. Negative/sad
Twittizens, good morning I wish you a day without coronas. Positive/joy
Perhaps if I lock my front door, the coronavirus will be kept away. Anger
In order to infect visitors with malware, hackers create false coronavirus maps. Fear
My heart hurts so much at the notion of Jacob’s Nashville performance being cancelled. Please go away. Negative/sad

Table 3: Classifier accuracy comparison with the proposed method.

N-gram Type of attribute
Classifier accuracy

Proposed DBN (%) Naı̈ve Bayes (%) SVM (%) K-nearest neighbors (%)

Unigram
All twitter data 80.3 79.4 81.9 73.3

Information gain >0 84.1 86.6 83.6 74.2
Best 70% on ranking 88.1 88.0 83.2 73.5

Bigram
All twitter data 86.1 75.2 85.8 62.7

Information gain >0 90.3 89.0 82.8 63.3
Best 70% on ranking 89.5 83.0 87.8 62.7

1 to 3 gram
All twitter data 86.1 85.7 82.5 68.8

Information gain >0 90.1 92.5 84.1 66.0
Best 70% on ranking 89.0 88.3 83.8 66.4

Table 4: Words classification based on different sentiments across
time periods.

Sentiment March 2020 April 2020 May 2020 June 2020
Positive 32430 32437 31572 26507
Negative 34181 31538 37410 20677
Fear 31496 35542 34982 29184
Noncategorized 136916 155750 147115 101254
Total 235023 255267 251079 177622

Computational Intelligence and Neuroscience 9
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can lead to overfitting by deceptive modelling techniques.
Table 4 shows the general community sentiment for the
study period, organized by sentiment words. It demonstrates
that in March and April, the public had a very favourable
attitude. Late May saw a minor decrease, followed by a
substantial decrease in June. �is could be attributable to an
increase in COVID-19 confirmed cases. �ere were peaks
and valleys in negative sentiment.

Some words, such as “coronavirus” and “Wuhan,” have
the highest frequency in our database. In the tweets column,
there are a variety of #hashtags. However, they are nearly
same in all attitudes; therefore, they are unable to provide us
with useful information. �e efficiency of the proposed
algorithm is shown in Figure 6 when compared to other
categorization methods in the literature.

It is evident from Figure 6 that the proposed method
outweighs the other existing methods in the literature in
terms of classifier accuracy. �e number of repetitions also
affects classification accuracy. As the number of iterations is
impacted by the size of the experiment, we chose iter-
ation� 50, 100, 150, 200, and 300 and then manually ex-
amined the data throughout each iteration.�e results reveal
that in the range from 100 to 200 iterations, there is no
significant change. As a result, we limited our model to 150
iterations. While sentiment analysis of tweets can reflect
public opinion, it cannot express the true impact of the virus,
as evidenced by the rapidly increasing number of cases and
deaths every day.

7. Conclusion

With the rise in popularity of social networking sites, they
have become a strong tool for influencing people and dis-
seminating information to the general public. However, due
to the lack of contextual information in the texts, sentiment
analysis for brief texts such as Twitter is particularly difficult.
As a result, numerous algorithms are always being created in
order to achieve the finest sentiment analysis model result. A
preliminary phase of text preprocessing and feature ex-
traction is required to complete the classification operation.
Because preprocessing activities have an impact on

classification quality, we run a number of experiments on
various generated datasets. Deep belief networks are a type
of deep architectural network that is constructed from stacks
of restricted Boltzmann machines. DBNs may also be uti-
lized for tasks in both an unsupervised and supervised
situation, and they take full advantage of outstanding
techniques like unsupervised pretraining and fine tuning on
a downstream job. �e results of our research show that by
selecting and representing features correctly, sentiment
analysis accuracy can be increased. �e produced datasets
were analysed in terms of positive and negative attitudes,
fear, and trust emotions expressed in the tweets. To avert
anarchy and panic, policymakers can adopt public opinion
surveillance techniques. For well-intentioned data, Twitter
can be used. All governments can benefit from timely
awareness of public mood in order to establish an effective
strategy for better managing the situation and a commu-
nication strategy for disseminating accurate and trustworthy
information and engaging the public in the appropriate
response activities. �is will be our future directions as well.
In future, additional twitter data can be considered for
experimentation. �e impact of COVID-19 on financial
sector, employability, and personal life of the individuals
may be analysed and prediction will be performed using
machine learning techniques.
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A key challenge in clinical recommendation systems is the problem of aberrant patient profiles in social networks. As a result of a
person’s abnormal profile, numerous vests might be used to make fake remarks about them, cyber bullying, or cyber-attacks.
Many clinical researchers have done extensive study on this topic. 'e most recent studies on this topic are summarized, and an
overarching framework is provided. When it comes to the methods and datasets that make up the data collection, the feature
presentation and algorithm selection layers provide an overview of the various types of algorithm selections available. 'e
categorization and evaluation of diseases and disorders has been one of the major advantages of machine learning in medical.
Because it was harder to predict, it rendered it more controllable. It might range from difficult-to-find cancers in the early stages to
certain other illnesses spread through the bloodstream. In healthcare, we may pick methods in machine learning depending on
reliable outcomes. To do so, we must run the findings through each method. 'e major issue arises during information training
and validation. Because the dataset is so large, eliminating mistakes might be difficult. 'e providers, other characteristics, various
algorithms, data labelling techniques, and assessment criteria are all presented and contrasted in depth. Detecting anomalous
users in medical social networks, on the other hand, is a work in progress. 'e result evaluation layer provides an explanation of
how to evaluate and mark up the results of the various algorithm selection layers. Finally, it looks forward to more study in
this area.

1. Introduction

With the widespread application of the development of
mobile Internet technology, online healthcare social net-
works have quickly become an essential part of people’s
network life due to their convenience, flexibility, and rich
content. However, the vast user privacy information in
healthcare social networks and its vast commercial value
have often become the targets of criminals who attempt to
commit illegal activities. Among them, abnormal users are
one of the standard methods criminals use to attack

healthcare social networks. For example, merchants distort
product value orientation for commercial interests [1–3];
criminals use multiple vests to deceive Internet users, steal
information, or even online fraud [4–6]. According to
statistics, the types of abnormal users also show a variety of
forms due to different types of healthcare social networks. As
shown in Table 1, they are widely present on different social
platforms. For example, as of June 2012, Face book has about
8.7% (8.3×107) fake users, while Twitter faces the same
problem. About 5% of users are fake users. Some experts
believe that this proportion is possible up to 10% [7].
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Abnormal users in healthcare social networks have a
wide range of existence and severe harm. Related scholars
have summarized the research on the detection technology
of strange users in healthcare social networks. Sun et al. [8]
summarized the status quo and associated technologies of
abnormal patient profile and abnormal behaviour detection
in healthcare social networks. Song et al. [9] focused on
analysing malicious patient profile algorithms and their
applications based on features, space, and density. In the
study by Hu et al. [10], focusing on four aspects of traditional
spam, false comments, spam, and link factories, network
characteristics, content characteristics, and behaviour
characteristics are extracted. It explains the application of
clustering algorithms, classification algorithms, and graph
algorithms. For the problem of false information detection,
Yuan et al. [11] studied graph-based algorithms. 'ey di-
vided them into subgraph analysis and mining algorithms,
label transfer algorithms, and hidden factor decomposition
algorithms. 'e research mentioned above only summarizes
the current work from features or algorithms and is not
comprehensive enough.

'is article summarizes the implementation process of
social network abnormal patient profile technology, as
shown in Figure 1. 'e data collection layer introduces data
acquisition methods and related data sets; the feature pre-
sentation layer explains attributes features, content features,
network features, activity features, and additional features;
the algorithm selection layer introduces supervised, unsu-
pervised, and graph algorithms; the result evaluation layer
explains data labelling methods and method evaluation
indicators.

'is research is organized as follows. Section 1 describes
the introduction, the supervised algorithm is described in
Section 2, Section 3 describes the unsupervised learning, the
graph algorithm is described in Section 4, Section 5 describes
comparison of different algorithms, evaluation parameter is
described in Section 6, and finally Section 7 describes the
conclusion part.

2. Supervised Algorithm

When the acquired data contain tags, the researchers design
numerical features based on the idea of classification and
divide users into abnormal users and regular users to detect
strange users. Supervised algorithms can be divided into
single classification algorithms and integrated classification
algorithms:

(1) Single classification algorithm refers to using only
one classification algorithm to detect abnormal
users. Commonly used is logistic regression, support
vector machines, decision trees, and so on. Tara [5]
and Qi et al. [7] used logistic regression to detect
malicious users in Twitter and phishers in CNN and
found that the name language pattern feature is the
most significant feature that distinguishes malicious
users from normal users. Jiang et al. [12] used logistic
regression to detect false reviews in Amazon.
According to the classification of products and as-
sessments, it emphasizes detecting 4 more dangerous
faulty comment areas. It is found that the charac-
teristics of response activities are the most effective
for the problem, and Zhu [2] found that the overall
score deviation is essential for detection. Fake
comments have no effect. Meng et al. [13] used
support vector machines to detect Wikipedia’s vests
and found the 30 features that contributed the most
to the problem through experiments. Zhang et al.
[14] used support vector machines to detect ab-
normal behaviors of network users. Tables 2 and 3
show the comparison of detection characteristics and
classification of detection algorithm, respectively.
'e spammers in Twitter introduce the parameter J
into the support vector machine to give the prior
distribution of spammers, adjust J to balance the
improvement in accuracy or recall, and select
through gain and chi-square tests. 'ere are several
distinguishing characteristics. For example, Venka-
tesan et al. [15] used decision trees to detect cultural
attackers in Wikipedia, sacrificed part of the accu-
racy requirements to achieve a higher recall rate, and
won the 2010 PAN competition. Wang et al. [16]
used decision trees and Bayesian network algorithms
to detect false news about Hurricane Sandy on

Table 1: Types of abnormal users.

Abnormal user types Main existence platform

Spammer Twitter, Weibo platform, CNN, Amazon,
Yelp

Hoaxes Wikipedia
Bot Twitter
Sock-puppet Wikipedia, Twitter, Facebook, CNN
Troll Slashdot zoo, Wikipedia
Fake user Google, Twitter, Amazon
Vandal Twitter, Wikipedia, TCP

Social 
Network
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Feature Vector
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Detection Model

Graph based
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Abnormal 
patient Profile

Normal 
Patient Profile

Figure 1: Abnormal user architecture of healthcare social
networks.
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Twitter and found that the effect of decision trees is
better. In addition, the contribution of text features is
relatively significant. When transaction data (super
clever agreement) technique is combined with tra-
ditional relational database strategies, data security,
authenticity, time management, and other aspects of
data regime are significantly improved. Logistic re-
gression was employed by Jiang et al. [12] to detect
fake reviews on Amazon. It stresses on four more
risky defective remark areas, according with cate-
gorization of items and evaluations.

(2) Integrated classification algorithm integrates multiple
single classification algorithms to obtain higher accu-
racy, such as random forest, Adaboost, etc. For ex-
ample, Kanhere et al. [17] used the random forest
algorithm to detect abnormal users in discussion
communities such as CNN.'ey found that the longer
the sample time, the worse the prediction accuracy of
the method, which confirmed that changes in user
behaviour quickly lead to abnormal users. Wang et al.
[18] used six classification algorithms, including ran-
dom forest and Bayesian network, to detect the vests in
Wikipedia.'ey found that the best features were reply

frequency, increased bytes, and average contribution
through experiments. Noh et al. [19] used the Adaboost
method which detects the political navy in Twitter, uses
the chi-square test to give the 10 most contributing
characteristics, and analyzes the characteristics of the
discovered political navy. Shalash et al. [20] used
support vector machines, random forests, and Ada-
boost methods to detect deception in healthcare social
networks.'e Adaboost way is more effective, and this
newly defined indicator is more effective. Bhanu-
murthy et al. [21] integrated Bayesian, NSNB,Winnow,
and other algorithms into linear joint algorithms and
obtained the effectiveness of each algorithm for the
problem by optimizing the weights.

3. Unsupervised Algorithm

When the sample data do not contain labels or contains few
titles, based on the idea of clustering, researchers propose to
use unsupervised learning algorithms to solve the problem
of abnormal patient profile. Unsupervised algorithms are
divided into decomposition mining from top to bottom and
cluster mining from bottom to top.

Table 2: Comparison of detection characteristics.

Detection feature Features 'e essential Feature
evaluation

Attribute
characteristics

Using artificial design methods, it is easy to bypass attackers.
'e algorithm design is simple; the efficiency is low, the

accuracy rate is relatively low, the data level is trim, and it has
strict privacy protection.

Breakthrough privacy protection Uncommonly
used

Content
characteristics

Natural language processing method is adopted, which is easy
to be bypassed by attackers. In addition, the algorithm design is
complicated, the efficiency is low, the accuracy rate is relatively
low, the data level is significant, and the privacy protection is

slight.

Design complex algorithms and
reasonable language models Commonly used

Network
characteristics

Adopting complex network processing methods, not easy to be
bypassed by attackers, simple algorithm design, low efficiency,
relatively low accuracy rate, significant data level, and no

privacy protection.

Master the global structure Mainstream

Activity
characteristics

Using behavioural pattern analysis and processingmethods, it is
not easy to bypass attackers; the algorithm design is simple, the
efficiency is high, the accuracy rate is high, the data level is

significant, and the privacy protection is slight.

Select the most distinguishable
activity information Mainstream

Auxiliary features

Using time-series model analysis, it is not easy to bypass
attackers; the algorithm design is complex, the efficiency is high,
the accuracy rate is high, the data level is trim, and it has slight

privacy protection.

Effective use of time dimension
information Popular

Table 3: Classification of detection algorithms.

Algorithm 'ought Algorithm key issues

Supervised algorithm
Single classification algorithm

Classification
Select the key feature with the greatest degree

of
discriminationIntegrated classification algorithm

Unsupervised
algorithm

Decomposition mining from top to
bottom Clustering Choose a reasonable similarity index

Cluster mining from bottom to top

Graph algorithm Spectral decomposition Graph outlier
detection Processing large-scale sparse graph dataRandom walk
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(1) Decomposition Mining Algorithm from Top to Bot-
tom. When there is no label for the sample data, the
researchers detect abnormal user groups by
decomposing the social network graph. Perez et al.
[22] constructed an SVN network based on topic
similarity, deleted a part of edges based on text
feature similarity to form an SPN network, clustered
and mined abnormal users’ group communities
based on the similarity of modulus, and gave the
accuracy of the method. 'e TIA algorithm [23]
initializes normal users and malicious users
according to different centrality value boundaries,
then takes various decomposition diagram opera-
tions according to different attack modes, and
continuously updates malicious users and regular
user groups to achieve the purpose of predicting
malicious users in the Slashdot network. 'e
D-CUBE method [24] decomposes the relationship
tensor by deleting the attribute value dimension with
the largest cardinality or density, until an abnormal
group is left at the end, and iteratively obtains
multiple deviant user groups. 'is method uses a
distributed algorithm. It is suitable for large-scale
graph data format. 'e ND-SYNC method [25] is
directly based on the RTFRAUDway for community
discovery of the constructed feature space, using the
deviation of internal and external synchronization to
detect group anomalies and find Fake users in
Twitter. 'ere are various attributes of the data set to
decide the user is abnormal or normal such as la-
belling method. In order to evaluate aberrant user
detection systems, you must first learn how to label
data. 'e labelling results are not persuasive despite
the fact that his characteristics are simple and easy to
implement; however, the data base has a high ac-
curacy rate. It is difficult to control from the web
page.

(2) Bottom-Up Cluster Mining Algorithm. When a part of
the data sample labels are available, the researchers
use the similarity and known label samples to cluster
the graph structure to solve the problem of abnormal
user group detection. 'e Copy Catch method [26]
mainly constructs the time matrix of healthcare social
networks, clusters to maximize the number of strange
users in the core of TNBC, detects abnormal user
attack groups in Face book, and provides proof of
stability and convergence. He et al. [27] constructed
similar groups based on theMD5 similarity of the text
and the same clustering of the URL pointing to the
target and then judged whether each group is a fake
user group through the distribution coverage of
counterfeit users and the time burst. Lin et al. [28]
found a method called Eigen–Spoke’s new model and
used the model’s score to cluster samples until the
model no longer increased to detect the social network
and user groups. Jain et al. [29] initialized a small
number of robots in Twitter and clustered them using
the similarity of text information until a sufficient
number of robots were found. 'e Catch-Sync

method [30] redefines synchronization and
normality.

4. Graph Algorithm

Graph algorithms are becoming increasingly popular for
spotting unusual users due to the increasing importance of
network architecture and activity factors found in graph
data. Among graph-based algorithms, spectral decomposi-
tion and random walks are two of the most commonly used
techniques.

According to this approach, processing results in a
characteristic matrix may be corrupted in order to create
alternative groups. Scholars have worked hard to use
spectrum-based decomposition methods to solve the
problem of patients with aberrant profiles. If you look at
[25], for example, the author created a hierarchical tree
structure, combined the content matrix with a sparse rep-
resentation, and then utilised the spectral decomposition
simulation approach to iterate the optimal weights in order
to discover the deceiver further. According to [29], the
author used both a content matrix and a random walk
network matrix to get the final result. Spammers on Twitter
were tracked down using the spectral decomposition ap-
proach. Following [31], a new method was devised by author
that integrated emotional information into both content and
adjacency matrixes. However, there have been contributions
from other researchers. As an example, author in [32] used a
threshold and a seed to generate a kid.

Using the subgraph, the figure decomposes it into a
smaller subspace in order to determine whether or not the
user in the subspace is a phony YouTube user. 'e FEMA
method [33] decomposes the three-dimensional tensor at
different times to get the mappingmatrix and the core tensor
according to specified regularization criteria in response to
the growth in the dimension of impact, notably the time
component. It also increases your chances of being a strange
user. To better identify assaults, the author in [17] employed
SVDmatrix decomposition to rebuild the degree of network
nodes and imposed a restriction on the degree to better hide
them from detection.

In the random walk algorithm, the node transition
path is calculated, the unknown node’s relationship to the
known node or the transition probability is determined,
and if the unknown node is abnormal, it is determined.
Currently, the system is used to identify vest accounts in
healthcare social networks. Bhanumurthy and Anne [33]
technique employs a modified random walk algorithm to
compute the transfer path of the node. If the node path
and the path of the standard node cross, it is determined
to be a regular user. However, each assault path may
sustain at most O (n log n) vests node. If the end edge of
the node path and the last edge of the standard node path
coincide, then the user is considered a normal user and
the number of tolerated vest nodes is reduced to O (log n)
for each attack path [34]. 'e two approaches described
above, however, can only identify one node as being
inefficient in each cycle. 'is is how the author of [35]
identifies multiple vest accounts quickly by taking
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random walks from a normal node and then performing a
similar operation on a node, using the same bar to de-
termine whether it is a vest or not. 'en, using the
discovered vest node and the same principle to identify
multiple vest accounts, the author can quickly identify
multiple vest accounts. Assigning credibility levels to
other nodes using the Sybil Rank algorithm [4] involves
using the random walk algorithm. According to the
standardized and degree value findings, the nodes with a
lower credibility value are placed at the bottom of the list.
It is a suspicious node. Markov random fields are used in
the Sybil Belief approach [13] for detecting vesting ac-
counts. To begin, a random value is assigned to each node
in the network to determine if it is a normal or vest node.
'en, using a Markov random field, each node’s posterior
probability is determined. To put it another way, there is a
50% chance that the node is not abnormal.

5. Comparison of Different Algorithms

Various detection algorithms have their advantages and
disadvantages and have their application scenarios, as shown
in Table 4, which lists the advantages and disadvantages of
different detection algorithms.

5.1. Method Evaluation Layer. After selecting the appro-
priate feature representation and algorithm selection, re-
searchers need to evaluate the effect of the method to a
certain extent and need to obtain data annotations and
method evaluation indicators.

5.2. Data Labelling Method. How to label data is a prereq-
uisite for evaluating abnormal user detection methods.
Although his features are simple and easy to implement, the
labelling results are not convincing; however, the blacklist
has a high accuracy rate. It is not easy to manage from the
website.

6. Evaluation Parameter

Generally, the commonly used method evaluation indicators
include accuracy, recall, precision, F1-score, and ROC
(AUC) curve index. 'e researchers propose using unsu-
pervised learning methods to overcome the problem of
anomalous patient profiles when the sample data do not
have labels as few titles, based on the principle of clustering.
'e finding analysis layer explains how to assess and mark
up the outcomes of the several methods selection stages. 'e
ROC curve is a curve drawn based on the confusion matrix’s
actual rate and false positive rate values as the coordinate
axes, and AUC represents the area under the ROC curve.
'ese indicators are based on a confusion matrix, and the
definitions of various indicators are shown in Table 5.

'is paper presents comparative analysis over supervised
machine learning (SVM) and graph technique to identify
abnormal patient profiles for reliable healthcare data over
two healthcare dataset, i.e., Pubmed [36] and Medhelp [37].
It determines that the SVM leads over graph-based tech-
nique (GBT) and acquires 89%–92% accuracy, whereas SVM
gains only 81%–84% accuracy over Pubmed (PM) and
Medhelp (MH) dataset, respectively, as shown in Table 6 and
Figure 2.

Table 4: Comparison of detection algorithms.

Detection algorithm Advantage Shortcoming

Supervised
algorithm

(1) High accuracy (1) Need to include label data
(2) Fast detection speed and high efficiency (2) Need to train in advance
(3) Mature algorithm design and mature
deployment technology (3) Need to select distinguishing features

(4) Good real-time (4) 'e selected features are easy to be bypassed by attackers, and the
unknown mode detection effect is poor

Unsupervised
algorithm

(1) Only need not contain label data (1) Low accuracy
(2) No need to train in advance (2) 'e algorithm design is complicated, and the efficiency is low
(3) Effective detection of unknown patterns (3) Poor real-time performance

Graph algorithm

(1) Only graph data are needed (1) Low accuracy and poor real-time performance

(2) No need to train in advance (2) 'e theoretical assumptions are complicated, and the reality is
untenable

(3) Effective detection of unknown patterns (3) 'e algorithm design is complex, and the efficiency is low
(4) 'ere are different differences in social networks

Table 5: Method evaluation indicators.

Methodological review
Estimated index Formal definition

Accuracy A � TP + TN/TP + TN + FP + FN
Precision P � TP/TP + FP
Recall R � TP/TP + FN
F1-score F � 2PR/P + R

MCC MCC � TP∗TN − FP∗ FN/
�����������������������������������
(TP + FP)(TP + FN)(TN + FN)(TN + FN)

􏽰
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However, SVM gains 78.28%–81.86% and GBT acquires
74.12%–76.52 precision over Pubmed (PM) and Medhelp
(MH) dataset, respectively, as shown in Table 6 and Figure 3.

However, SVM gains 65.64%–69.84% and GBT acquires
75.52%–76.52% recall over Pubmed (PM) and Medhelp
(MH) dataset, respectively, as shown in Table 6 and Figure 4.

However, whereas SVM gains 75.52%–76.24% and GBT
acquires 86.61%–88.34% F1-score over Pubmed (PM) and
Medhelp (MH) dataset, respectively, as shown in Table 6 and
Figure 5.

7. Conclusion

With the gradual increase in the influence of healthcare
social networks, more andmore malicious users are focusing
their attacks on healthcare social networks. Among them,
the harm of abnormal users to healthcare social networks
seriously threatens the information security of healthcare
social networks and even the safety of users’ property and
life. To this end, in response to the problem of abnormal
patient profile in healthcare social networks, this paper
proposes an overall architecture.'e processing architecture
of the problem is explained separately from the data col-
lection layer, feature representation layer, algorithm selec-
tion layer, and result evaluation layer and different data. 'e
conclusion assessment layer explains how to assess and sign
up the outcomes of the several algorithm selection stages.
Finally, additional research in this area is anticipated. One of
the future scopes of this research is that it will play a crucial
role for comparing the effectiveness of supervised machine
learning (SVM) and graph techniques for identifying ab-
errant patient profiles in two healthcare datasets. As the
impact of healthcare social networks grows, more bad in-
dividuals are concentrating their attacks on them. Unusual
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76
78
80
82
84
86
88
90
92
94

Figure 2: Accuracy of SVM and graph-based technique.
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Figure 3: Precision of SVM and graph-based technique.
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Figure 4: Recall of SVM and graph-based technique.
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F1-Score PubMed
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Figure 5: F1-score of SVM and graph-based technique.

Table 6: Comparison of graph-based technique and SVM.

Technique
Accuracy Precision Recall F1-score

PM MH PM MH PM MH PM MH
Graph-based technique 81.56 84.24 74.12 76.52 65.64 69.84 75.52 76.24
SVM 89.32 92.14 78.28 81.86 75.52 76.52 86.61 88.34
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users’ harm to medical social networks is one of them, and it
poses a severe threat to the data security of healthcare social
networks, as well as the protection of users’ property and
lives. 'e sources, other features, different algorithms, dif-
ferent data labelling methods, and evaluation criteria are
summarized and compared in detail. However, detecting
abnormal users in healthcare social networks is an evolving
process.
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In researching social network data and depression, it is often necessary to manually label depressed and non-depressed users,
which is time-consuming and labor-intensive.)e aim of this study is that it explores the relationship between social network data
and depression. It can also contribute to detecting and identifying depression. )rough collecting and analyzing college students’
microblog social data, a preliminary screening algorithm for college students’ suspected depression microblogs based on de-
pression keywords, and semantic expansion is researched; a comprehensive lexical grammar was proposed.)is research provided
has a preliminary screening method based on depression keywords and semantic expansion for college students’ suspected
depression microblogs, with a screening accuracy. )is method forms a depression keyword table by constructing the basic
keyword table and the semantic expansion based on the word embedding learning model Word2Vec. Finally, the word table is
used to calculate the semantic similarity of the tested microblogs and then identify whether it is a suspected depression microblog.
)e experimental results on the microblog dataset of college students show that the comprehensive lexical method is better than
the SDS questionnaire segmentation method and the expert lexical method in terms of screening accuracy; the comprehensive
lexical approach can quickly and automatically screen out a tiny proportion of suspected doubts from a large number of college
students’ microblogs. Depression Weibo can reduce the workload of experts’ annotation, improve annotation efficiency, and
provide a suitable data processing basis for the subsequent accurate identification (classification problem) of patients
with depression.

1. Introduction

Statistics show that there are more than 340 million de-
pression patients in various countries globally and 10million
to 20 million people are suicidal every year [1]. According to
the statistics of the Chinese Ministry of Health [2], as of
2012, there were at least 30 million medical records for
depression in my country. As a unique group with less social
experience, low psychological endurance, and multiple

responsibilities for the future family and society, college
students have a significantly higher incidence of depression
than other groups [3]. )e proposed work plays a key role to
explore the relationship between social network data and
depression. It also contributes to detecting and identifying
depression through collecting and analyzing college stu-
dent’s microblog social data.

A survey [4] shows that the penetration rate of Weibo
among college students is as high as 90%. )eir personality
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characteristics drive the behavior of users using Weibo, and
personality characteristics can be used as one of the clues to
infer the psychological characteristics of Weibo users. )e
Chinese name for “microblog” is “Weibo.” Weibo is a
microblogging platform similar to Twitter that is claimed to
become the most popular in China. Weibo users express
their psychological characteristics such as their views,
thoughts, and emotions by publishing online texts. )ere-
fore, the behavior characteristics of users using Weibo and
the semantic characteristics of Weibo content may be used
to characterize the psychological characteristics of Weibo
users.)rough in-depthmining and analysis ofWeibo users’
network texts and logs, the psychological characteristics of
users over some time can be obtained, which in turn pro-
vides the possibility for analyzing users’ mental health status,
including depression.

)e present article has been planned into various sec-
tions.)e present section deals with introducing the concept
related to depression and its detection. Section 2 puts light
on the discussion of related research work. Section 3 il-
lustrates the analysis of online social behavior of depression
group. Section 4 describes the preliminary screening algo-
rithm of college students suspected depression microblog
based on depression keywords and semantic expansion.
Section 5 describes the Weibo features for depression. )e
experimental result analysis is described in Section 6, and
finally Section 7 portrays the conclusion and possible future
works based on the proposed framework.

2. Related Work

Psychological analysis with the help of social network data
has gradually become a research hotspot. )e current re-
search is mainly in two directions. )e first research is to
explore the relationship between social network data and
depression. For example, researchers at the Missouri Uni-
versity of Science and Technology studied the association
between Internet usage patterns and depression among
college students [5]. )e artificial intelligence (AI) can
transform medicines and healthcare in profound ways:
automation may be used to assess diagnosis patient infor-
mation, like electrocardiogram, neurology, or x-ray pictures,
in order to diagnose illnesses at a preliminary phase based on
limited modifications.

)e authors in [6] collected data on users with and
without depression from Twitter and used the least-squares
method to perform regression analysis on the collected data;
they counted the time users posted Twitter and analyzed the
two types of users. )e time difference in posting tweet and
the Pearson correlation coefficient method was used to
analyze the degree of correlation between user character-
istics and depression. )e authors in [7, 8] used Facebook
data to detect the depression tendency of adolescents. )ey
identified the depressed user through SM rank algorithm,
and the source of this data was obtained by collecting and
analyzing college student’s microblog social data a prelim-
inary screening algorithm for college students’ suspected
depression microblogs based on depression keywords and
semantic expansion.

)ey analyzed the depression status of college students
with the help of psychological diagnostic criteria and
Facebook homepage information.

)e second research direction is to use social network
data to detect and identify depression. For example, the
authors in [9, 10] obtained a large amount of Twitter data,
used the CES-D scale to get the user’s depression state label,
and analyzed the user’s social network behavior data for
feature extraction to construct a depression detection model,
proving that Twitter data can be used to detect whether a
user has depression. )e authors in [11] used data from
multiple blog platforms such as Yahoo Japan and Livedoor,
combined with Japanese-specific language features for fea-
ture extraction. )ey used machine learning methods to
build a depression detection model, proving that blog data
can be used to detect depressed users. )e authors in [12]
found that by analyzing the linguistic content and text
structure features of blog texts it is possible to identify the
emotional state of network users. )e authors in [13] found
that it is also possible to identify the emotional state of
network users by analyzing the short text content of blogs.

)e depression detection and recognition model pro-
posed in the second research belongs to the computer field’s
classification problem. It is also necessary to manually label
the depressed and non-depressed users for training and test
set construction. Since manual annotation is time-con-
suming and labor-intensive, based on the analysis of online
social behaviors of depression groups, including network
behavior, text semantics (words and topics), etc., this paper
proposes a preliminary screening algorithm for suspected
depression microblogs.

3. Analysis of Online Social Behavior of
Depression Group

3.1. Data Sources

3.1.1. Weibo Data of Depression Groups. Sina Weibo user
“Zuofan,” a depression patient, committed suicide onMarch
18, 2012, after leaving the last note on Weibo, which had a
considerable impact. )ere are more than one million
comments under the last words of this Weibo, and it is still
increasing. )erefore, there is no lack of many depressed
users in the thread expressing negative emotions.)is article
obtained the Weibo thread of “Zuofan,” searched for the
depression Weibo in the line, and used the Depression
Weibo to find depression users. To determine depression
microblogs, this paper invited a total of 6 experts engaged in
psychology-related work in different industries to mark
depression microblogs in the microblogs obtained above
independently. In the end, the six experts unanimously
identified it as a depression microblog.

Furthermore, a user who publishes more than four
depression microblogs at different times is identified as a
depression user. Finally, the depression group sample
dataset and the depression group Weibo sample dataset are
formed [14]. )e sample dataset consists of 8,081 depressed
users and 90,568 microblogs (including 40,035 depression
and 50,533 non-depressed microblogs) published by these
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users [15]. )e obtained microblogs were published in 2014.
Until 2018, the acquisition time is January 2019.

3.1.2. Weibo Data of Ordinary College Students. As the
college student group concerned in this paper, the microblog
data of 53,573 ordinary college students in 8 colleges and
universities in the capital were obtained. Considering the
research ethics, neither college names nor user names were
collected. Instead, a comparative analysis was carried out
and used to screen datasets of suspected depression
microblogs. )is research acquired the “Zuofan” Weibo
thread, explored the line for depression Weibo, and utilized
the Depression Weibo to locate depression individuals. To
identify depression microblogs, this article asked a total of 6
specialists from various sectors who work in psychological to
individually mark depression microblogs in the microblogs
acquired above. Finally, the six specialists all agreed that it
was a depressive microblog [16]. )e microblogs were
published from November 12, 2018, to December 12, 2018,
and acquired in January 2019, with a total of 701,827
microblogs.)emicroblog data of 8 colleges and universities
in the capital are shown in Table 1.

3.2. Analysis ofWeiboNetwork Behavior of DepressedGroups.
To study how people’s post microblogs will change under the
influence of depression, this paper uses the microblog
sample datasets of the depression group and ordinary college
students described in Section 3.1 to compare the depression
group and regular college students. It should be noted that
the timestamps of 130,210 microblog data of 3 colleges and
universities in the ordinary college student group are
damaged. )e time cannot be accurate to “hours;” this part
of the microblog data is discarded, the typical college stu-
dents used in this section.)ere are 571,617 groupmicroblog
samples.

3.2.1. Analysis ofWeibo Posting Behavior of Different Groups.
)e relationship between the frequency and change rate of
Weibo posting and time between the depression group and
the general college student group is compared, as shown in
Figure 1. )e horizontal axis is 24 hours a day, and the
frequency of microblog posts on the vertical axis refers to the
ratio of the number of seats in a certain period to the total
number of seats in the day.

It can be seen from Figure 1 that the general trend of the
microblog posting frequency of the depression group and
the college student group over time is the same. However,
the frequency of posting on Weibo and posting change
differs between the depressive group and the general college
student group. From 21:00 to about 8:00 the next day, the
depression group posted more frequently, and the posting
frequency was higher throughout the day. On the one hand,
it shows that users with depression are more active than
ordinary college students at night and in the early morning.
On the other hand, it also shows that users with depression
are also their most active periods at night and in the early
morning. It can be seen that the activity of the depression

group shows a prominent phenomenon of “low day and
night high.”

As shown in Figure 1, college students’ change rate of
postings has apparent fluctuations. Combined with the time
distribution of the change rate of postings, the fluctuations
occur during getting out of class, lunch, lunch break, and
dinner, indicating that the postings of college students are
more affected by the actual work and rest. For obvious
reasons, the site reflects that the biological clock of ordinary
college students is more regulars. On the contrary, the
posting change rate of the depression group is relatively flat
in the daytime, except for the apparent changes in the early
morning and at night, which reflects that the group pays too
much attention to themselves, does not want to do things,
disregards diet, and even lives passively in life. )is phe-
nomenon reflects the characteristics of the depression group
accompanied by decreased volitional activity.

3.3. Characteristic Analysis of Group Words for Depression.
Studies have shown that words with high frequency in
documents, namely, high-frequency words, represent the
focus of documents to a certain extent. )is paper counts
and analyzes the high-frequency words and characteristics of

Table 1: Microblog data of 8 colleges and universities in the capital.

School Number of posts User number
1 117 844 9858
2 231 004 16855
3 64822 5656
4 61802 5418
5 120281 5506
6 56987 627
7 13484 2618
8 19893 7302

Establish a table of basic key words for depression
(SDS questionnaire segmentation method, expert vocabulary,

comprehensive vocabulary) 

W2V Semantic Extension

Obtained the extended keyword table of depression (SDS
questionnaire segmentation method, expert lexical method,

comprehensive lexical method) 

Using W2V to calculate the similarity between Weibo
word segmentation and depression extended keyword table 

Screening out suspected depression micro blogs

Figure 1: Identify algorithm steps.
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Weibo posted by depression groups and ordinary college
students and understands the focus of the two types of users.
As shown in Table 2, this paper lists the top 20 high-fre-
quency words onWeibo posted by the depression group and
the college student group, respectively.

“Language Exploration and Word Techniques” (LIWC)
are widely used to study the relationship between word
analysis and psychological characteristics. )is paper uses
the Simplified Chinese version of the “Language Exploration
and Word Technology” (SC-LIWC) tool [17] to analyze the
word characteristics of the depression group as follows:

(a) Depressed groups use the first-person singular
pronoun “self” most frequently in Weibo texts. )e
above phenomenon shows that the self-awareness or
self-perception of the depressive group is too firm,
and they are more immersed in their world in social
life and are reluctant to connect with other people.

(b) Depressed groups use the exact word “really” with a
high frequency in Weibo texts. )is shows that
patients with depression are more likely to go to
extremes in their views of the world and are more
likely to see the world in a “black or white” concept.

(c) Depressed groups also use negative words “no,” “do
not want,” and “but” inWeibo texts more frequently.
)is phenomenon shows that this group often has
negative emotions in social life, and then they are
more likely to deny themselves, view the world
negatively, and treat life negatively.

(d) In addition, depressive groups also widely use
function words and filler words with no actual
meaning in Weibo texts. )is phenomenon shows
that the group has the problem of imprecise and
unclear thinking, and then it reflects the psycho-
logical characteristics of the group such as hesitation
and contradiction.

In contrast, the words frequently used by ordinary
college students in Weibo texts are mostly social process
words (“reply,” “repost”), positive emotion words
(“hahaha,” “like”), and proper nouns (“Weibo” “Zhu
Yilong,” “Chaohua,” “Bu Fan,” “You Changjing,”,
“Mickey”), and so on. )is shows that ordinary college
students are more concerned about the outside world and
social hotspots, and they are more connected with the
outside world and interact with others in social life. )ese
characteristics reflect the group’s upbeat, optimistic, and
other psychological factors.

3.4. TopicAnalysis ofDepressionGroups. Studies have shown
that the text’s topic content reflects the text’s central idea to a
certain extent [18]. )erefore, this paper will extract the
topic content of Weibo posted by depression groups and
analyze its implicit main idea. We use Linear Discriminant
Analysis (LDA) [18] to model the topic of the depression
group and the number of issues is set to 20. )e Latent
Dirichlet Allocation (LDA) method is an autonomous
learning method that tries to classify a set of measurements

into a number of separate groups. )e most frequent use of
LDA is to find a user-specified number of topics from those
articles that are in a textual collection. It is also a creative
statistic framework that enables unidentified entities to
describe why certain sections of the dataset are similar. )e
results showed that most topics reflected the four aspects of
the psycho-emotional disorder, somatic disorder, psycho-
motor disorder, and psychological disorder in patients with
depression. )e above content is highly consistent with the
four dimensions of depression assessment questionnaires
such as SDS. )is paper selects five topics for analysis, as
follows. )e five topics and key words of selected depression
groups are shown in Table 2.

(a) Topic 1. Lonely topic: depressed patients are lonely
and feel that they have no one to talk to. A psycho-
affective disorder can be classified as depression.

(b) Topic 2. Choose a topic of death anxiety.)is may be
related to patients with severe depression whom the
disease has tortured for a long time, hoping to be
relieved but afraid of death, so they prefer to end
their lives suddenly in an accident. )is is a typical
psychological symptom of patients with severe de-
pression, classified as a psychological disorder of
depression.

(c) Topic 3. I hate my topic. Feeling that oneself is a
waste, garbage, useless, and dispensable are typical
symptoms of patients with depression, which can be
classified as psychomotor disorders.

(d) Topic 4. )e topic of sleep disorders. Insomnia is a
specific symptom of depression and can be classified
as a somatic disorder of depression.

(e) Topic 5. A topic that encourages you to persevere.
)is may be related to the positive side of depression
patients in the process of fighting depression and
receiving treatment, cheering, and promoting
themselves. In addition to topic 5, some cases also
reflect positive issues such as depression treatment
and social support for depressed patients. However,
these topics are not reflected in the evaluation
questionnaire. )erefore, it can be regarded as a
microblog text different from traditional depression,
such as questionnaire evaluation—the difference in
detection.

4. Preliminary Screening Algorithm of College
Students’ Suspected Depression Microblog
Based on Depression Keywords and
Semantic Expansion

)is algorithm first establishes the basic keyword table of
depression and then uses the Word2Vec tool to expand the
vocabulary further to obtain the extended keyword table for
depression. )e flow of the algorithm is shown in Figure 1.
To find the best algorithm, this study used three different
methods to establish the depression basic keyword table and
the corresponding depression extended keyword table for
comparison. )e current method plays a crucial role to
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)e proposed research is more accurate than existing ap-
proaches like the SDS questionnaire segmentation method
and the expert lexical method in terms of accuracy. )e
comprehensive lexical approach can quickly and automat-
ically screen out a tiny proportion of suspected doubts from
a large number of college students’ microblogs.

4.1. Generation of Essential Keywords for Depression

Method 1. SDS questionnaire segmentation method
refers to using the “jieba” text segmentation tool to
segment the Depression Self-Rating Scale (SDS) and the
segmentation result as the primary keyword table for
depression. First, half of the items representing positive
emotions in the SDS scale were converted into objects
representing negative emotions. Next, all things were
divided into words. Words such as subject and modal
particles were removed to obtain a vocabulary con-
sisting of 47 words (such as feeling, mood, depression,
depression, morning, mood, crying, etc.).
Method 2. )e expert vocabulary refers to brain-
storming strategies by several experts to conduct
brainstorming based on the four dimensions of psycho-
emotional disorders, physical disorders, psychomotor
disorders, and psycho-behavioral disorders by using
research experience and obtaining a primary keyword
list for depression. It consists of 238 words (e.g., low
mood, depression, depression, and sullenness, insom-
nia, waking up quickly, nightmares, loneliness, heavy
day and night, etc.).
Method 3. Synthetic lexicon, the depression essential
keyword list of the synthetic glossary, is the same as the
expert lexicon. )en the essential dictionary is ex-
panded according to the method in Section 3.2 to form
the depression expanded keyword list.

4.2. Generation of Word2Vec Semantic Expansion and De-
pression Expansion Keyword Table. )e method of
Word2Vec semantic expansion is as follows: calculate the
cosine similarity between each word of the depression basic
keyword table in the previous step and all the words in the
dictionary, and take the top 10 words with the most sig-
nificant similarity as the synonym of the word. In this way,
each word in the primary keyword table can be screened for
ten words close to it, duplicated, and then words unrelated to
depression or words that do not meet the experimental
requirements, such as English words and codes, are man-
ually removed. Depression Extended Keyword List: the

Python synonyms package was called during the experiment,
and synonyms used the word vectors trained by Wiki data-
corpus to generate a synonym table.

It should be noted that the expanded keyword list of
depression obtained by comprehensive lexical grammar is a
word list generated by adding drug names related to de-
pression based on expanded keywords of depression in
expert lexical grammar. )is study lists the chemical names
and trade names of all drugs currently on the market to treat
depression, such as agomelatine, amoxapine, Bristol-Myers
Squibb, Prozac, phenelzine, Malak, imipramine, trazodone,
etc. 74 kinds. After expanding the three essential word lists,
392, 474, and 548 keyword lists for depression were
obtained.

4.3. Similarity Analysis. Taking the microblog data of or-
dinary college students in Section 2 as a sample, screening
for depression first, we need to perform preprocessing on
Weibo, such as deleting modal words, word segmentation,
etc., and then perform similarity analysis. )e similarity
calculation method divides each microblog into A1, A2, Am,
and each word segment. )e word vector K1, K2, Km of the
concave extended keyword table calculates the cosine sim-
ilarity one by one. )e cosine similarity value is used to
correlate word segmentation and depression. For example,
in themicroblog word segmentationA1, the cosine similarity
betweenA1 andK1, K2, . . ., Kn and other n-words is obtained
in turn, and the largest one of the n cosine similarities is
taken as the correlation between the word and depression.
)e screening criteria for suspected depression microblogs
are as follows: take the average of the top 3 microblogs with
the highest similarity betweenmicroblogsA1,A2, . . .,Am and
the depression keyword table (after many manual tests, 3 are
better). If the average value is higher than 95%, Weibo is
considered to be related to depression. If the number of word
segments in Weibo is less than 3, calculate the average of all
words.

5. Weibo Features for Depression

Since the behavior of Weibo users is mainly affected by two
factors, their cognitive level and network environment, the
influence of users in this paper consists of two aspects: the
initial value of the user’s power and the influence of the
user’s behavior at different times. )e initial value of the
user’s mark is mainly calculated by the number of users’
followers and the number of microblogs posted by the user
before the topic spreads.)e behavioral impact of the user at
time t is calculated through the user interaction network at

Table 2: 5 topics and key words of selected depression groups.

Topic ID Topic heading
Topic 1 No friends, lonely, no one to chat, need a place to go out, there are people around
Topic 2 Fear of death, despair, relief, accident, face the terrible future, dare not now
Topic 3 You and others are disgusting, useless, garbage, you only want to disgust
Topic 4 Today I cannot sleep till tomorrow, I cannot eat at night
Topic 5 Live hard, hope, come on, persist in pain, continue to live, see, live

Computational Intelligence and Neuroscience 5



RE
TR
AC
TE
D

time t. )e user interaction network at time t is divided into
users at time t.

Existing research on microblog communication usually
uses users as nodes and attention among users and fans as
edges to build a user relationship network. However, re-
ducing the impact of redundant node information (such as
zombie nodes) on research does not directly rely on at-
tention. Instead, we build a network with fan information
but rely on users’ forwarding, comments, and likes in dif-
ferent moments of Weibo topics to build a network. To
facilitate the description of the problem, here are the fol-
lowing definitions.

Definition 1 (user forwarding relationship network at time t
in microblog topic). )e user forwarding relationship net-
work is represented by a two-tupleH1t � (V1t, F1t, X1t) where
H1t represents the user forwarding relationship network at
time t in the microblog topic, V1t represents all users par-
ticipating in the case at time t, F1t represents the edge set in
the network, and each edge in the edge set represents the
existence of the existence between two users.

Forwarding relationship, X1t is the forwarding weight of
the directed edge.

Definition 2 (the network of user comments and likes in the
microblog topic at time t). )e network of user comments
and likes is represented by a two-tuple H2t � (V2t, F2t, X2t)
where H2t represents the user comments of the microblog
topic at time t, V2t represents all users participating in the
case at time t, F2t represents the edge set in the network, each
edge in the edge set represents a comment, or like of the
relationship between two users, X2t is the comment of the
directed edge like weight.

Definition 3 (user influence). )e user influence in the
microblog topic is represented by a quadruple J� (H,V, Jt, f ),
where H includes H1t and H2t, U represents the set of users
participating in the topic, which indicates the user's influ-
ence at time t, and f is the mapping relationship of each
element in the quintuple I. )e definition of the influence of
the user wi is as follows:

J wi( 􏼁 � f Jt wi( 􏼁( 􏼁, wi ∈ V. (1)

5.1. SwarmModelDefinition. In the Swarmmodel, the agent
interacts with other individuals entirely according to its
judgment in the environment where the group has no
control centre, thereby influencing the whole. Like the agent
in the Swarm model, any user in the microblog topic can
participate in the functions of posting microblogs, following
interactions, commenting, and liking and the interaction
between users will also affect the behavior of individuals.
According to the similarity between user interaction in
Weibo topic and agent communication in Swarmmodel, the
Swarm model is integrated into the Weibo topic user in-
fluence evaluation algorithm. )e key is to flexibly combine

users to publish Weibo, forward, and comment in agent
movement and compliments.

Based on the calculation method proposed by Specter
and Klein in the literature [12], according to the research
content of this paper, the physics of the Swarm model is
redefined here.

Meaning, before giving definitions, first understand the
following two concepts.

In the microblog topic, the wi user’s neighborhood user
node at time t refers to the user set that has a more significant
impact on the user wi. It is the set of users who forward the
user wi microblog.)e neighborhood users of the userwi are
different at different times. It can be obtained from the
statistics of the user forwarding relationship network at the
moment t of the microblog topic.

User nodes around the wi user at time t in the microblog
topic refer to the set of users that impacts the user wi, but the
impact is not very large. It is a set of users who comment and
like the user wi Weibo. At different times, the users around
the user ui are other and based on the microblog topic. )e
user at time t is statistically derived from the network of
comments and likes.

Definition 4. (Swarm model for Weibo topics)

(1) In the Swarm model, Y1 represents the mean vector
of an agent pointing to all agents far away from its
ranged. In Weibo, the neighborhood user nodes of
the user wi are used for calculation, and the analysis
is carried out through the user forwarding relational
network, calculated as follows:

Y1t � 􏽘
y∈V

Jt−1(y)∗ X1t ywi( 􏼁( 􏼁,

X1t ywi( 􏼁 �
Qt ywi( 􏼁

U ywi( 􏼁
.

(2)

Among them,V is the set of users participating in the
microblog topic, Jt−1 (y) is the user influence of user
y at the last moment, (X1t(ywi)) is the contribution t
of user y to user wi Weibo forwarding, Qt(ywi) is the
number of microblogs forwarded by user y to user wi

at time t, and U(ywi) is the total number of
microblogs delivered by user v to all users in the topic
at time t.

(2) Y2 is the vector in the Swarmmodel that points to the
centre of the simulated world and is represented by
the average of the top 20% of user influence in the
last iteration of Weibo user influence evaluation.)e
calculation is as follows:

Y2t �
􏽐y∈TopJt−1(y)

n
. (3)

Among them, Top is the top 20% user set at the last
moment, and n is the number of Top users.

(3) Y3 is the average velocity vector of all agents around a
particular agent. It is expressed by the moderate
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influence of user nodes around the user wi on the
user. )e calculation formula is as follows:

Y3t � 􏽘
y∈V

Jt−1(y)∗ X2t ywi( 􏼁( 􏼁 ,

X2t ywi( 􏼁 �
Ct ywi( 􏼁

U2t ywi( 􏼁
.

(4)

Among them, X2t(ywi) is the contribution of user y
microblog comments and likes to user wi at time t,
Ct(ywi) is the number of comments and likes of user
y to user wi at time t, and U2t(ywi) represents the
total number of comments and likes of user y at time
t.

(4) Y4 is the vector that an agent points to the centre
formed by all the agents around it. )e calculation
formula given in this paper is as follows:

Y4t �
􏽐y∈VJt−1(y)

N
. (5)

Among them, N is the number of all users in the
topic.

(5) Y5 is a random unit-length vector, which is not
considered in calculating Weibo user behavior
influence.

)e influence formula of user wi at time t is expressed as

Jtwi � b1∗Y1t + b2∗Y2t + b3∗Y3t + b4∗Y4t. (6)

6. Experimental Result Analysis

6.1. Screening Effectiveness Analysis. Since the expert lexicon
and the comprehensive lexical method are only proper
nouns without drugs, there is no need to compare the three
algorithms in pairs to determine the optimal way. Instead,
the performance on the blog can be reached and then
compared with the microblogs screened out by the com-
prehensive lexical medicine proper nouns compared with
the expert lexical ones. )e comprehensive lexical method is
different from existing methods in term of accuracy; the
proposed method can quickly and automatically screen out a
tiny portion of suspected doubts from large number of
college students microblogs. )is paper randomly selects 2%
of the microblog screening results of the two algorithms of
the SDS questionnaire segmentation method and compre-
hensive verbal method and submits it to experts to deter-
mine whether the screening results are valid. Table 3 shows
the expert evaluation results of the linguistic segmentation
method and comprehensive lexical method of the SDS
questionnaire.

)e following five microblogs are all screened in the
whole language rather than expert speeches based on
comparing vocabulary and specialist vocabulary.

(a) Is there any food that can clear away heat, reduce fire,
and detoxify? Huang Lianpo has been too irritable
recently.

(b) Facts have proved that depression does not equal
unhappiness.

(c) Harvard Brain Scientist: if you are not good at
studying and feel depressed, a more effective way
than taking medicine is. . .

(d) I am also recently often depressed and
uncontrollable.

(e) Fentanyl that became popular overnight, the black
swan has come again, are Renfu Pharmaceuticals and
Renhua Pharmaceuticals at risk? On Sunday
morning, fentanyl was unexpectedly the most critical
market focus for December. Suppose previous
protests against fentanyl in the US and Canada failed
to attract domestic investors’ attention. In that case,
the fentanyl released today will undoubtedly be
prevalent again and again. From the perspective of
the North American market, the ferocity and danger
of fentanyl have been elevated to the “opium” war.

It can be seen from the above five items that the com-
prehensive lexical method adds a certain amount of noise to
the expert verb form (such as items (1) and (5), items (2), (3),
and (4)) with negative emotion.

To sum up, comparing the three algorithms, the com-
prehensive vocabulary method performed the best in
screening suspected depression microblogs. Compared with
the expert lexicon, although a certain amount of noise will be
introduced after introducing the drug name dimension,
which increases the misrecognition rate, it is possible to
screen out suspected depression microblogs missed by the
expert lexicon. Furthermore, after expanding the scope of
the sample set, we can directly screen out the relevant
microblogs that meet the depression treatment drugs in the
microblogs.

6.2. Comparison of Impact Coverage. )e user depression
coverage of top k is compared, and the experimental results
are shown in Figure 2 with Table 4. )e results show that the
SM rank algorithm can effectively find users with high
depression rank in Weibo topics. )e impact coverage rate
of depression analysis is shown in Table 4.

6.3. Depression Comparison in Different Periods. )is paper
proposes that the SM rank algorithm can calculate the
depression of different users in different periods, where the
period is set to days. )e period can be set to a shorter or
longer time (such as two h, six h) according to different
datasets in one month; Figures 3 and 4 show the daily
depression curves of the top 5 users on other datasets, re-
spectively. It can be seen that the depression of each user is
distinct at different times; the daily depression of the top five
users in gene editing is shown in Figure 3, where user 1 and
user 4 have a significant depression on the first day, but their
impact decreases in the next two days, indicating that the
user is the topic of the microblog. )e initiators of user 2,
user 3, and user 5 had more depression on the second day,
and they were the leading communicators of the topic. )e
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Table 3: Expert evaluation results of screening algorithm.

Evaluation item SDS questionnaire segmentation method Synthetic lexical
)e total number of Weibo identified as suspected depression 90771 20731
Randomly select 2% of the number of Weibo 1900 415
Experts determine the number of Weibo with obvious negative emotions 98 275
Proportion (%) 5.088 68.70
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Figure 2: Impact coverage rates of depression analysis.

Table 4: Impact coverage rates of depression analysis.

Serial number SMS rank Page rank Fans rank Repost rank
1 0.2 0 0.1 0.1
2 0.2566 0.003 0.1349 0.1562
3 0.31 0.0268 0.1457 0.1789
4 0.3698 0.0298 0.1562 0.2145
5 0.3897 0.0311 0.1889 0.2598
6 0.4059 0.0388 0.2245 0.2897
7 0.4256 0.065 0.2598 0.3157
8 0.4455 0.0989 0.2997 0.3489
9 0.4892 0.1115 0.3257 0.3645
10 0.51 0.1256 0.3489 0.3985
11 0.5213 0.2596 0.3545 0.4258
12 0.5805 0.2999 0.3985 0.4356
13 0.6156 0.3986 0.435 0.4459
14 0.6325 0.4515 0.4356 0.5126
15 0.6589 0.4698 0.4459 0.5569
16 0.6685 0.4817 0.5126 0.6599
17 0.6899 0.4978 0.5526 0.6899
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Figure 3: Daily depressions of the top 5 users in “gene editing.”
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daily depressions of the top five users in food safety are
shown in Figure 4, where user 2, user 1, user 4, and user 5
had a more significant depression on the first day, indicating
that they played an essential role in initiating Weibo topics.
In contrast, user 1 and user 3 depression level d is in the
middle. If it is larger, it means that they are the primary
communicators of this Weibo topic; on the last day, when
the popularity of the event decreases and is about to die, the
depression of all users decreases. )e above conclusion is
similar to the situation in the entire network.

7. Conclusion

)e depression group sample dataset and the depression
group microblog sample dataset were constructed, and the
microblog data of ordinary college students were collected.
Based on this, we analyzed and summarized the charac-
teristics of social network behaviors such as network be-
havior and text semantics (words and topics) of depression
groups publishing Weibo. Based on these characteristics,
expert wisdom was synthesized. )is research is very useful
to explore the relationship between social network data and
depression. It also detected and identified depression
through collecting and analyzing college students’ microblog
social data. )e Word2Vec tool was used to establish an
extended keyword list for depression, which supported the
study to propose a preliminary screening algorithm for
microblogs suspected of depression. )e experimental
outcoming on the microblog dataset of college students
shows that the comprehensive lexical method is better than
the SDS questionnaire segmentation method in terms of
screening accuracy, and the screening accuracy rate is 65.7%.
)is paper presents a preliminary screening algorithm for
college students’ suspected depression microblogs, based on
depression keywords and semantic expansion. Although the
accuracy rate is not very high, it can quickly screen
microblogs with depressive emotions from many college
students’ microblogs, reduce the workload of experts’ la-
beling, improve the labeling efficiency, and further accu-
rately identify subsequent depression patients (classification
problem) to provide a sound basis for data processing. To
improve the screening accuracy, the first recognition error
and the second recognition error were analyzed and

discussed, respectively. Optimizing the algorithm combined
with semantic context analysis will be proposed in the future
[19].
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Stress is the response or a change in our bodies to environmental factors like challenges or demands that are physical and
emotional. (e main cause of stress is illnesses and it is gaining more interest, a hot topic for many researchers. Stress can be
brought about by a wide range of normal life occasions that are hard to avoid. Stress generally refers to two things: first, the
psychological perception of pressure and the body’s response to it. On the other hand, it involves multiple systems, from
metabolism to muscles to memory. Many methods and tools are being developed to reduce stress in humans. Stress can be a
short-term issue or a long-term problem, depending on what changes in your life. (e emphasis of this article is to reduce the
effects of stress by developing a stress-releasing game and verifying its results through the Profile of Mood States (POMS)
and POMS-2 survey. Games are associated with stress levels; hence, parameters like sounds, visuals, and colors associated
with reducing stress are used to develop a game for the stress reduction in the players. (e survey research aims to determine
that the purpose-built game will affect the player’s stress level using a reliable psychological survey paper. (e survey
collected a variety of information from its participants over six months. Different aspects of a person’s psychology and
reactions are recorded in this scenario by calculating the mean, standard deviation, degree of freedom, zero-error, and
probability-value%. (e POMS and POMS-2 results are obtained from the custom-built game, and these are found to be
effective in reducing stress.

1. Introduction

Profile of Mood States (POMS) is a recognized test first
formulated by McNair et al. (1971) [1]. (e survey includes
65 questions to represent the mood state of the participant.
(e POMS is a mechanism for measuring mood. (e POMS
and POMS-2 test cannot be used in clinical psychology,
psychotherapy, and sports science. (e POMS and POMS-2
represent the exclusively appropriate mechanism to measure
mood-related symptoms properly. In addition, the results
point to exact indications related to the place of work-related

well-being. (e previous revision points out the psycho-
metric results for the POMS and POMS-2 tests. Its multi-
dimensionality is beneficial for research. POMS and its 2nd
edition are ready to provide data to evaluate workplace-
related stresses and do not need much effort [2]. POMS
classify anger as an emotional situation that ranges from
minor impatience feelings until the anger is linked to stimuli
from the autonomous nervous system. POMS and POMS-2
definemental disturbance as confusion, insecurity of interest
and emotions, depression reduction, and deprived self-
image.(e fatigue issue clarifies the sense of physical, mental
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tiredness, and tension factor or feelings up to the time of
worry, anxiety, vigor issue, as differentiated by enthusiasm,
temper, and physical energy. COVID-19 has caused sig-
nificant distress around the globe. It is not limited to adults
only, but stress is increasingly affecting children of all age
groups. Countries worldwide implemented strict precau-
tions on their citizens in an attempt to control the spread.
Most stressing is quarantine. (e survey is evaluated and the
selection of the psychoanalysis component will depend on
the purpose of assessing everyone at some viewpoints with
dissatisfaction.(ere is more than one cause, which includes
various circumstances such as losing a loved one, work, and
even the weather, which causes a damp and troubling
condition known as regular full of feeling clutter disorders.
(e Profile of Mood States 2nd edition was published in 2012
by the Multi-Health System (MHS) to assess transient
feelings and mood among individuals aged 13 years and
above. It was designed to cover the age between 13 and
17 years old and adults aged 18 years and above to measure
their effective moods and emotions. To enhance their mood,
humans will generally discover social embrace or do exer-
cise; these activities can be different for everyone. According
to one estimate, 4.4% of the global population suffer from
stress and 3.6% from anxiety disorder, whereas depression is
more common, at 7.5%, with anxiety being the sixth-highest
disorder, and both are estimated to increase. Hence, ther-
apies like cognitive behavioral therapy (CBT) are essential
treatments to investigate treatment [3]; those who do not
face the disorder longer respond to either pharmacological
or psychological interventions, which are frequently en-
couraged as fast remedies for anxiety and depression. Such
approaches provide more options to consider client pref-
erences, treatment accessibility, charge for enlarging devo-
tion, and suitability.

Other methods like digital involvement, including
online, computerized apps, and serious games, ensure re-
ducing depression and anxiety symptoms. (is study was
performed to observe a player’s mental stress while playing a
stress-releasing game specifically built to release the player’s
stress levels. According to the National Institute of Mental
Health, about 20.9 million or 9.5% population in the USA
aged 18 years or older face temperament disorders. In total,
14.8 million adults between the ages of 15 and 44 have
depression concerns [4]. Moreover, 1.5% and 3.3 million of
the population in the USA are affected by Dysthymic Dis-
order. At the beginning, the middle ages have disorder for
just about 30 years (National Institute of Mental Health) [5].
Stress is usually familiar because of a person’s state when too
much is predictable, regarding severe pressure or strain, and
when they are hardly capable of dealing with excessive and
wide exterior demands. Stress is taken as ecological demand
as it affects the human organism and if not resisted, it would
be unsafe. Casual video games (CVG) have around 200
million players globally. (e culture and ages provide a vast
diversity in the electronic gaming communities online and
offline playing the games on various platforms like PC and
handheld cellular phones.(ese can be further elaborated by
the Casual Games Association’s 2008 report, which stated
that the most opened application on Windows XP was

Microsoft Solitaire. According to the 2006 JWT Intelligence
report, the CVG or web games business will grow to $55
billion by 2009. (e world’s most stressful countries yearly
are shown in Table 1, Table 2, and Table 3.

(e idea of the study is to conclude that a video game
may improve mood and reduce stress using appropriate
measurements. CVG is related to deliberation in its ef-
fects on physiological stimulation, suspected confidence,
and harm mood. (e mere exemption is an augmented
helpful influence intended for mood. (e outcome sup-
ported the prediction that CVG can be a suitable way to
reduce stress in the subjects. (e results of this study
evaluated the positive effects of CVG on stress levels
compared to other methods like yoga and meditation.
CVG induces an increase of alpha signals in the right
frontal part of the brain and reduces it in the left frontal
part. (e rise of alpha in the left hemisphere is linked to
negative behavior like depression, bad mood, and
avoidance. At the same time, the increase of alpha in the
right hemisphere improves the overall mood and makes a
person more engaging. (ese relations of alpha waves in
the right and left parts of the brain are discussed in [6].
(e most used scale for measuring positive and negative
effects on mood is the Positive and Negative Affect
Schedule (PANAS). (e PANAS in several languages has
exposed first-rate psychometric possessions in the all-
purpose clinical samples and population, including
women with fibromyalgia, drug addicts, and samples of
forensic nature. PANAS has not been examined on de-
pressive and anxiety disorders and other clinical samples.
Furthermore, the advent of treatments based on the
Internet has expanded into a diverse range of similar
scales that can be performed online, such as online
surveys and feedback forms. We are conducting this
survey research to eliminate stress using the POMS and
POMS-2 tests [7]. Our goal is based on this survey research
that will work for people’s moods in a few minutes. We have
to manage anxiety, stress, depression, fatigue, confusion,
unhappiness, and vigor.With this test, we can keep ourselves
relaxed to a great extent. Our test will significantly reduce
stress. (e following are the key contributions of this article:

(i) Evaluation of the POMS and POMS-2 survey is
performed to reduce stress among those who are
using purpose-built games.

(ii) (e effects of casual gaming on stress are high-
lighted by performing a survey in which the mea-
surement of Total Mood Disturbance (TMD).

(iii) (e change in stress is evaluated by performing
surveys and purpose-built games. (e level of stress
in several ways is reduced, including calculating
mean, standard deviation, zero-scale, and proba-
bility-value.

(e rest of the article is organized as follows. Section 2
presents the literature review, and Section 3 offers the
problem statement. (e proposed solution is discussed in
Section 4, and the results are included in Sections 5 and6 .
We concluded the article in Section 7.

2 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

2. Literature Review

Video games are becoming popular andmore interactive day
by day [8]. Due to the effects of video games on mood,
several neurologists are becoming more interested in them.
Because of their nature, video games take part in a generous
responsibility in feeling and significantly put into individual
behavior and cognitive functions [9]. According to Reinecke,
the contributors required by the game decrease the capa-
bility of players to think over demanding events. (e
physiological relaxation provided by video games differs
widely between games and is not always an accurate rep-
resentation of stress [10].

Reinecke’s (2009) study presented an idea for the revival
of stress regarding four distinct parts, including psycho-
logical disinterest, physiological relaxation, mastery expe-
riences, and apparent control [11]. (e four major aspects

are used to reduce stress hypothetically to show that video
games reduce stress and aid in healing. For this study, the
game was intended to determine stress reduction. It builds
ongoing investigation by joining physiological events to
observe the probable stress-reducing effects of video gaming.
According to the “Casual Games Association” (2013), over
200 million people take part in CVGworldwide [12]. (e
association aims to look at stress and reduce the effects of
casual games compared to guided relaxation. PANAS Mood
scale test and Dundee Stress State Questionnaire (DSSQ)
were used for the dimensions and a stress-inducing task [13].
CVGs were always efficient as a form of stress relief and were
extra productive to engage the contributors. CVGs are taken
as meditation and to reduce stress. It was completed using
suitable physiological measures to resolve changes in
physiological stimulation and mood. In previous studies,
one unique thing is to highlight different games such as
‘‘Bejeweled 2,” ‘‘Personal Zen,” ‘‘Plants vs. Zombies,’’
‘‘Bubble Shooter,” “Peggle,” and “Bookworm Adventures’’
with their positive impacts on how these games can reduce
our stress [14].

Additionally, when people put their all into their
treatment plan, their outcomes frequently are improved,
such as reduced anxiety and stress-related symptoms [15].
Previous studies use the “Rich get Richer” model to explain
that the less worried individuals manage to play World of
Warcraft (WoW) to improve their offline lives [16]. En-
couraging amazingly pushed players more increment the
stretch enduring in their lives by playing dangerously the
online amusement inside which they are required protect
from their offline inconveniences which for greatly focused
people amplifies to some degree than soothing their en-
during. It is important to investigate how in-game en-
counters and exercises shape mental diversion, leading to
risky play among more focused individuals [17]. (ey
pursued their participant observation ethnographic inquiry
with 28 semistructured interviews, resulting in increased
stress. (e previous reading recognized more than 900
studies, from which duplicates were detached and leftover
abstracts read. Around 21 articles were potentially relevant
to the succeeding environment of our theories related to
stretch and tricky online gaming. Perceived Stress Scale
(PSS) is used in this survey, which defines stress as re-
spondents’ superficial intensity of control over their lives,
with a higher score representing a high perceived stress [18].
Recently published articles exploring the thought of utilizing
a CVG and pointing to the impacts of CVG’s on the signs of
uneasiness, misery, and stretch were then selected based on
the consideration and prohibition criteria [19].

Using cardiac coherence, stress was accurately measured.
Cardiac coherence improves as the rhythm of the heart is
managed. (e stress pilot biofeedback device was used to
increase cardiac coherence (CC). Contributors were ran-
domly assigned to appoint in amusement by violent and
peaceful game for 20 minutes while cardiac reliability was
recorded. Participants’ emotional changes were evaluated on
different survey papers for psychological analysis of mood,
with the POMS test being the most successful. POMS
measures six different scales: “Tension, Depression, Anger,

Table 1: world’s most stressful countries (2022).

Ranks Countries
1 Nigeria
2 South Africa
3 El Salvador
4 Mongolia
5 Guatemala
6 Colombia
7 Pakistan
8 Jamaica
9 Macedonia
10 Bolivia

Table 2: Stress level in 2021.

Percentage% (%) Countries
59 Greece
58 Philippines
57 Tanzania
55 Albania
55 Iran
55 Sri Lanka
55 USA
53 Uganda
52 Costa Rica
63 Pakistan

Table 3: Stress level in 2020.

Percentage% (%) Countries
53 Iraq
51 Lebanon
51 Peru
55 Albania
50 Egypt
53 USA
47 Tunisia
46 Iran
76 China
74 Pakistan

Computational Intelligence and Neuroscience 3
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Vigor, Fatigue, and Confusion.” POMS test inside reliability
has been reported at about 90 or above. POMS test de-
pendability lies between 68 and 74 for all factors. (e
previous research presented the point that CVG can be an
effective means of reducing stress. In the article, purpose-
built stress-reducing video gaming is analyzed using POMS
and POMS-2 [20].

3. Problems’ Statement and Proposed Solution

Stress is the body’s standard reaction when changes occur,
resulting in physical, enthusiastic, and mental reactions.
Moreover, emotional and physical signs typically in the
student population, including headaches, fatigue, sadness,
anxiety, and the incapability toward control, can intensify by
stress. It reveals a 58% increase in stress [21]. Stress causes
the body to overflow with hormones that prepare its systems
to pass up or tackle danger. Stress can control all aspects of
your life, consisting of your emotions, behaviors, thinking
ability, and physical health. (e fundamental cause of stress
in a youngster’s life comes from work, exercise, companions,
and family. (ere are two structures. (e principal structure
is called acute stress, which lasts for a short period. (e
causes of stress come with both internal and external effects.
It depends on the person, but the internal effects include
anxiety, irritability, and nervousness. External effects include
breathing faster, sweating, muscles tensing, dry mouth,
keener senses, lack of energy, headaches, and sickness. A
stressed person tends to have trouble paying attention and
have trouble recalling facts. Each day stress builds up in a
teenager’s life, which can be negative as this carries into their
adulthood. We are conducting this survey research to
eliminate stress because of using the POMS and POMS-2
tests. POMS is a psychological test prepared by McNair et al.
(1971)[22]. (e POMS test is considered to measure fixed
psychological traits. (e survey consists of 65 statements to
explain the feelings of people. (e POMS test can be
reviewed swiftly due to the ease of the experiment. A long
time ago, the POMS test had six different extents of mood
swings. (e measurement of the POMS test provides a fast,
cheap method of reviewing transient, changeable active
mood states. POMS test is an ideal mechanism for mea-
suring and monitoring moods. It allows fast estimation of
“transient, fluctuating feelings, and enduring effect states.”
(e Profile of Mood States 2nd Edition–Adult (POMS 2–A)
is a self-report assessment of mood that is adaptable to
capturing transient and fluctuating feelings or relatively
enduring states in adults aged 18+ years. When used in
combination with other information, results from the POMS
2–A can help to better understand an individual and guide
intervention decisions.

(ere are several ways to reduce stress by doing physical
exercise as it is a great way to alleviate stress. Exercise allows
us to get up and go and lowers blood pressure while in-
creasing our ability to deal with stress. (erapies can also
reduce the level of stress, including yoga, meditation, and
cognitive behavioral therapy (CBT). POMS and POMS-2 are
effective tests because of the simplicity and ease of partic-
ipant understanding. Both are considered as short tools

through good quality psychometric properties that can be
performed on healthy and unhealthy people. Our goal is
based on this survey research on people’s mood manage-
ment. Using the POMS and its 2nd Edition of POMS, we have
to manage anxiety, stress, depression, fatigue, confusion,
unhappiness, and vigor.

Figure 1 shows the methodology of the POMS test where
TMD is calculated in a controlled environment and then
once after the target exercise has been performed.

4. Methodology

For the survey, a game was developed using Unity Engine
Development Tool using C# language. (e assets used in-
game were designed and developed by the author keeping in
mind the colors, textures, and lightning that are typically
used for releasing stress. (e game does not have any
hardness levels as it is not a competitive game and focuses on
a stress-free environment throughout the game, but it does
have three different scenarios of infinite maps (never-ending
maps like subway surfer).

For analysis, POMS and POMS-2 survey was performed;
a rating scale of psychological nature was used to calculate
different states of mood. It is an authenticated test formu-
lated by McNair in the McNair et al. (1971) [23]. POMS-2 is
developed by MHS. (e survey consists of 60–65 ques-
tions that evaluate a person’s mood. POMS and its 2nd

edition require the participant to choose the best possible
statement about the state mood they are feeling at that
moment. POMS has a pool of 65 different questions di-
vided into six main categories (“tension, depression,
anger, vigor, fatigue, and confusion”) and is a “Last Week”
or “Right Now” management. Internal dependability was
reported as 90 or above. For all variables, test reliability is
recorded among 68 and 74 [24].

Figure 2 shows the purpose-built game played for this
survey to evaluate the participants’ stress levels before and
after the gameplay. POMS and its 2nd edition were used
previously for four main research areas: controlled drug
evaluation, psychoanalysis, and therapy, different responses
to affecting conditions, and simultaneous validity coeffi-
cients and other POMS test show a relationship. For each of
the 65 questions, there are five options given as “Not at all”
for 1 and up to “Extremely” for 5. (e participant will select
the option on the mood he/she is experiencing at that
moment. (e TDM score of each test is calculated by adding
up the categories of “tension, depression, fatigue, confusion,
and anger” and then subtracting the total score of the vigor.
(e tension, depression, fatigue, confusion, and anger cat-
egories are weighted as negative in the TDM score, while the
vigor is weighted positively. TMD of the POMS and POMS-2
provides an accurate description of the participant’s mood.
(e POMS test and its 2nd edition have always been reported
independently for the five or six factors, which is also fol-
lowed in research. POMS and POMS-2 also provide reliable
results on the levels of state of anxiety in the participants.
Many modifications have been made in POMS and POMS-2
for different environment settings and world regions and
provide fewer time-consuming surveys.

4 Computational Intelligence and Neuroscience
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5. Development and Properties of Game

5.1. Participants. People between 18 and 30 years old and
adults are selected for this survey; the participant’s mean age
was 23 years.

5.2. Administration. For 5 to 10minutes, the paper-and-
pencil self-report measure requires accomplishment users.
(e psychometric assessment’s purpose is to reduce stress.
People filled the survey papers before and after accordingly
to reduce the level of stress.

5.3. Reliability and Validity. Multiple studies examining
several patient groups and the study investigating the
structure of the level established significant support for the
majority of the POMS seven variables and the subscale
fatigue-inertia was established to have exclusive honesty.

Figure 3 defines the psychological effects on the human
being, both physically and mentally. (ese show psycho-
logical effects on tension, anger, fatigue, confusion, and vigor
are the main building block that causes stress.

5.4. Scoring. It involves respondents pointing out that every
point describes their frame of mind in an overload before
and after using a 5-point scale ranging from “Not at all” to
“Extremely.” POMS is obtainable in an immediate scoring
format, in which the participant’s answers are automatically
conveyed through the scoring template.

5.5. Sample Size. (e “sample size formula is calculated as a
sample size of students,” as follows:

S � A2∗ (c)∗
(1 − c)

a2
, (1)

where A�A is the value (“1.96 for 95% confidence level”), P
is the percentage in the decimal value (“.5 used for sample
size needed”), C is the confidence (for example, “.04�± 4”).

5.6. Levels of POMS. (e POMS test has six different extents
of mood swings for more than a period. (e POMS test
includes “Tension or Anxiety, Anger or Confusion, Vigor,
Fatigue, and Depression,” whose division is shown in Fig-
ure 4.(e POMS test comprises a 5-point scale ranging from
“Not at all” to “Extremely,” which is used to estimate their
mood states.

It is commonly used for the background of psycho-
therapy, medicine, and sports science. (e POMS and
POMS-2 represent the appropriate mechanism to assess
mood-related symptoms properly. (e POMS and POMS-2
have to cover up independent proportions and somewhat
with similar proportions. (e study indicates some inter-
sections of the applied instruments concerning psycholog-
ical well-being.

5.7. Total Mood Disturbance (TMD). Adding up the scores
for “Tension, Depression, Anger, Fatigue, and Confu-
sion” minus the score for “Vigor” gives the TMD as
follows:

TMD
After

TMD
Before

Figure 1: POMS strategy.

Figure 2: Stress-releasing game.

Computational Intelligence and Neuroscience 5
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TMD � (“Tension + Depression + Anger + Fatigue + Confusion“)-“Vigor“. (2)

5.8. Score.

• (e overall score for “Tension” is calculated by
adding up the scores for (Tense, Shaky, On Edge,

Panicky, Relaxed, Uneasy, Restless, Nervous, and
Anxious).

(i) (e overall score for “Depression” is calculated by
adding up the scores for (Unhappy, Sorry for things

Fatigue
Fatigue is portrayed as a 

subjective obnoxious 
indication which joins the 

whole body feelings, 
extending from tiredness to 

depletion.

Confusion
Confusionis a mental 

state of confusion and an 
failure to think clearly 

which is characterized by 
failure to think clearly.

Vigor
Vigorreferes to individuals 
sentiments that they have 

physical quality, passionate 
vitality, and speaks to a 

moderate-intensityinfluence 
experianced at work.

Tension
It is comparable to a state of 

stress, inspite of the fact, 
sentiments of snugness, 

feelings of tightness.

Depression
Depression defined as 

serious medical sickness 
that influences how you're 
feeling, the way you think 

and how you act.

Anger
Anger is characterized by 
enmity toward somebody 

or something you are 
feeling has deliberately 

done you wrong. 

Figure 3: Psychological effects.

Tension
Depression
Anger

Fatigue
Confusion
Vigor

POMS Test

13% 17%

11%

11%

21%

27%

Figure 4: Pie chart (TMD).
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Done, Sad, Blue, Hopeless, Unworthy, Discouraged,
Lonely, Miserable, Gloomy, Desperate, Helpless,
Worthless, Terrified, and Guilty).

(ii) (e overall score for “Anger” is calculated by adding
up the scores for (“Anger, Peeved, Grouchy,
Spiteful, Annoyed, Resentful, Bitter, Ready to
Fight, Rebellious, Deceived, Furious, and Bad
Tempered”).

(iii) (e overall score for “Fatigue” is calculated by
adding the scores (Worn Out, Listless, Fatigued,
Exhausted, Sluggish, Weary, and Bushed).

(iv) (e overall score for “Confusion” is calculated by
adding the score for (Confused, Unable to Con-
centrate, Muddled, Bewildered, Efficient, Forgetful,
and Uncertain about things).

(v) (e overall score for “Vigor” is calculated by adding
up the scores for (Lively, Active, Energetic,
Cheerful, Alert, Full of Peep, Carefree or Vigorous).

5.9. Interpreting of POMS-2. In this section, the information
applies to interpreting all T-scores presented in this report
and interpreting changes in T-scores. Responses on the
POMS 2–A are combined to produce a TMD score and
scores on six mood clusters: Anger-Hostility (AH), Con-
fusion-Bewilderment (CB), Depression-Dejection (DD),
Fatigue-Inertia (FI), Tension-Anxiety (TA), and Vigor-Ac-
tivity (VA). A scaled score is also calculated for Friendliness
(F). TMD is determined by summing the Negative Mood
State scales and subtracting VA (a Positive Mood State
scale). Friendliness is considered separately as a mood state
that may influence the severity of mood disturbance through
interpersonal functioning. We evaluated probability-value%
and zero-error for the POMS-2 test.

6. Results

(e survey aims to determine the stress level using a reliable
psychological survey paper. (e survey collected a variety of
information from its participants over six months. A total of
30 participants participated in the survey. (e survey asked
participants what they felt would be a reasonable explana-
tion for gaming from a menu of items where they could
choose more than one answer. (is survey allocates the fast
evaluation of temporary and changeable emotions as long-
term affect states. POMS tests having psychological states
can be evaluated rapidly due to the test’s ease, which is
another noteworthy evaluation feature. (e analysis of the
participant based on their sex is shown in Table 4.

Table 5 shows the collected data (before and after) from
survey statements regarding overall respondents. It clearly
shows that the stress level among the respondents has been
reduced after gameplay. (e analysis data indicate that the
video related to reducing stress can be a helpful instrument
for quick concern among the participant and reduce the
equal level of stress.

6.1. Mean. (e mean is an arithmetic average of the
dataset. (e mean is calculated by adding up all the
numbers together and dividing by the number of items in
the set. (e formula for calculating the mean is mentioned
in as follows:

μ �
􏽐

N
. (3)

(1)CalculatingMeanBefore �
2477
30

� 82, (3a)

(2)CalculatingMeanAfter �
1244
30

� 41. (3b)

Table 6 shows the calculation of mean (Before and after).
It offers a clear decline in the TMD in the controlled en-
vironment and after playing the game.

Table 7 shows the mean TMD (before and after) and it
shows a clear decline in the TMD in the environment and
after playing the game.

Figure 5 shows the mean represented graphically to show
a clear decline in the TMD in the environment and con-
trolled after playing the game.

6.2. Statistical Analysis of Standard Deviation. (e standard
deviation (SD) in statistical analysis is a measurement of
numbers and how it is spread. It is represented by (Greek
letter) σ symbol. (e SD is a statistic measuring the dis-
persion of the dataset comparative to its mean and is
considered the square root of variance.(e formula for SD is
mentioned as follows:

D �

���������

􏽐(x − x)
2

n − 1
.

􏽳

(4)

(1) S � sample standard deviation.
(2) 􏽐 � sum of total numbers.
(3) 􏽐 � sum of total numbers.
(4) X

−

� sample mean.

6.3. Statistical Analysis of Population Standard Deviation.
(e population standard deviation is defined as the measure
of the spread (variability) of the score regarding the variable.
It symbolizes the sum of the “squared” deviations of the
scores from their population mean:

Table 4: (e state of the art in previous studies.

Years State of the art
2020 Trier Social Stress Test
2020 Perceived Stress Scale
2018 Ardell Wellness Stress Test
2015 Delphi’s method
2014 Kessler Perceived Stress Scale
2018 Acceptance and Commitment (erapy (ACT)

Computational Intelligence and Neuroscience 7
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σ �

�������

N 􏽘 x
2

􏽱

−
(􏽐 x)2

N
2 , (4a)

whereσ is the population standard deviation, N is the size of
the population, and X2 means each value from the
population.

StandardDeviation(Before) � 226,

801 � 6135529,

S � ±27.71,

(4b)

The Population StandardDeviation (After) � ± 27.25,

(4c)

StandardDeviation � 􏽘 x
2

� 71294,

� 􏽘 x
2

� 1547536,

σ � 26.06,

(4d)

Population StandardDeviation (After) �

σ �

������

N 􏽐 x
2

􏽱

− 􏽐 x2( 􏼁
2

N
2 σ � 25.63.

(4f)

Table 8 shows the calculation for standard deviation and
population standard deviation (before and after). It shows a
clear decline in TMD in the environment and controlled
after playing the game.

Table 9 shows the mean, standard deviation, and pop-
ulation standard deviation. It clearly shows that TMD has
been reduced after playing the game.

6.4. Degree of Freedom (Df). (e degree of freedom is the
self-sufficient value that statistical analysis can estimate and
indicates the number of dependent values that vary in an
analysis lacking breaking any constraints. Typically, the
degree of freedom equals the sample size minus the number
of parameters while calculating an analysis. (e formula
for calculating the degree of freedom is mentioned as
follows:

Df�N − 1.
�
2

√
, (5)

where N is the number of values in the dataset (sample size),
calculations of degree of freedom (before + after), and degree
of freedom (before, after):

Df � 30 − 1,

Df � 29.
(5a)

6.5. Zero-Score. Zero-score is the standard score that pro-
vides an idea of mean data, which is far from the mean. But
more theoretically, zero-score is defined as the measure of
numerous SDs below and above the population mean. To
compute Z-score through other data available like the

Table 5: Data collected from survey statements (before and after).

Category Before (%) Category After (%)
Extremely 60 Extremely 20
Fairly 60 Fairly 30
Moderate 80 Moderate 40
A little 40 A little 70
Not at all 20 Not at all 80

Table 6: Calculation of mean (before and after).

S.N Mean (before) Mean (after) μ �
􏽐
N

1 62 44
2 132 55
3 105 86
4 100 66
5 101 98
6 84 47
7 124 49
8 133 90
9 76 49
10 102 19
11 95 67
12 44 33
13 94 83
14 74 14
15 121 28
16 76 21
17 102 6
18 91 39
19 104 26
20 78 11
21 62 22
22 36 9
23 40 20
24 29 26
25 63 32
26 67 19
27 79 55
28 61 14
29 89 70
30 53 46

� 2,477/30, μ � 82 � 1,244/30, μ � 41

90
80
70
60
50
40
30
20
10
0

Before After

Mean

Mean

Figure 5: Mean graph (before and after).
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observed value, mean of the sample, and SD, equation (6)
denoted the measurement for zero-score.

(e zero-score formula is as follows:

Z � x −
μ
σ

, (6a)

where Z is the standard score and X is the observed value,
mean of the sample. (e standard deviation of the sample
calculations of zero-score for “before” is as follows:

Z � 232.52. (6b)

Zero-score for “after” is as follows:

Z � 46.93. (6c)

6.6. Probability-Value%. P-value% age is defined as the
probability of receiving the outcome at least as concentrated
as the experimental results of a statistical hypothesis test. P-
value% is observed by a difference that could have occurred
presently by random chance. As a result, the lesser the p-
value, the larger the statistical inference of the observed
difference-value calculation for the Z-table, which is used to
calculate the p-value. Suppose results in a p-value used for a
Z-score of negative “1.304.”

Z-table needs to take the positive “1.304” into account,
which is the upper right tail. Z-table computes the true p-
value to obtain a positive p-value for a positive Z-score by
multiplying with “0.0968,” “2,” and “0.1936.”(is would be a
p-value of 19.36%. P-value for a negative Z-score (before) is

Table 7: Mean TMD.

Overall POMS changes Mean
Before 82
After 41

Table 8: Calculation of standard deviation (before and after).

SD (before) SD (after)
N X

−

X2
−

X
−

X2
−

1 62 3844 44 1936
2 132 17424 55 3025
3 105 11025 86 7396
4 100 10000 66 4356
5 101 10201 98 9604
6 84 7056 47 2209
7 124 15376 49 2401
8 133 17689 90 8100
9 76 5776 49 2401
10 102 10404 19 361
11 95 9025 67 4489
12 44 1936 33 1089
13 94 8836 83 6889
14 74 5476 14 196
15 121 14641 28 784
16 76 5776 21 441
17 102 10404 6 36
18 91 8281 39 1521
19 104 10816 26 676
20 78 6084 11 121
21 62 3844 22 484
22 36 1296 9 81
23 40 1600 20 400
24 29 841 26 676
25 63 3969 32 1024
26 67 4489 19 361
27 79 6241 55 3025
28 61 3721 14 196
29 89 7921 70 4900
30 53 2809 46 2116

� (2477) 2� 6135529 � 226,801, S�±27.71 σ �±27.25 � (1244) 2�1547536 � 71294 S�±26.06 σ � 25.63

Table 9: Calculation of Standard Deviation (Before and after).

Mean μ �
􏽐
N

SD S D �

��������

􏽐 (x − x
−
)

􏽱 2
/n − 1. SD population σ �

�������
N 􏽐 x2

􏽰
−

(􏽐 x)2

N2

Before 82 Before ±27.71 Before ±27.25
After 41 After ±26.06 After ±25.63
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10.72% for a negative Z-score is 10.72%. For P-value for a
positive Z-score (before), the outcome regarding the p-value
of .01072 is multiplied by 2 to get 21.44%. P-values (before
and after) are in percentage using zero-score. P-value for
negative Z-score (after) is Z� 46.93, the results in a p-value
of .00003 3%; for a negative Z-score is 3%. (e results in a
p-value of 3% or 3% are multiplied by 2, to get 6%.

Table 10 shows the overall changes using POMS on
different measures, including mean, standard deviation,
population standard deviation, Z-score, and P-values. It
clearly shows the stress level has been reduced to a greater
extent. It shows a clear decline in the TMD in the controlled
environment and after playing the game.

7. Conclusion

(is article presented the POMS and POMS-2 used for
psychological testing. (e POMS and POMS-2 provide
understanding effects of games on a person’s stress levels
and can provide insight into the development and
production of games. Different aspects of a person’s
psychology and reactions are recorded in this scenario.
As our game was developed to be a stress releaser, we
evaluated stress levels. It was made clear by the survey
that our game reduced a certain amount of stress and
improved the overall mood of the participants. In future
research, we can evaluate the same game through dif-
ferent surveys and methods, like electroencephalography
(EEG), which is used to measure brain signals and how
they behave concerning stress. Other methods used can
also be probed to evaluate stress and how it behaves in
our game.
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Aim of the Study. To construct then examine the internal consistency, reliability and validity of the Arabic consultation and
relational empathy (CARE) measurement tool. Design and Methodology. (e CARE measurement tool was translated into Arabic
version and examined on 1245 patients of a primary health care center in the eastern province of Saudi Arabia. Results. (e
majority of the item’s responses showed high level of satisfaction. (e coronach alpha of our study that examines the Arabic
version of the CARE measurement tool 10 items was 0.96 showing an excellent internal consistency. (e Kaiser-Meyer-Olkin
measure was 0.96 indicating the adequacy of the data for factor analysis and the Bartlett test of sphericity shows (x2(45)� 8743.126,
p< 0.001) indicating the adequacy of the correlation matrix for analysis. Conclusion. (e Arabic version of CARE Measure seems
to be consistent and reliable in the primary health care setting.

1. Introduction

Scientifically physician empathy is considered as an im-
portant component of consultations in primary health care
and is crucial to the physician patient relationship. Physician
empathy is defined clinically as the ‘‘socio-emotional
competence of a physician to be able to understand the
patient’s situation, perspective and feelings, to communicate
that understanding and check its accuracy, and to act on that
understanding with the patient in a helpful (therapeutic)
way” [1]. Patient perceptions of physician empathy has
significant relation with patients’ satisfaction with their
physicians and clinicians, interpersonal trust, and compli-
ance with physicians’ recommendations as well as an added
benefit to physicians in improving their diagnostic accuracy
[2, 3]. Being an empathetic treating clinician, enables pa-
tients to cope better with their chronic illnesses both on

subjective and objective parameters like reduced anxiety,
better quality of life and clinical performance [4].

Improving clinical empathy is of interest to medical
educators and health care authorities; finding an effective
and convenient self-rated tool to be rated by patients is
crucial to allow patient centered measures [5].

Many measurement tools of clinical empathy have been
developed e.g. the EUROPEP questionnaire [6]. However,
none of the scales are specific to family medicine clinics and
suitable to be self-rated by patients without the need to be
administered by physicians [7]. (e consultation and rela-
tional empathy measurement tool (CARE) is broadly used in
its ENGLISH version, it provides a specific, reliable, and
patient centered estimate of perceived family physicians’
clinical empathy [8].

Mercer and Reynolds have developed the CARE scale. It
includes a 10-item self-administered measure involving four
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major domains assessed by the patients themselves to report
an accurate conception of their experience. (ese are
emotional, concerned with the patient’s own experience,
ethical, cognitive, and behavioral domains [1].

(e CARE tool has been evaluated several times in the
literature to prove its psychometric appropriateness and has
been applied successfully in many high quality published
research [8–10].

(is tool, as stated previously, has been widely used in its
original English language. No attempt to translate it to Arabic
and use it has ever beenmade before. In our study, we aimed at
examining the internal consistency and construct of the Arabic
translated version of the CARE measurement tool.

2. Study Approval and Data CollectionMethods

(is is a cross sectional study that was done on 1245 patients
of Imam Abdurrhman bin Faisal University’s family med-
icine polyclinics for the period of June first, 2021–July first,
2021.

All patients during the data collection period were
approached by our data collectors. (e consenters then
asked to fill up an anonymous noncompulsory self-ad-
ministered electronic survey.(e exclusion criteria was non-
Arabic speakers and age less than 18 years old.

(e research project was approved by the Ethics council
at Imam Abdurrhman bin Faisal University (IAU), it
complied with the policies and procedures of the institu-
tional review board at IAU and granted approval with an
IRB Number (IRB-2020-01-402).

3. The CARE Measure Description

(e consultation and relational empathy (CARE) mea-
surement tool was developed by Dr Stewart Mercer and
colleagues to predict patient’s perception of his/her physi-
cian’s empathy.

It is a 10-item, with a 5-point Likert scale ranging from
excellent [5] to poor [1] for each item. Up to two ‘Not
Applicable’ responses or missing values are allowed, and will
be replaced with the remaining items’ average score. Re-
sponses exceeding two ‘Not Applicable’ responses ormissing
values are discarded from the analysis [8].

4. Translation

(e (CARE) measure is originally in English language, and the
English version was translated and back translated into Arabic
by two independent professional translators. (ese versions
were then discussed by a three bilingual consultant clinical
psychologist. Pilot study was done on 32 patients to evaluate
the understanding of the study participants to the language of
the questionnaire, further amendments were done before the
final version was released to be used for the actual study.

5. Analysis

(e analysis was done using STATA software version 17. For
the EFA and CFA the data set was randomly separated into

two equal samples as the EFA was run on the first subsample
whilst the CFA was run on the second one.

5.1. Exploratory FactorAnalysis. Before running the EFA the
data was examined for suitability of analysis using Kai-
ser–Meyer–Olkin measure and Bartlett test of sphericity.
(e estimation method of EFA was done using principal
factor analysis and no rotation was administered. For
choosing the factor number we depended on the retained
Kaiser’s criterion of Eigenvalue (>1) and scree plot. (e
significant factor loading was set to be> 0.3.

5.2. Confirmatory Factor Analysis. Maximum likelihood
ratio estimation was chosen as the estimation method of the
CFA. (e root mean squared error of approximation
(RMSEA; RMSEA<0.05), Tucker-Lewis index (TLI;
TLI>0.95), comparative fit index (CFI; CFI>0.95), and the
chi-square test (p< 0.05) were chosen to evaluate the model
fit. Path modification was considered, based on the Lagrange
test results.

6. Results

(e total number of involved participants n� 1245. (ere
was a wide variation amongst participants as the mean age of
the study participants was 32.39 (SD� 13.89; min.�18;
max.� 85) and most of them were in their 1920s (n� 503,
40.37%). Male participants (n� 713, 57.27%) were more than
female participants and majority of this study participants
were Saudis (n� 1046, 84.02%). In addition, large number of
participants were having college degree or higher (n� 901,
72.37%); however, many of them were unemployed (n� 772,
62.01%) as 93% (n� 718) of them were housewives (Table 1).

As seen in (Table 2), the majority of the item’s responses
showed high level of satisfaction as “letting you telling your
story” item had the highest level of satisfaction (n� 934,
75%) chose “excellent” as their response. On the other side,
the item “making plan action with you” had the lowest
satisfaction as around n� 33, 2.54% reported “fair” or “poor”
responses.

(e coronach alpha of the of the CARE Measure tool 10
items was 0.96 showing an excellent internal consistency.
(e Kaiser-Meyer-Olkin measure was 0.96 indicating the
adequacy of the data for factor analysis and the Bartlett test
of sphericity shows (x2(45)� 8743.126, p< 0.001) indicating
the adequacy of the correlation matrix for analysis. Table 3
shows the polychoric correlation matrix summary that
shows a good correlation and a common variance between
the 10 items. (e number of factors that were as guided by
Kaiser’s criterion and the scree plot (Figure 1) was one
factor. (e factor loading retained from the EFA is sum-
marized in (Table 4) and it is seen there that the factor
loading that is (>0.3) was only seen in relation to factor 1.

(e CFA that was run on the other half of the data to
confirm the EFA analysis results showed an excellent model
fitting statistics as following; x2(35)� 359.464, p< 0.001;
REMSEA� 0.122 (CI� 0.111 to 0.134); CFI� 0.959;
TLI� 0.948 which indicate the suitability of this run latent
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Table 1: Characteristics of study participants (n� 1245).

N� 1245 %
Age groups

<20 years 69 5.54
20–29 years 503 40.37
30–39 years 301 24.16
40–49 years 168 13.48
50–59 years 132 10.59
60–69 years 57 4.57
70–79 years 12 0.96
≥80 years 4 0.32

Gender
Female 532 42.73
Male 713 57.27

Nationality
Saudi 1046 84.02
Non-Saudi 199 15.98

Partnership
Without partner 632 50.76
With partner 613 49.24

Educational level
High school and lower 344 27.63
College and higher 901 72.37

Employment status
Employed 473 37.99
Nonemployed 772 62.01

Patient or patient caregiver
Patient 939 75.42
Caregiver 306 24.58

Table 2: (e distribution of participant’s responses (n� 1245) of CARE questionnaire questions.

Responses

Poor Fair Good Very good Excellent Not
applicable

Items n % n % n % n % n % n %
1. Making you feel at ease 5 0.40 17 1.37 85 6.83 214 17.19 912 73.25 12 0.96
2. Letting you tell your “story” 4 0.32 13 1.04 80 6.43 195 15.66 934 75.02 19 1.53
3. Really listening 6 0.48 18 1.45 79 6.35 239 19.20 903 72.53 00 0.00
4. Being interested in you as a whole person 8 0.64 15 1.20 84 6.75 216 17.35 905 72.69 17 1.37
5. Fully understanding your concerns 9 0.72 23 1.85 89 7.15 199 15.98 901 72.37 24 1.93
6. Showing care and compassion 6 0.48 19 1.53 83 6.67 208 16.71 909 73.01 20 1.61
7. Being positive 6 0.48 8 0.64 94 7.55 205 16.47 907 72.85 25 2.01
8. Explaining things clearly 8 0.64 16 1.29 93 7.47 212 17.03 894 71.81 22 1.77
9. Helping you to take control 8 0.64 19 1.53 87 6.99 214 17.19 895 71.89 22 1.77
10. Making a plan of action with you 9 0.72 22 1.77 90 7.23 204 16.39 898 72.13 22 1.77

Table 3: (e polychoric correlation matrix of the 10 items of CARE measurement tool (n� 1245).

1 2 3 4 5 6 7 8 9 10
1 Making you feel at ease 1.00
2 Letting you tell your “story” 0.92 1.00
3 Really listening 0.74 0.70 1.00
4 Being interested in you as a whole person 0.88 0.93 0.74 1.00
5 Fully understanding your concerns 0.87 0.93 0.74 0.94 1.00
6 Showing care and compassion 0.86 0.90 0.72 0.94 0.94 1.00
7 Being positive 0.90 0.93 0.69 0.96 0.94 0.96 1.00
8 Explaining things clearly 0.85 0.91 0.70 0.91 0.92 0.95 0.94 1.00
9 Helping you to take control 0.87 0.89 0.69 0.91 0.90 0.94 0.95 0.95 1.00
10 Making a plan of action with you 0.88 0.90 0.73 0.91 0.90 0.92 0.93 0.92 0.95 1
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model. (e estimation results of the CFA are summarized in
Figure 2.

In summary, the Arabic translated version of CARE
Measurement tool showed an excellent internal consistency
and its internal construct showed only one latent factor that
was explained by all the 10 items with an excellent CFA
fitting model statistics.

Table 2 summarises the distribution of the participants
responses to the 10 items of the CARE measurement tool
(n� 124).

Extraction method� principal factor analysis; rotation
method� unrotated, loading larger than 0.4 is in bold.

7. Discussion

We translated and validated in this study the original English
version of the CAREMeasurement tool into Arabic language
in a primary health care facility (PHC) of a university
hospital in Eastern province, Saudi Arabia. Table 1 is for the
demographic information showing total 1245 participants
were involved which included both patients 75.42% and
caregivers 24.58%. (e mean age range of the participants
was 32.39; male female ratio was 713 : 532. 84.02% of the
participants were Saudi nationals while 15.98% belonged to
other nationalities.72.37% of the participants had college or
higher-level degrees but 62.01% were unemployed. In Ta-
ble 2 all the 10 items of the CAREmeasure show high level of

satisfactory responses by the participants. A study on the
check of the validity and reliability of the CARE measure
showed high satisfaction responses by the patients where it
was not affected by the demographic differences [11].

In the Arabic CARE Measure, the number of “not
applicable” was very low in almost all the items.(e lowest
was 0% in the third item, stated as “really listening” and
the highest was 2.01% in item seven, stated as “being
positive”. For the rest of the three items, namely no. 8, 9
and 10, “not applicable” was selected 1.77% of the time.
Items 8, 9, and 10 were stated as “explaining things
clearly”, “helping you to take control” and “making a plan
of action with you”, respectively and all were based on the
cognitive and behavioral aspects of empathy. One reason
for this can be the concept of shared responsibility with
the patients rather than sole responsibility of the physi-
cians as indicated in the Swedish version CARE [12]
measure Moreover the number of responses in the poor
category was very low as majority had responded in the
very good and excellent categories.

(e two statistical techniques which were utilized to
measure the validity and reliability of the Arabic version of
(CARE) measurement tool were Exploratory Factor Analysis
(EFA) and Confirmatory Factor Analysis (CFA). EFA which
was done on the first half of the sample and as summarized
in Tables 2 and 4 shows that the factor loading (>0.3) was
only seen in relation to factor 1.
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Figure 1: scree plot for exploratory factor analysis that was done on the first half of the sample (n� 623).

Table 4: (e factor loadings of the 10 items of the CARE measurement tool that was gain from the exploratory factor analysis that was run
on the first half of the sample (n� 623).

Number Items Factor 1 Factor 2 Factor 3 Uniqueness
1 Making you feel at ease. 0.92 0.18 0.02 0.12
2 Letting you tell your “story” 0.95 0.09 -0.10 0.07
3 Really listening 0.75 0.23 0.13 0.37
4 Being interested in you as a whole person 0.97 0.04 -0.09 0.06
5 Fully understanding your concerns 0.96 0.05 -0.08 0.07
6 Showing care and compassion 0.97 -0.10 -0.03 0.05
7 Being positive 0.98 -0.09 -0.09 0.03
8 Explaining things clearly 0.96 -0.14 0.03 0.06
9 Helping you to take control 0.96 -0.16 0.11 0.04
10 Making a plan of action with you 0.95 -0.04 0.14 0.07
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Cronbach’s alpha with a score of 0.96 showed an ex-
cellent internal consistency and CFA which was run on the
second half of the sample both have confirmed internal
structure consistency of the Arabic CAREMeasurement tool
and consensus with the original, Chinese, and Japanese
versions of the CARE Measure [13, 14]. [1–3] As a result,
external and internal validity of the Arabic CARE Mea-
surement tool is sustained.

Table 2 shows polychoric correlation matrix of all the 10
items with each other. All the items show strong above
average correlation except for item no. 3 whose correlation
with the rest of the 9 items lies in the average range min-
imum r� 0.69 to maximum r� 0.73.

One of the study strength points that it was conducted on
a large sample, and there was no missing data as all the 1245
responses were available for all the 10 items of the scale.
Similar findings were discovered with extremely low
“missing values” and “not applicable” data in a research on
the patients of secondary care in Scotland [11]. (is study
indicated CARE measure to be considered as highly relevant
with internal and structural reliability plus face and con-
current validity.

In a study CARE measure was also used for validity and
reliability check on primary care nurses and the results
showed that it has high face and construct validity and
internal reliability for the nurses working in the primary care

of the patients [15]. Another study done on the rehabilitation
patients in the Southern England showed that CARE fulfilled
the strict standards for internal construct validity [16].

8. Limitations

(e study was conducted in a single primary health care in
eastern province, Saudi Arabia, and is limited to university
employees, hospital employees, students, and their families.
(erefore, conducting the same study on different primary
health care centers, different specialized clinics in different
provinces of Saudi Arabia will aid in improving overall
patients’ satisfaction.

9. Recommendations

It is recommended to develop a CARE measure to be used
for the virtual clinics, as after the Pandemic use of the virtual
clinic facilities have also become quite common.

10. Conclusion

(e original CARE Measurement measure was translated and
validated in Arabic, and the study was done in a primary health
care context. (e Arabic format of the CARE Measurement
instrument appears to be consistent, trustworthy, and valid in
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Figure 2: Confirmatory factor analysis; estimation method ML that was run on half of the participants (n� 622). (e latent variable is
represented with an oval shape whilst each item is represented with a square.(e small circles represent the estimation error whilst the arrow
represents the regression line.
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Background. Medication nonadherence represents a major burden on national health systems. According to the World Health
Organization, increasing medication adherence may have a greater impact on public health than any improvement in specific
medical treatments. More research is needed to better predict populations at risk of medication nonadherence. Objective. To
develop clinically informative, easy-to-interpret machine learning classifiers to predict people with psychiatric disorders at risk of
medication nonadherence based on the syntactic and structural features of written posts on health forums.Methods. All data were
collected from posts between 2016 and 2021 on mental health forum, administered by Together 4 Change, a long-running not-for-
profit organisation based in Oxford, UK.+e original social media data were annotated using the Tool for the Automatic Analysis
of Syntactic Sophistication and Complexity (TAASSC) system. +rough applying multiple feature optimisation techniques, we
developed a best-performing model using relevance vector machine (RVM) for the probabilistic prediction of medication
nonadherence among online mental health forum discussants. Results. +e best-performing RVMmodel reached a mean AUC of
0.762, accuracy of 0.763, sensitivity of 0.779, and specificity of 0.742 on the testing dataset. It outperformed competing classifiers
with more complex feature sets with statistically significant improvement in sensitivity and specificity, after adjusting the alpha
levels with Benjamini–Hochberg correction procedure. Discussion. We used the forest plot of multiple logistic regression to
explore the association between written post features in the best-performing RVM model and the binary outcome of medication
adherence among online post contributors with psychiatric disorders. We found that increased quantities of 3 syntactic
complexity features were negatively associated with psychiatric medication adherence: “dobj_stdev” (standard deviation of
dependents per direct object of nonpronouns) (OR, 1.486, 95% CI, 1.202–1.838, P< 0.001), “cl_av_deps” (dependents per clause)
(OR, 1.597, 95% CI, 1.202–2.122, P, 0.001), and “VP_T” (verb phrases per T-unit) (OR, 2.23, 95% CI, 1.211–4.104, P, 0.010).
Finally, we illustrated the clinical use of the classifier with Bayes’ monograph which gives the posterior odds and their 95% CI of
positive (nonadherence) versus negative (adherence) cases as predicted by the best-performing classifier. +e odds ratio of the
posterior probability of positive cases was 3.9, which means that around 10 in every 13 psychiatric patients with a positive result as
predicted by our model were following their medication regime. +e odds ratio of the posterior probability of true negative cases
was 0.4, meaning that around 10 in every 14 psychiatric patients with a negative test result after screening by our classifier were not
adhering to their medications. Conclusion. Psychiatric medication nonadherence is a large and increasing burden on national
health systems. Using Bayesianmachine learning techniques and publicly accessible online health forum data, our study illustrates
the viability of developing cost-effective, informative decision aids to support the monitoring and prediction of patients at risk of
medication nonadherence.
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1. Introduction

Medication nonadherence represents a major burden on
national health systems around the world. According to the
World Health Organization, increasing adherence may have
a far greater impact on the health of the population than any
improvement in specific medical treatments [1]. +e
widespread prevalence of medication nonadherence among
populations with psychiatric disorders is well known. Sys-
tematic reviews show that if nonadherence was defined as
taking medication at least 75% of the time, the mean rate of
medication nonadherence among people with schizophrenia
was 50% [2]. Nonadherence in antidepressants was between
13% and 52% over the course of a lifetime depending on the
adherence reporting methods used, and medication non-
adherence in bipolar disorder was estimated to be present in
25%–45% of patients with this psychiatric disorder [3–6].
Marcum, Sevick, and Handler summarised 6 representative
medication nonadherence phenotypes based on underlying
behavioural patterns and barriers to medication adherence
at the patient level: (1) lack of understanding and knowledge
of the consequences of medication nonadherence; (2) lack of
cognitive ability to process and implement complex medi-
cation management; (3) lack of vigilance; (4) beliefs that
costs outweigh medication benefits; (5) conflicting norma-
tive beliefs about medication; and (6) nonbelief in the
therapeutic efficacy of medication [7]. +ese mental non-
adherence phenotypes highlighted explanatory factors such
as health literacy, education, socioeconomic status, cognitive
abilities, and reasoning patterns of nonadhering patients
[8–11]. By contrast, researchers studying medication ad-
herence presented evidence which demonstrates the impact
of a variety of factors found to be positively associated with
medication adherence: health locus of control (belief that
health is in one’s own control), health literacy, language,
cultural backgrounds, and so on [12–22].

Few studies have addressed the two issues in an integral
fashion, that is, what kinds of factors may be used to explain
and forecast the binary medication adherence outcomes
among patients with different psychiatric disorders. Few
studies have attempted to establish the interaction and
collective impact of these hypothesized external factors for
an integrated explanation and predication of patient be-
haviours. Research shows that explanatory variables of
statistical significance are not necessarily of high predictivity
[23–27]. +is means that factors identified in case-control
studies as statistically significant variables do not conse-
quently support the prediction of whether an individual
would followmedication regimes. Machine learning is rising
as a highly effective analytical technique to solve complex,
practical research problems as medication adherence. Ma-
chine learning tools can provide cost-effective decision aids
complementary to existing diagnostic procedures, quanti-
tative and qualitative methods to clinicians for them for
more accuracy, and informed medical decisions to better
help their patients [28, 29]. Different from statistics, machine
learning does not assume absence of multicollinearity or
higher-order interaction among factors. +is allows us to
leverage existing knowledge across disciplinary boundaries

to develop and interpret machine algorithms which are
developed to predict a certain outcome of interest with high
precision, accuracy, and practical diagnostic utility. More-
over, the categorization of long texts is still a challenging task
due to the high dimensionality of the feature space that
causes inefficiency of the machine learning process [30].
Existing research mostly applies keywords extraction to
reduce the dimension of the feature space in both long text
and image classification tasks [30–33]. Some studies
attempted to improve automatic text embeddings repre-
sentation by applying complex ensemble models to improve
the efficiency and performance of machine learning algo-
rithms [28, 34–36]. However, complex ensemble methods
are more difficult to generalise. Unlike such previous studies,
our study explored a set of high-level syntactic and gram-
matical features to reduce the dimensionality of feature
space and developed a succinct predictive model of high
performance with sparce Bayesian models that are more
generalisable.

2. Methods

2.1. Research Design. Our study aimed to address the pre-
diction of the binary outcome of medication adherence from
a perspective which is distinct from previous studies fo-
cusing on patients’ background information. +at is, instead
of gathering information on patients’ demographic attri-
butes, health literacy, educational attainment, medication
refill records, and so on, we developed machine learning
classifiers with quantitative patients posts on a mental health
forum which has been in existence for over 20 years. +e
machine learning classifiers developed can predict the odds
of an individual adhering to medication regime or not based
on the writing styles (syntactic sophistication and com-
plexity measures) of her/his posts. We interpreted the
optimised features included in the best performing Bayesian
machine learning model using multiple regression analysis.
+is helped us to explore and understand the association
between patients language style and their health behaviour
patterns. +e novel Bayesian models developed led to dis-
covering written features of social media data which were
positively or negatively associated with medication adher-
ence outcomes among patients with distinct psychiatric
disorders.

2.2. Data Collection and Labelling Strategy. Our machine
learning models were developed with patient written ma-
terials on their medication patterns. Social media data were
annotated with high-dimensional features of syntactic
complexity and sophistication to predict the odds of med-
ication nonadherence. +e source of the data was mental
health forum, administered by Together 4 Change, a long
running not-for-profit organisation promoting mental
health based in Oxford, UK.+e forum is structured into five
large blocks: mental health experiences, mental health
therapies and treatment, and self-help, mental health sup-
port forums, recovery, support & help, and local health
forums. Within the block of mental health therapies and
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treatment, there is a dedicated section on psychiatric drugs
and medications forum, which provides the main source of
patient discussion data for our study.

We manually screened for posts which satisfied the two
following criteria: (1) +e content clearly indicates whether
the post contributor has been following prescribed psy-
chiatric medications or has interrupted and never resumed
his/her medication for various reasons. We eliminated posts
which had less relevant contents such as introducing new
drugs, peer support, seeking for information for families,
friends, or simply expressions of personal emotions without
discussing one’s medication adherence history. (2) +e
length of the post contains at least one independent clause
(containing at least one subject + verb + object construct).
+is was to facilitate the annotation of health forum data
with English syntactic analysis tools (see Annotation). Posts
which contained separate words without clearly logical re-
lations were removed.

+e outcome measure, that is, whether a patient is
following her/his medication regime, was established
through detailed content analysis by human annotators as
university researchers. We analysed and labelled posts as
negative cases if posts clearly mentioned that the individual
was taking medication; posts were classified and tagged as
positive cases if the qualitative content analysis showed that
the individual interrupted and never resumed medication
despite the health consequences experienced. In total, we
collected around 500 eligible post items. We divided the full
dataset into 70% training dataset and 30% testing dataset.
Within the training dataset (352 posts), 172 were from
nonadhering patients and 180 were from adhering patients.
In the testing dataset (152 posts), 66 were from nonadhering
patients and 86 were from adhering patients.

2.3. Annotation ofMental Health ForumData with Linguistic
Features. In selecting natural language annotation tools, we
identified the Tool for the Automatic Analysis of Syntactic
Sophistication and Complexity (TAASSC) as a suitable
system. It was developed by Kristopher Kyle at University of
Oregon [37–39]. +e system provides automatic annotation
of English written materials using 4 large sets of linguistic
measures: clause complexity, noun phrase complexity,
syntactic sophistication, and syntactic complexity. Within
each large measure, there are between 9 and 190 features
which quantitatively assess the structural and syntactic
characteristics of written materials. For example, within
syntactic sophistication, there are features which measure
the joint probability of a verb and a construction combi-
nation (feature tag: average approximate collostructional
strength) and lexical diversity (feature tags: main verb
lemma type-token ratio, construction type-token ratio, and
lemma construction combination type-token ratio). 132
features were developed to measure noun phrase complexity
such as standard deviations of dependents per direct object
(feature tag: dobj_NN_stdev), standard deviations of de-
pendents per passive nominal subject (feature tag: nsubj_-
pass_stdev), and (nonclausal) adverbial modifiers per
nominal subject (no pronouns) (feature tag:

advmod_nsubj_deps_NN_struct). Originally designed to
measure syntactic development in the writing of English
learners, the TAASSC system provides a convenience tool to
evaluate the lexical, logical, and structural features and
patterns of the post data we collected from people with
psychiatric disorders. Higher logical, structural, and syn-
tactic complexity is indicative of a more complex reasoning
and thinking style. Machine learning classifiers which utilise
linguistic complexity features could help us verify and revisit
existing knowledge and theories on medication non-
adherence, for example, whether nonadherence was due to
lack of cognitive ability to process complex medication
management procedures or rather conflicting beliefs about
the benefits, costs, efficacy, and consequences of
medications.

2.4. Feature Optimisation

2.4.1. Classifier Optimisation with Zero Importance Feature
Elimination (RZE). Given the high-dimensional nature of
the multiple feature sets used in our study, we first applied a
Python feature selection tool known as feature-selector to
identify and remove features of zero importance (https://
github.com/WillKoehrsen/feature-selector). +is method
uses a gradient boosting machine (implemented in the
LightGBM library) as the base estimator to learn the im-
portance of the feature. +is feature optimisation procedure
applies 10-fold validation to reduce variances and biases for
estimating feature importance. Moreover, this method le-
verages an early stopping technique to prevent overfitting to
training data. In our study, to balance asymmetric classifi-
cation errors, for example, classifiers with high sensitivity
but low precision, or vice versa, we specified macro F1 as the
evaluation metric when training the model to automatically
learn feature importance. +e resulting optimised feature
sets can improve the overall performance of the model in
terms of both prediction sensitivity and specificity. +rough
zero importance feature elimination, none feature was
identified as being of zero importance from the syntactic
complexity (SCA) feature set (11 in total); 55 features were
eliminated due to zero importance from the syntactic so-
phistication (SS) feature set (135 features in total); 59 fea-
tures were trimmed for having zero importance from the
noun phrase complexity (NPC) feature set (73 in total); next,
we removed 6 features from the clause complexity (CC)
feature set (12 features in total) which did not improve the
model macro F1. Lastly, we applied the macro F1 based
importance estimation technique on the combined feature
sets of SCA, SS, NPC, and C. 125 features were eliminated as
zero importance features.

2.4.2. Recursive Feature Elimination with Support Vector
Machine (SVM_RFE). Following classifier optimisation
with zero importance feature elimination, we performed
recursive feature elimination with support vector machine
(SVM_RFE) to further reduce the dimensions of features
[40, 41]. An optimised feature number was reached when the
minimal cross-validation classification error (CVCE) was
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identified through grid search. Figure 1(a) shows that the
SVM_RFE reduced the syntactic complexity feature set from
14 to 11 (CVCE� 0.466); Figure 1(b) shows that the syntactic
sophistication feature set was reduced from 135 to 5
(CVCE� 0.440); Figure 1(c) shows that the noun phrase
complexity feature set was reduced from 73 to 3
(CVCE� 0.415); Figure 1(d) shows the clause complexity
feature set was reduced from 26 to 12 (CVCE� 0.406).
Lastly, we performed the joint optimisation of all 4 large
feature sets which reduced the full feature set (243) to 38
features (CVCE� 0.403). +e details of the final optimised
features are shown in Table 1.

2.5. Bayesian Machine Learning Classifiers. We used rele-
vance vector machine (RVM) to develop the prediction
models on the following considerations. First is model
generalisation. RVM is a sparse classifier which has a highly
effective mechanism to avoid overfitting issues with rela-
tively small, high-quality datasets like ours. RVMmodels are
known to have good generalisation, which is due to a sparse
model dependent only on a small number of kernel func-
tions [42, 43]. Second is model adjustability or flexibility.
RVM is a typical Bayesian classifier which produces prob-
abilistic prediction or the posterior probability of a class
membership, whereas most supervised machine learning
techniques can only return a hard binary prediction which is
not very informative in many practical settings. Bayesian
models allow more intuitive interpretation of the prediction
outcomes. In our study, predictions based on non-Bayesian
models can only tell us whether an individual is an adhering
patient or not. RVM models, by contrast, assign different
probabilities of medication nonadherence to patients based
on their unique writing and reasoning styles. +is can ef-
fectively help us to identify people who were classified as
adhering patients (with an assigned probability below a
certain threshold level) but were at the same time at high risk
of falling out existing medication regimes, based on the
structural complexity features of their posts. RVM models
can also rate nonadhering patients (with an assigned
probability equal to or above a certain threshold level) in
terms of their tendency to convert to adhering patients, so
that health organisations can accordingly develop person-
alised interventions to optimise their resource use and pa-
tient treatment outcome. Based on these important
advantages, we decided to use RVMs to enable more in-
formative decision-making for mental health professionals.

3. Results

Tables 2–5 compare the performance of RMVs with different
feature sets on the training and testing datasets. For each
feature set, we compared the original TAASSC feature set,
the optimised feature set through zero importance feature
elimination (RZE), and the optimised feature set through
RZE and recursive feature elimination with SVM as base
estimator (SVM_RFE). +e only exception is syntactic
complexity (SCA) in Table 2. +ere was no feature elimi-
nated in the RZE procedure, so we compared the full feature

set and the optimised feature set using SVM_RFE. As ad-
ditional classifier performance boosting strategies, we ap-
plied 3 feature normalisation techniques on each feature set:
min-max normalisation, L2 normalisation, and Z-score
normalisation. +e results revealed that there was an overall
tendency of performance improvement on both the training
and the testing datasets, as we enhanced feature optimisation
by using RZE and SVM_RFE successively. +is finding was
consistent across the 4 large feature sets measuring syntactic
complexity, sophistication: syntactic complexity (SCA)
(Table 2), syntactic sophistication (SS) (Table 3), noun
phrase complexity (NPC) (Table 4), and clause complexity
(CC) (Table 5). Feature normalisation had mixed impact on
the model overall performance but helped improve asym-
metric classification errors, for example, those with imbal-
anced model sensitivity and specificity. However, none of
the optimised feature sets in Tables 2–5 exhibited both an
overall good performance and a balanced sensitivity-spec-
ificity pair above an acceptable threshold level. As a result,
we followed with a combination of the 4 feature sets and
optimised features using both RZE and SVM_RFE proce-
dures. We found the best model was the double-optimised
feature set ALL RFE 38 with min-max feature normalisation.
Table 6 shows that it achieved on the test data an overall
AUC of 0.710, accuracy of 0.658, sensitivity of 0.686, and
specificity of 0.621.

Apart from the joint optimisation of all features, we also
performed pairwise combination of separately optimised
feature sets, that is, clause complexity (CC), noun phrase
complexity (NPC), syntactic sophistication (SS), and syntactic
complexity (SCA), in search of better models. In Table 7, F1 is
RVM models which combined the optimised SCA11 and the
optimised NPC3 feature sets. We boosted the model with 3
different normalisation techniques, min-max, L2, and Z-score,
as shown in F2, F3, and F4. +e results show that pairwise
combination of separately optimised features (sensitivity of
0.628 and specificity of 0.515) balanced the asymmetric
classification errors of SCA (11) (sensitivity of 0.244 and
specificity of 0.879) and NPC (3) (sensitivity of 0.512 and
specificity of 0.621) and improved the overall performance of
the model in terms of AUC (F1, 0.631, SCA11, 0.568, NPC3,
0.616) and classification accuracy (F1, 0.579, SCA11, 0.520,
NPC3, 0.559). Min-max normalisation boosted the perfor-
mance of F1 model, as the model AUC and accuracy in-
creased to 0.657 and 0.618, respectively.+e same pattern was
observed with the combination of two separately optimised
models SCA11 and CC12 in model F5. +e overall perfor-
mance of F5 (AUC: 0.568, accuracy: 0.526) improved over
both SCA11 (AUC: 0.568, accuracy: 0.520) and CC12 (AUC:
0.559, accuracy: 0.513). Min-max normalisation significantly
boosted the performance of F5, as the model AUC and ac-
curacy increased to 0.665 and 0.638, respectively. +e 3 high-
performing models identified in the pairwise combination of
separately optimised feature sets were F6, F14, and F18. We
used these competing models for comparison with our best-
performing model F46 shown in Table 8.

Table 8 shows the combination of three or four sepa-
rately optimised feature sets, SCA, NPC, CC, and SS. Overall,
the performance of these models improved significantly over
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those of individually optimised features (Tables 2–6) and the
combination of two optimised feature sets. +e two high-
performing models that emerged at this stage were models
F38 and F42. In the following fine-tuning of model F41

which combined all 4 separately optimised feature sets,
SCA11, NPC3, CC12, and SS5, we removed feature “MLT”
(mean length of T-unit) from SCA11 and “all_av_ap-
prox_collexeme_stdev” (standard deviation of average
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Figure 1: Automatic feature selection recursive feature elimination with SVM as the base estimator.
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approximate collostructional strength) from SS5. +is led to
model F45 which contained as few as 29 features (see Table 9
for final features included in model F45). Min-max opti-
misation further boosted the performance of model F45 on

the testing data, increasing the mean AUC from 0.530 to
0.760 and classification accuracy from 0.566 to 0.763.
Normalisation also balanced the sensitivity specificity pair of
the model, moderating sensitivity from 1 to 0.779 and

Table 1: Optimised features through zero importance feature elimination (RZE) and recursive feature elimination with support vector
machine (SVM_RFE).

Category Features Notation Feature
Syntactic complexity
analyzer

11 SCA11 MLT, MLC, C_S, VP_T, C_T, T_S, CT_T, CP_T, CP_C, CN_T, CN_C
10 SCA10 MLC, C_S, VP_T, C_T, T_S, CT_T, CP_T, CP_C, CN_T, CN_C

Syntactic
sophistication

5 SS5 all_av_construction_freq_stdev, all_av_lemma_freq_stdev, all_av_lemma_freq_type,
acad_av_approx_collexeme all_av_approx_collexeme_stdev

4 SS4 all_av_construction_freq_stdev, all_av_lemma_freq_stdev, all_av_lemma_freq_type,
acad_av_approx_collexeme

Noun phrase
complexity 3 NPC3 dobj_stdev, advmod_pobj_deps_NN_struct, nsubj_NN_stdev

Clause complexity 12 CC12 aux_per_cl, ccomp_per_cl, nsubjpass_per_cl, prepc_per_cl, nsubj_per_cl, mark_per_cl,
ncomp_per_cl, cl_av_deps, cc_per_cl, prep_per_cl, csubj_per_cl, dep_per_cl

ALL 38 ALL 38

CN_C, CT_T, acad_av_construction_freq_stdev, acad_av_lemma_freq_stdev,
advmod_pobj_deps_struct, all_av_construction_freq_log, amod_pobj_deps_struct,
aux_per_cl, auxpass_per_cl, av_ncomp_deps, av_nominal_deps_NN, cc_per_cl,

ccomp_per_cl, conj_and_all_nominal_deps_struct, conj_and_pobj_deps_NN_struct,
conj_or_all_nominal_deps_struct, csubj_per_cl, dep_per_cl, det_pobj_deps_NN_struct,

dobj_NN_stdev, dobj_stdev, fic_av_delta_p_const_cue_stdev,
fic_av_lemma_construction_freq_log, mark_per_cl, nn_all_nominal_deps_struct,

nn_dobj_deps_NN_struct, nsubj_NN_stdev, nsubj_per_cl, nsubj_stdev, nsubjpass_per_cl,
poss_dobj_deps_struct, prep_per_cl, prep_pobj_deps_NN_struct, prepc_per_cl, prt_per_cl,

rcmod_dobj_deps_NN_struct, tmod_per_cl, xcomp_per_cl

Table 2: Performance of RVM classifiers with syntactic complexity features (no zero importance feature).

RVM
Training data Testing data

AUC mean SD AUC Accuracy Sensitivity Specificity Macro-F1
SCA full 14 0.468 0.077 0.500 0.566 1.000 0.000 0.361
SCA full 14 with min-max 0.532 0.080 0.514 0.526 0.756 0.227 0.469
SCA full 14 with L2 0.454 0.089 0.474 0.566 1.000 0.000 0.361
SCA full 14 with Z-score 0.467 0.087 0.513 0.513 0.674 0.303 0.481
SCA RFE 11 0.443 0.047 0.568 0.520 0.244 0.879 0.490
SCA RFE 11 with min-max 0.522 0.107 0.589 0.572 0.674 0.439 0.556
SCA RFE 11 with L2 0.512 0.106 0.596 0.572 0.663 0.455 0.558
SCA RFE 11 with Z-score 0.464 0.060 0.569 0.559 0.628 0.470 0.549

Table 3: Performance of RVM classifiers with syntactic sophistication features (eliminated 55 zero importance features).

RVM
Training data Testing data

AUC mean SD AUC Accuracy Sensitivity Specificity Macro-F1
SS full 190 0.514 0.050 0.529 0.566 1.000 0.000 0.361
SS full 190 with min-max 0.462 0.076 0.500 0.566 1.000 0.000 0.361
SS full 190 with L2 0.487 0.046 0.534 0.566 1.000 0.000 0.361
SS full 190 with Z-score 0.522 0.044 0.650 0.632 0.651 0.606 0.628
SS RZF 135 0.518 0.054 0.533 0.566 1.000 0.000 0.361
SS RZF 135 with min-max 0.445 0.103 0.523 0.566 1.000 0.000 0.361
SS RZF 135 with L2 0.483 0.042 0.541 0.566 1.000 0.000 0.361
SS RZF 135 with Z-score 0.486 0.050 0.628 0.605 0.651 0.546 0.598
SS RFE 5 0.519 0.054 0.533 0.566 1.000 0.000 0.361
SS RFE 5 with min-max 0.469 0.032 0.484 0.566 1.000 0.000 0.361
SS RFE 5 with L2 0.476 0.049 0.634 0.540 0.767 0.242 0.484
SS RFE 5 with Z-score 0.500 0.043 0.550 0.566 0.919 0.106 0.440
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increasing specificity from 0 to 0.742. Model F46 thus
emerged as the best-performingmodel in our study. Figure 2
shows the comparison of the AUCs between the best-per-
forming model F46 and other competing high-performing
models, F6, F14, F18, F38, F42, and ALL 38 (with min-max).

Tables 10 and 11 show the paired-sample t-tests assessing
the significance levels of differences in sensitivity and specificity
between the various competitive high-performance classifiers
and the best-performing RVM classifier we developed through

the automatic optimisation of four different feature sets and
feature refinement. We applied the Benjamini-Hochberg
correction procedure to reduce false discovery rates in multiple
comparisons. +e results show that sensitivity of our best-
performing RVM (F46) was significantly higher than those of
all the other competitive models with P values equal to or
smaller than 0.0059; the specificity of our best-performing
RVM was statistically higher than those of most of the other
high-performing models, except for F18 (p � 1).

Table 5: Performance of RVM classifiers with clause complexity features (eliminated 6 zero importance features).

RVM
Training data Testing data

AUC mean SD AUC Accuracy Sensitivity Specificity Macro-F1
CC full 32 0.594 0.060 0.547 0.540 0.558 0.515 0.536
CC full 32 with min-max 0.563 0.059 0.548 0.540 0.581 0.485 0.533
CC full 32 with L2 0.605 0.047 0.543 0.526 0.547 0.500 0.522
CC full 32 with Z-score 0.580 0.047 0.532 0.546 0.558 0.530 0.543
CC RZF 26 0.604 0.069 0.552 0.559 0.581 0.530 0.555
CC RZF 26 with min-max 0.566 0.067 0.577 0.540 0.570 0.500 0.534
CC RZF 26 with L2 0.602 0.051 0.544 0.526 0.547 0.500 0.522
CC RZF 26 with Z-score 0.569 0.047 0.570 0.605 0.651 0.546 0.598
CC RFE 12 0.623 0.048 0.559 0.513 0.512 0.515 0.511
CC RFE 12 with min-max 0.625 0.047 0.585 0.572 0.581 0.561 0.569
CC RFE 12 with L2 0.624 0.041 0.560 0.540 0.523 0.561 0.538
CC RFE 12 with Z-score 0.590 0.022 0.597 0.586 0.605 0.561 0.582

Table 4: Performance of RVM classifiers with noun phrase complexity features (eliminated 59 zero importance features).

RVM
Training data Testing data

AUC mean SD AUC Accuracy Sensitivity Specificity Macro-F1
NPC full 132 0.589 0.049 0.608 0.579 0.581 0.576 0.576
NPC full 132 with min-max 0.553 0.062 0.602 0.566 0.570 0.561 0.563
NPC full 132 with L2 0.615 0.049 0.603 0.566 0.581 0.546 0.562
NPC full 132 with Z-score 0.555 0.038 0.598 0.559 0.581 0.530 0.555
NPC RZF 73 0.612 0.045 0.614 0.533 0.512 0.561 0.532
NPC RZF 73 with min-max 0.603 0.091 0.614 0.553 0.593 0.500 0.546
NPC RZF 73 with L2 0.595 0.017 0.611 0.566 0.570 0.561 0.563
NPC RZF 73 with Z-score 0.597 0.026 0.574 0.540 0.547 0.530 0.537
NPC RFE 3 0.634 0.028 0.616 0.559 0.512 0.621 0.559
NPC RFE 3 with min-max 0.643 0.033 0.621 0.586 0.512 0.682 0.586
NPC RFE 3 with L2 0.660 0.039 0.611 0.605 0.547 0.682 0.605
NPC RFE 3 with Z-score 0.636 0.029 0.618 0.586 0.547 0.636 0.585

Table 6: Performance of RVM classifiers with all (SCA+ SS +NPC+CC) features (eliminated 125 zero importance features).

RVM
Training data Testing data

AUC mean SD AUC Accuracy Sensitivity Specificity Macro-F1
ALL full 368 0.514 0.050 0.529 0.566 1.000 0.000 0.361
ALL full 368 with min-max 0.543 0.065 0.704 0.665 0.721 0.591 0.657
ALL full 368 with L2 0.455 0.034 0.481 0.566 1.000 0.000 0.361
ALL full 368 with Z-score 0.554 0.080 0.723 0.684 0.779 0.561 0.671
ALL RZF 243 0.491 0.073 0.519 0.566 1.000 0.000 0.361
ALL RZF 243 with min-max 0.607 0.041 0.675 0.638 0.674 0.591 0.632
ALL RZF 243 with L2 0.508 0.029 0.504 0.566 1.000 0.000 0.361
ALL RZF 243 with Z-score 0.597 0.097 0.592 0.540 0.547 0.530 0.537
ALL RFE 38 0.488 0.052 0.474 0.566 1.000 0.000 0.361
ALL RFE 38 with min-max 0.698 0.010 0.710 0.658 0.686 0.621 0.653
ALL RFE 38 with L2 0.517 0.084 0.516 0.566 1.000 0.000 0.361
ALL RFE 38 with Z-score 0.671 0.042 0.655 0.691 0.802 0.546 0.676
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4. Discussion

4.1. Features of Patient Online Posts Associated with Psychi-
atric Medication Nonadherence. To explore the association

between features in the best-performing model and medi-
cation adherence outcome, we performed multiple logistic
regression. Predictor variables were the standardized fre-
quencies for each of the 29 features included in the best-

Table 7: Performance of RVM classifiers with paired feature sets.

Feature set RVM
Training data Testing data

AUC mean SD AUC Accuracy Sensitivity Specificity Macro-F1
F1 SCA11 +NPC3 0.597 0.045 0.631 0.579 0.628 0.515 0.572
F2 SCA11+NPC3 with min-max 0.627 0.02 0.657 0.618 0.64 0.591 0.614
F3 SCA11 +NPC3 with L2 0.624 0.025 0.624 0.572 0.616 0.515 0.566
F4 SCA11+NPC3 with Z-score 0.625 0.034 0.64 0.599 0.616 0.576 0.595
F5 SCA11 +CC12 0.449 0.049 0.568 0.526 0.279 0.848 0.504
F6 SCA11 +CC12 with min-max 0.563 0.057 0.665 0.638 0.616 0.667 0.637
F7 SCA11 +CC12 with L2 0.521 0.116 0.631 0.625 0.686 0.545 0.616
F8 SCA11 +CC12 with Z-score 0.604 0.062 0.631 0.612 0.616 0.606 0.609
F9 SCA11 + SS5 0.523 0.045 0.536 0.566 1 0 0.361
F10 SCA11+ SS5 with min-max 0.544 0.094 0.631 0.586 0.605 0.561 0.581
F11 SCA11 + SS5 with L2 0.5 0.037 0.503 0.566 1 0 0.361
F12 SCA11 + SS5 with Z-score 0.523 0.097 0.608 0.572 0.57 0.576 0.57
F13 NPC3+CC12 0.662 0.04 0.628 0.566 0.535 0.606 0.565
F14 NPC3+CC12 with min-max 0.658 0.029 0.635 0.671 0.674 0.667 0.668
F15 NPC3+CC12 with L2 0.676 0.034 0.647 0.605 0.581 0.636 0.604
F16 NPC3+CC12 with Z-score 0.637 0.036 0.621 0.645 0.651 0.636 0.642
F17 NPC3+ SS5 0.524 0.049 0.536 0.566 1 0 0.361
F18 NPC3+ SS5 with min-max 0.665 0.039 0.687 0.678 0.628 0.742 0.677
F19 NPC3+ SS5 with L2 0.489 0.058 0.572 0.566 1 0 0.361
F20 NPC3+ SS5 with Z-score 0.637 0.031 0.645 0.625 0.605 0.652 0.624
F21 CC12+ SS5 0.523 0.045 0.536 0.566 1 0 0.361
F22 CC12 + SS5 with min-max 0.594 0.028 0.654 0.625 0.628 0.621 0.622
F23 CC12+ SS5 with L2 0.478 0.051 0.572 0.566 1 0 0.361
F24 CC12+ SS5 with Z-score 0.561 0.028 0.594 0.579 0.616 0.53 0.573

Table 8: Performance of RVM classifiers with multiple feature sets.

No. RVM
Training data Testing data

AUC mean SD AUC Accuracy Sensitivity Specificity Macro-F1
F25 SCA11 +NPC3+CC12 0.602 0.065 0.634 0.572 0.616 0.515 0.566
F26 SCA11+NPC3+CC12 with min-max 0.653 0.030 0.651 0.638 0.663 0.606 0.634
F27 SCA11 +NPC3+CC12 with L2 0.614 0.032 0.609 0.546 0.605 0.470 0.537
F28 SCA11 +NPC3+CC12 with Z-score 0.646 0.015 0.660 0.625 0.686 0.545 0.616
F29 SCA11 +NPC3+ SS5 0.523 0.045 0.536 0.566 1.000 0.000 0.361
F30 SCA11 + NPC3+ SS5 with min-max 0.662 0.034 0.664 0.625 0.616 0.636 0.623
F31 SCA11 +NPC3+ SS5 with L2 0.509 0.041 0.504 0.566 1.000 0.000 0.361
F32 SCA11+NPC3+ SS5 with Z-score 0.634 0.037 0.674 0.625 0.628 0.621 0.622
F33 SCA11 +CC12+ SS5 0.523 0.046 0.536 0.566 1.000 0.000 0.361
F34 SCA11+CC12 + SS5 with min-max 0.551 0.050 0.572 0.599 0.616 0.576 0.595
F35 SCA11 +CC12+ SS5 with L2 0.487 0.027 0.491 0.566 1.000 0.000 0.361
F36 SCA11 +CC12 + SS5 with Z-score 0.587 0.059 0.659 0.651 0.663 0.636 0.648
F37 NPC3+CC12 + SS5 0.523 0.046 0.536 0.566 1.000 0.000 0.361
F38 NPC3+CC12 + SS5 with min-max 0.685 0.038 0.709 0.704 0.721 0.682 0.700
F39 NPC3+CC12 + SS5 with L2 0.477 0.049 0.572 0.566 1.000 0.000 0.361
F40 NPC3+CC12 + SS5 with Z-score 0.643 0.025 0.682 0.671 0.709 0.621 0.665
F41 SCA11 +NPC3+CC12+ SS5 0.523 0.046 0.536 0.566 1.000 0.000 0.361
F42 SCA11 +NPC3+CC12 + SS5 with min-max 0.672 0.039 0.740 0.724 0.756 0.682 0.719
F43 SCA11 +NPC3+CC12+ SS5 with L2 0.470 0.046 0.473 0.566 1.000 0.000 0.361
F44 SCA11 +NPC3+CC12+ SS5 with Z-score 0.651 0.054 0.725 0.711 0.756 0.652 0.704
F45 SCA10 +NPC3+CC12+ SS4 0.525 0.043 0.530 0.566 1.000 0.000 0.361
F46 SCA10 +NPC3+CC12 + SS4 with min-max 0.668 0.023 0.762 0.763 0.779 0.742 0.760
F47 SCA10 +NPC3+CC12+ SS4 with L2 0.517 0.035 0.510 0.566 1.000 0.000 0.361
F48 SCA10 +NPC3+CC12 + SS4 with Z-score 0.665 0.034 0.727 0.717 0.733 0.697 0.714
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performing Bayesian model F46. All analyses were per-
formed in SPSS (26). Continuous predicator variables were
standardized using Z-score. We defined statistical signifi-
cance at 0.001, 0.01, and 0.05 and used a logarithmic scale to
display odds ratios and their 95% confidence intervals.

Figure 3 is the forest plot of the multiple logistic re-
gression. Standardized odds ratios and 95% confidence
intervals are shown (listed in the right column). +e stan-
dardized odds ratios (ORs) for each structural feature of
patient posts included in the multiple logistic regression
model are shown. Standardized odds ratios indicate the
effect on an increase of 1 standard deviation (SD) of a feature
on the odds of medication nonadherence. In the logistic
regression model, medication adherence was the reference
class. An odds ratio smaller than 1 indicates that a certain
health forum post text feature is more likely to be used by
people following psychiatric disorder medication; an odds
ratio larger than 1 indicates that a forum post text feature is
more likely to be used by people not following medication,
and odds ratio of 1 indicates that change in the feature
quantity does not affect the medication adherence outcome.
+e statistical significance of odds ratio is the risk of falsely
concluding an association between a feature and medication
adherence outcome. We set the statistical significance (P) at
a (0.001), b (0.01), and c (0.05). +e smaller the P value, the

Table 9: Features included in the best-performing F45 model.

Feature Name Description

Syntactic complexity analyzer
(SCA10)

MLC Mean length of clause
C_S Clauses per sentence
VP_T Verb phrases per T-unit
C_T Clauses per T-unit
T_S T-units per sentence
CT_T Complex T-unit ratio
CP_T Coordinate phrases per T-unit
CP_C Coordinate phrases per clause
CN_T Complex nominals per T-unit
CN_C Complex nominals per clause

Syntactic sophistication (SS4)

all_av_construction_freq_stdev Average construction frequency-all (standard deviation)
all_av_lemma_freq_stdev Average lemma frequency-all (standard deviation)

acad_av_approx_collexeme_stdev Average approximate collostructional strength- academic (std.)
all_av_lemma_freq_type Average lemma frequency (types only)-all

Noun phrase complexity (NPC 3)

dobj_stdev Dependents per direct object (standard deviation)
advmod_pobj_deps_NN_struct Adverbial modifiers per object of the preposition (no pronouns)

nsubj_NN_stdev Dependents per nominal subject (no pronouns, standard
deviation)

Clause complexity (CC12)

aux_per_cl Auxiliary verbs per clause
ccomp_per_cl Clausal complements per clause

nsubjpass_per_cl Passive nominal subjects per clause
prep_per_cl Prepositions per clause
nsubj_per_cl Nominal subjects per clause
mark_per_cl Subordinating conjunctions per clause
ncomp_per_cl Nominal complements per clause
cl_av_deps Dependents per clause
cc_per_cl Clausal coordinating conjunctions per clause

csubj_per_cl Clausal subjects per clause
dep_per_cl Undefined dependents per clause
prepc_per_cl +e number of prepositional complements per clause
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Figure 2: AUCs of RVMs on testing data using different feature
sets.
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higher the certainty to confirm the feature-outcome asso-
ciation. +e results revealed that increased quantities of post
structural features like “CT_T” (complex T-unit ratio) (OR,
0710, 95% CI, 0.541–0.932, P, 0.014), “nsubj_per_cl”
(nominal subjects per clause) (OR, 0.743, 95% CI,
0.573–0.965, P, 0.026), and nsubjpass_per_cl (passive
nominal subjects per clause) (OR, 0.763, 95% CI,
0.618–0.943, P, 0.012) were associated with greater odds of
adherence to psychiatric medication. By contrast, increases
in post structural features like “dobj_stdev” (standard de-
viation of dependents per direct object of nonpronouns)
(OR, 1.486, 95% CI, 1.202–1.838, P< 0.001), “cl_av_deps”
(dependents per clause) (OR, 1.597, 95% CI, 1.202–2.122, P,
0.001), and “VP_T” (verb phrases per T-unit) (OR, 2.23, 95%
CI, 1.211–4.104, P, 0.010) were negatively associated with
medication adherence.

4.2. Machine Learning and Statistics Have Different Ap-
proaches to Medication Nonadherence Prediction. In many
existing studies, the exploration of external explanatory
factors and medication adherence outcomes was largely
based on the identification of variables which were sta-
tistically different between adhering and nonadhering
patients. +ese may include health literacy levels, educa-
tion, age, culture, and other demographic factors. However,
research has shown that statistical significance does not
necessarily translate into feature predictivity in machine
learning; in other words, variables with high statistical
significance do not consequently increase performance of
machine learning algorithms. Research shows that addition
of statistically significant feature does not improve the
performance of machine learning models in health studies.

Our study illustrated a ML-based approach as distinct from
existing studies on psychiatric medication adherence
prediction.

Our best-performing classifier (F46) included a total of
29 features: 10 syntactic complexity features (SCA10), 4
syntactic sophistication (SS4) features, 3 noun phrase
complexity (NPC3) features, and 12 clause complexity
(CC12) features. As these features were retained in the
model after both zero importance feature elimination (RZF)
and recursive feature elimination (SVM_RFE), they were
important contributors to the model performance. Among
the 29 features, we observed 6 features with statistically
significant difference in posts written by adhering versus
nonadhering patients (Table 12, Mann–Whitney U test).

+ree features had statistically higher means in posts
from nonadhering patients (NAP) than from adhering
patients (AP): “MLC” (mean length of clause) (mean AP,
8.630, mean NAP, 9.369, P, 0.003), “acad_av_ap-
prox_collexeme_stdev” (standard deviation of average ap-
proximate collostructional strength in academic English)
(mean of AP, 16682.656, mean of NAP, 30199.338, P, 0.027),
and “dobj_stdev” (standard deviation of dependents per
direct object) (mean of AP, 0.722, mean of NAP, 0.888,
P< 0.001). Logistic regression forest plot shows that there
were 15 features positively associated with medication
nonadherence: “prepc_per_cl” (the number of prepositional
complements per clause), “nsubj_NN_stdev” (dependents
per nominal subject (no pronouns, standard deviation)),
“prep_per_cl” (prepositions per clause), “ccomp_per_cl”
(clausal complements per clause), “C_T” (Clauses per
T-unit), “MLC” (mean length of clause), “all_av_con-
struction_freq_stdev” (average construction frequency-all
(standard deviation)), “CP_C” (coordinate phrases per

Table 10: Paired-sample t-test of the difference in sensitivity between the best-performing model and other models.

No. Pairs of RVMs Mean difference SD

95% confidence
interval of
difference P value Rank (i/m) Q Sig.

Lower Upper
1 F46 versus ALL 38 with min-max 0.0930 0.0104 0.0726 0.1134 0.0041 1 0.0083 ∗∗

2 F46 versus F6 0.1628 0.0151 0.1332 0.1924 0.0029 2 0.0167 ∗∗

3 F46 versus F18 0.1512 0.0145 0.1228 0.1795 0.0030 3 0.0250 ∗∗

4 F46 versus F14 0.1047 0.0114 0.0824 0.1269 0.0039 4 0.0333 ∗∗

5 F46 versus F38 0.0581 0.0071 0.0442 0.0721 0.0050 5 0.0417 ∗∗

6 F46 versus F42 0.0233 0.0031 0.0172 0.0294 0.0059 6 0.0500 ∗∗

Table 11: Paired-sample t-test of the difference in specificity between the best-performing model and other models.

No. Pairs of RVMs Mean difference SD

95% confidence
interval of
difference P value Rank (i/m) Q Sig.

Lower Upper
1 F46 versus ALL 38 with min-max 0.1212 0.0115 0.0986 0.1438 0.003 1 0.0083 ∗∗

2 F46 versus F6 0.0758 0.0082 0.0596 0.0919 0.0039 2 0.0167 ∗∗

3 F46 versus F14 0.0758 0.0082 0.0596 0.0919 0.0039 3 0.0250 ∗∗

4 F46 versus F38 0.0606 0.0069 0.0471 0.0741 0.0043 4 0.0333 ∗∗

5 F46 versus F42 0.0606 0.0069 0.0471 0.0741 0.0043 5 0.0417 ∗∗

6 F46 versus F18 0 0 0 0 1 6 0.0500
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clause), “advmod_pobj_deps_NN_struct” (adverbial modi-
fiers per object of the preposition (no pronouns)),
“all_av_lemma_freq_type” (average lemma frequency-all
(standard deviation)), “CN_T” (complex nominals per
T-unit), “dobj_stdev” (dependents per direct object (stan-
dard deviation)), “cl_av_deps” (dependents per clause),
“T_S” (T-units per sentence), and “VP_T” (verb phrases per
T-unit). Among the 15 features that are highly predictive of
medication nonadherence, only 2 had statistically higher
means in posts written by nonadhering patients, whereas the
remaining 13 features were statistically insignificant.

+ree features had statistically higher means in posts
from adhering patients than from nonadhering patients:
“nsubjpass_per_cl” (nominal subjects per clause) (mean of
AP, 0.043, mean of NAP, 0.025, P, 0.025) and “CT_T”
(clauses per T-unit) (mean of AP, 0.471, mean of NAP, 0.426,
P, 0.046), “nsubj_per_cl” (nominal subjects per clause)
(mean of AP, 0.711, mean of NAP, 0.679, P, 0.031). Logistic
regression forest plot shows there were 14 features positively

associated with medication adherence: “C_S” (clauses per
sentence), “CP_T” (coordinate phrases per T-unit), “CT_T”
(complex T-unit ratio), “nsubj_per_cl” (nominal subjects
per clause), “nsubjpass_per_cl” (passive nominal subjects
per clause), “all_av_lemma_freq_stdev” (average lemma
frequency (standard deviation)), “dep_per_cl” (undefined
dependents per clause), “aux_per_cl” (auxiliary verbs per
clause), “acad_av_approx_collexeme_stdev” (average ap-
proximate collostructional strength of academic English
(std.)), “mark_per_cl” (subordinating conjunctions per
clause), “ncomp_per_cl” (nominal complements per clause),
“CN_C” (Complex nominals per clause), “csubj_per_cl”
(clausal subjects per clause), and “cc_per_cl” (clausal co-
ordinating conjunctions per clause). Among the 14 features
that are highly predictive of psychiatric medication non-
adherence, only 3 had statistically higher means in posts
written by adhering patients than by nonadhering patients,
whereas the remaining 11 features were statistically
insignificant.

C_S (z-value=-1.741, pvalue=0.082)
CP_T (z-value=-1.757, pvalue=0.079)
CT_T (z-value=-2.465, pvalue=0.014)

nsubj_per_cl (z-value=-2.231, pvalue=0.026)
nsubjpass_per_cl (z-value=-2.508, pvalue=0.012)

all_av_lemma_freq_stdev (z-value=-1.774, pvalue=0.076)
dep_per_cl (z-value=-1.351, pvalue=0.177)
aux_per_cl (z-value=-1.242, pvalue=0.214)

acad_av_approx_collexeme_stdev (z-value=-1.302, pvalue=0.193)
mark_per_cl (z-value=-1.054, pvalue=0.292)

ncomp_per_cl (z-value=-0.939, pvalue=0.348)
CN_C (z-value=-0.219, pvalue=0.827)

csubj_per_cl (z-value=-0.371, pvalue=0.710)
cc_per_cl (z-value=-0.144, pvalue=0.886)

prepc_per_cl (z-value=0.016, pvalue=0.987)
nsubj_NN_stdev (z-value=0.303, pvalue=0.762)

prep_per_cl (z-value=0.289, pvalue=0.772)
ccomp_per_cl (z-value=0.349, pvalue=0.727)

C_T (z-value=0.231, pvalue=0.817)
MLC (z-value=0.599, pvalue=0.549)

all_av_construction_freq_stdev (z-value=1.222, pvalue=0.222)
CP_C (z-value=0.585, pvalue=0.559)

advmod_pobj_deps_NN_struct (z-value=1.590, pvalue=0.112)
all_av_lemma_freq_type (z-value=1.205, pvalue=0.228)

CN_T (z-value=0.796, pvalue=0.426)
dobj_stdev (z-value=3.653, pvalue=0.000)
cl_av_deps (z-value=3.229, pvalue=0.001)

T_S (z-value=1.771, pvalue=0.077)
VP_T (z-value=2.576, pvalue=0.010)

0.394 (0.138, 1.124)

Odds Radio
OR 95% CI

0.682 (0.444, 1.045)
0.710 (0.541, 0.932)
0.743 (0.573, 0.965)
0.763 (0.618, 0.943)
0.783 (0.598, 1.026)
0.867 (0.704, 1.067)
0.876 (0.711, 1.079)
0.878 (0.722, 1.068)
0.887 (0.710, 1.108)
0.894 (0.709, 1.129)
0.950 (0.598, 1.508)
0.962 (0.782, 1.182)
0.986 (0.816, 1.192)
1.002 (0.813, 1.235)
1.033 (0.839, 1.271)
1.036 (0.817, 1.312)
1.037 (0.847, 1.270)
1.119 (0.431, 2.907)
1.134 (0.751, 1.713)
1.145 (0.921, 1.424)
1.175 (0.684, 2.020)
1.185 (0.961, 1.461)
1.189 (0.897, 1.574)

1.486 (1.202, 1.838)
1.597 (1.202, 2.122)

1.286 (0.692, 2.392)

1.785 (0.940, 3.391)
2.230 (1.211, 4.104)

Best Performing Features

c
c
c

a
a

b

-1 1
Medication Adherence Medication Nonadherence

5.0

Figure 3: Forest plot of logistic regression. aP< 0.001. bP< 0.01. cP< 0.05. Multiple logistic regression is to predict medication
nonadherence.
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4.3. Diagnostic Utility of the Bayesian Machine Learning
Classifier. A major advantage of Bayesian machine learning
classifiers is that they produce the posterior probabilities of a
certain binary outcome dependent on the prior odds and the
asymmetrical classification errors of the classifiers. In
clinical research, Bayes’ nomograph offers a graphical rep-
resentation of the Bayesian probabilistic predictions
[44–50].

In Figure 4, the axis on the left shows the baseline
probability of the event of interest, which in our study was
the prevalence of medication nonadherence among patients
participating in the online mental health forum discussions
on psychiatric medications. It was currently as high as 57%,
which was calculated based on the total data we collected
from the online forum.+emiddle axis represents likelihood
or odds ratio. Likelihood ratio can be positive or negative. A
positive likelihood ratio (LR+) is the ratio between

sensitivity and false positivity. In our study, the best-per-
forming classifier (RVM_F46 with min-max normalisation)
had a positive likelihood ratio of 3.02 (95% CI: 1.98, 4.63). If
we draw a straight line on the nomogram and line up the
prior (0.57) on the left axis, with the LR+ (3.02) on the
middle axis, we can find the posterior probability on the
right axis which was 80% (95%CI: 72%, 86%).+e odds ratio
of the posterior probability of positive cases was 3.9, which
means that around 10 in every 13 psychiatric patients with a
positive result as predicted by our model were following
their medication regime. +e middle axis can also be neg-
ative odds ratio which is the ratio between false negative
cases and true negative cases. In our study, the negative
likelihood ratio was 0.3 (95% CI: 0.2, 0.45). If repeating the
same procedure of reading the Bayes’ nomograph, we can
find the posterior probability on the right axis which was
28% (95% CI: 21%, 37%). +e odds ratio of the posterior

Table 12: Mann–Whitney U test.

Features (29 in total) Name Nonadherence mean (std.) Adherence mean (std.) P

Syntactic complexity analyzer
(SCA10)

MLC 9.369 (684) 8.630 (2.530) 0.003∗∗
C_S 2.260 (1.223) 2.368 (1.460) 0.5
VP_T 2.645 (1.362) 2.528 (1.389) 0.378
C_T 1.900 (0.943) 1.950 (1.009) 0.599
T_S 1.227 (0.494) 1.209 (0.419) 0.818
CT_T 0.426 (0.276) 0.471 (0.279) 0.046∗∗
CP_T 0.334 (0.331) 0.346 (0.378) 0.908
CP_C 0.202 (0.305) 0.186 (0.184) 0.631
CN_T 1.585 (1.229) 1.461 (0.979) 0.463
CN_C 0.825 (0.433) 0.752 (0.381) 0.125

Syntactic sophistication (SS4)

all_av_construction_freq_stdev 624630.667 (259280.32) 628026.977 (280808.55) 0.865

all_av_lemma_freq_stdev 2237002.019 (759008.785) 2200521.353
(840754.36) 0.773

acad_av_approx_collexeme_stdev 30199.338 (69193.092) 16682.656 (42391.101) 0.027∗∗

all_av_lemma_freq_type 1469180.468 (793748.056) 1561373.037
(945196.99) 0.417

Noun phrase complexity (NPC3)
dobj_stdev 0.888 (0.432) 0.722 (0.476) 0∗∗

advmod_pobj_deps_NN_struct 0.030 (0.054) 0.045 (0.086) 0.291
nsubj_NN_stdev 0.510 (0.498) 0.584 (0.532) 0.096

Clause complexity (CC12)

aux_per_cl 0.295 (0.154) 0.271 (0.157) 0.155
ccomp_per_cl 0.124 (0.103) 0.145 (0.128) 0.121

nsubjpass_per_cl 0.025 (0.045) 0.043 (0.073) 0.025∗∗
prep_per_cl 0.288 (0.159) 0.325 (0.233) 0.288
nsubj_per_cl 0.679 (0.167) 0.711 (0.181) 0.031∗∗
mark_per_cl 0.098 (0.084) 0.108 (0.109) 0.55
ncomp_per_cl 0.054 (0.085) 0.054 (0.091) 0.407
cl_av_deps 2.724 (0.399) 2.732 (0.449) 0.492
cc_per_cl 0.012 (0.035) 0.009 (0.028) 0.128

csubj_per_cl 0.007 (0.028) 0.011 (0.036) 0.121
dep_per_cl 0.100 (0.099) 0.109 (0.125) 0.968
prepc_per_cl 0.023 (0.048) 0.023 (0.048) 0.643
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probability of true negative cases was 0.4, meaning that
around 10 in every 14 psychiatric patients with a negative
test result after screening by our classifier were not adhering
to their medications.

5. Conclusion

Medication nonadherence represents a major burden on
national health systems. According to the World Health
Organization, increasing medication adherence may have a
greater impact on public health than any improvement in
specific medical treatments. More research is needed to
better predict populations at risk of medication non-
adherence. We developed clinically informative, easy-to-
interpret machine learning classifiers to predict people with
psychiatric disorders at risk of medication nonadherence
based on the syntactic and structural features of written
posts on health forums. Psychiatric medication non-
adherence is a large and increasing burden on national
health systems. Using Bayesian machine learning techniques
and publicly accessible online health forum data, our study
illustrates the viability of developing cost-effective, infor-
mative decision aids to support the monitoring and pre-
diction of patients at risk of medication nonadherence. Our
study has a limitation that the best-performing model
comprised high-level, abstract syntactic and grammatical

features which were easier to extract from long written texts.
+is approach may not be suitable for the short text analysis
and automatic classification. +e best-performing model we
developed requires advanced linguistic expertise to interpret
the prediction results. In our future work, we will explore
more explainable, intuitive natural language features to
improve the interpretability of the machine learning models.
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Millions of people worldwide suffer from depression. Assessing, treating, and preventing recurrence requires early detection of
depressive symptoms as depression-related datasets expand and machine learning improves, intelligent approaches to detect
depression in written material may emerge.)is study provides an effective method for identifying texts describing self-perceived
depressive symptoms by using long short-term memory (LSTM) based recurrent neural networks (RNN). On a huge dataset of a
suicide and depression detection dataset taken from Kaggle with 233337 datasets, this information channel featured text-based
teen questions. )en, using a one-hot technique, medical and psychiatric practitioners extract strong features from probably
depressed symptoms. )e characteristics outperform the usual techniques, which rely on word frequencies rather than symptoms
to explain the underlying events in text messages. Depression symptoms can be distinguished from nondepression signals by using
a deep learning system (nondepression posts). Eventually, depression is predicted by the RNN. In the suggested technique, the
frequency of depressive symptoms outweighs their specificity. With correct annotations and symptom-based feature extraction,
the methodmay be applied to different depression datasets. Because of this, chatbots and depression prediction can work together.

1. Introduction

Depression is a regular occurrence in the workplace, school,
and home stress can all contribute to depression [1]. Adults
are affected by adolescent depression; approximately 0.8
million individuals commit suicide each year [2, 3]. Mental
illnesses account for five of the top 10 debilitating condi-
tions, with depression being the most frequent [4]. As a
result, depression is a serious illness. More than half of all
people have mild depression [5]. Adults in their forties and
fifties are particularly vulnerable. When depression is rec-
ognized early, it is easier to treat [6–10]. However,

identifying depression symptoms requires time and effort.
To predict mental illness, physician interviews and hospital
or agency questionnaire surveys [11] are now employed.
One-on-one surveys are used in this method.

Instead of interviews or questionnaires, spontaneous
writings submitted by users can be used to forecast de-
pression. Clinical psychology has looked into the link be-
tween a language user (speaker or writer) and their text [12].
Havigerova et al. found that trip-related informal language
might predict depression in recent research [12]. As a result,
electronic records and data are becoming more vital in
health care. )e application of recent breakthroughs in
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natural language processing and artificial intelligence to
detect depressive symptoms in informal writing is promising
for artificial intelligence (AI). Linguistics and computing are
used to help computers interpret text. )e goal in this
scenario is to assign negative or positive polarity to opinions,
ideas, and concepts. Automated text analysis in conversa-
tions or blog postings can detect depressive symptoms
[13–18]. However, there is still a lot to learn about reading
letters for melancholy. It is difficult to write about serious
depression. Depression symptoms are difficult to diagnose
with a single statement. Our automated detection method,
we feel, can make a significant scientific contribution. As a
result, the present study uses artificial intelligence to detect
depressive signs in the text.

Linear discriminant analysis (LDA) is an excellent
method for visualizing discriminant data [19–22]. It operates
by grouping comparable samples together. Its goal is to
improve between-class scatter while lowering within-class
dispersion. Facial expression recognition and human activity
recognition are examples of real-world LDA applications.
)e dimensionality of class data is reduced using LDA.

Deep neural networks have lately aided in pattern rec-
ognition and AI research [23–34]. It does, however, have two
big flaws. )e first fault is that it is very tight. Data modeling
takes a long time. Restricted Boltzmann machines (RBMs)
were used to speed up training in the early days of deep
learning. A better instrument for discriminating than others.
Convolution neural network (CNN) extracts and trains its
data. An abstract feature hierarchy may be created using
convolution [24]. Instead of analyzing time-series data,
CNNs are employed for image and video analysis. In the
examination of sequential data and patterns, RNNs out-
perform CNNs [30]. For high-dimensional and time-cor-
related input, RNNs employ LSTM to overcome the problem
of vanishing gradients. An LSTM-based RNN is therefore
employed in this work to mimic emotional content in text
data.

Human physical and mental functions have been ex-
tensively studied using machine learning [35–41]. Industry
stakeholders are requesting more openness when machine
learning algorithms are used to provide crucial forecasts
[42]. )e major danger is creating and implementing bad AI
judgments. )e list goes on. Precision medicine practi-
tioners, for example, require more than mere machine
learning predictions to support their diagnosis. Other
professions, such as medicine, may have similar require-
ments. In rare cases, this may result in system rejection.
Recent research emphasizes the necessity for explainable AI
to build trust in machine learning results. Local interpretable
model-agnostic explanations (lime), Shapley additive ex-
planation (SHAP), and layerwise relevance propagation are
only a few of themodern explanation algorithms that may be
used nowadays. Layerwise relevance propagation (LRP). As
a result, lime is small and focused on offering quick, posthoc
explanations. As a result, when the model is completed, this
study will make use of lime to determine why (importance of
the attributes). )e goal of this project is to identify de-
pressive symptoms in text for a smart chatbot application.
Text queries are processed by the server using feature

extraction and deep learning. )e findings may lead to
additional suggestions from the server. RNN features are
developed from all user text input throughout the training
phase.

Based on the test results, the trained model determines if
the user is sad. To compare proposed features to existing
features, LDA is utilized. Finally, we use a widely used
method to produce posthoc, local, and understandable
machine learning explanations. Here is how the paper makes
a difference:

Medical and psychiatric professionals point out certain
characteristics that might indicate depression. To imitate
emotions, it employs LSTM, attention, and thick layers.
Section 2 shows information gathering and analysis. Section
3 depicts methodology. Sections 4 and 5 explain results and
conclusion, respectively.

2. Information Gathering and Analysis

Recognizing mental health disorders necessitates the gath-
ering of data. Social media data, such as Facebook status
updates, is insufficient. [43]. Use of the massive text-based
dataset on the ung.no public information website. On ung.no,
young people can anonymously ask questions in Norwegian.
Answers and counseling are provided by professionals
(doctors, psychologists, nurses, and so on). )ese are made
available to the public via the Internet. Teenagers define and
categorize their postings on ung.no. )e topic for this week
was “emotions andmental health.”)ey are usually short, but
they describe the mental state, symptoms, and behavior. To
begin with, some of the writings depict depression that has
been medically diagnosed. Many texts examine the history
and symptoms of depression, either rejecting or confirming
the diagnosis. )ey appear to be an expression of self-per-
ceived sadness. Clinical diagnoses are mirrored in self-per-
ceived mental states [44–46]. )ere are a few words that tell
tales and portray emotions without using the word “sad.”

It is thought to be depressive symptoms. One of the data
categories is depression. )e signs of depression were then
validated by a competent general practitioner. Melancholy is
determined by analyzing a set of phrases and words. )e
accusations were corroborated by a doctor. In the appendix,
you will see possible remarks and/or terms that unhappy
kids could use in their searches. To get features for each
message, use phrases and words. Look at Table 1 to learn
about depression in English. )ere were 277,552 posts in all,
including depressing messages. From that dataset, we used
11,807 and 21,470 postings in our two investigations. Text
features are used as binary patterns in a depression pre-
diction machine learning model. )e following list of
stemmed terms demonstrates the breadth of terminology
related to depression [47]. Table 2 displays the snapshot of
the dataset taken for the analysis purpose.

3. Methodology

)e proposed methodology is discussed in the section, here
preprocessing is the first part of the method and then
modeling and the proposed model are given.
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3.1. Preprocessing. )e survey questions are put in rows in
the dataset, and the survey participants are grouped into
columns, resulting in distinct health domain tables. Because
the tables are not all organized in the same way, pre-
processing is required to categorize the data. For our re-
search, we will only use one-third of the dataset: the survey
questions. To eliminate duplicates and make it more

computer-readable, the data was cleaned and modified. )e
data formats were chosen to allow for comparisons and
contrasts between the datasets. To establish a uniform scale
across all of the questions, normalization was also necessary.
When data is prepared to utilize psychological domain in-
formation from functional diagnostic criteria, the data
structure is reconstructed. All tables should be reconstructed

Table 2: : Suicide and depression detection dataset Kaggle 233337 datasets.

Message Case
Ex-wife threatening suicide recently I left my wife for good because she has cheated on me twice and lied to me so much that I
have decided to refuse to go back to her. As of a few days ago, she began threatening suicide. I Have tirelessly spent these past
few days talking her out of it and she keeps hesitating because she wants to believe I’ll come back. I Know a lot of people will
threaten this to get their way, but what happens if she does? What do I do and how am I supposed to handle her death on my
hands? I Still love my wife but I cannot deal with getting cheated on again and constantly feeling insecure. I’m worried today
may be the day she does it and I hope so much it does not happen.

Suicide

I Need help just help me I’m crying so hard Suicide
It ends tonight. I Cannot do it anymore. Suicide
Do you think getting hit by a train would be painful? Guns are hard to come by in my country but trains are not. I Just do not
want to suffer through, do you think this would be a painless method of suicide? Suicide

Iâ€™m scared. Everything just seems to be getting worse and worse. Iâ€™m young and I think Iâ€™m transgender but Iâ€™m
not even sure about that. I canâ€™t tell if Iâ€™m just lying to myself or if Iâ€™m actually trans, I feel so overwhelmed with
thoughts and emotions and I canâ€™t just take it anymore.

Suicide

I Just wish I could at least know for sure if I was trans, and even then I have to worry about if my (religious) family will be
accepting and if I can do anything to alleviate my pain a bit.
I Cut myself for the first time yesterday, I barely even drew blood so I canâ€™t even fucking hurt myself correctly. I donâ€™t
think Iâ€™ll ever be able to do anything correctly, I want to pursue music but I know thereâ€™s no money to be found in that
field unless I become famous but thatâ€™s not happening.
Currently, Iâ€™m not seriously debating suicide but the thoughts keep coming back and they just keep getting worse. Iâ€™m
is not sure if I can take this much longer, I just wish I was born a girl. I Want to cry.
Am I weird I do not get affected by compliments if it’s coming from someone I know IRL but I feel really good when Internet
strangers do it Nonsuicide

Everyone wants to be “edgy” and it’s making me self-conscious I feel like I do not stand out. I Can draw yes and play the guitar
but I honestly feel like being stuck in the past, my taste in music is all rock and alt-metal from 2000s to the ‘90s and it does not
make me feel unique it’s just my style but seeing as my friends and classmates get more into rap and EDM it’s hard for me to
feel like I fit in.

Nonsuicide

)en I do not feel like I stand out is because of all the others copying a style and if I do that I’d be just another
“Quirky kid” who’s in a cringe phase.
Many of my friends say that I look good in grunge style and I kinda agree but it’s hard for me to continue that if I cannot even
stand out from all the “edgy
People who wore crosses and wallet chains and do tiktoks”
Feels like I do not fit in in all categories, am scared that people might confuse me with a CLOUTCHASER or a fucking TikTok
e boy goddamn
I Hate my life
Hey, I’m gonna sleep with socks whatcha gonna do? Put them off?! good luck ima gonna sleep with warm feet Nonsuicide

Table 1: Words and phrases associated with depression are commonly used in English.

S.N. Words
1 Nothing to eat
2 Ending my life is the only option I have left.
3 Suicide
4 Suicidal thoughts and tears
5 Take my own life away from me!
6 Take my life away from me.
7 a void of any kind
8 Sadness
9 Always drained in energy and lacking in inspiration
10 Not a thing
11 Nothing to do
LDA is used for a variety of purposes. To maximize interclass scatterings, LDA seeks to reduce scatterings inside a class.

Computational Intelligence and Neuroscience 3
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using just six functional categories of depression diagnostic
criteria. It makes no difference whether there are more or
fewer questions because the participants are all the same.)e
six tables may be consolidated into one because they all have
the same row index. When each table is instantly seen, it
generates a new dataset with participants as instances and
questions as features.

3.2. Classification by Modeling. An ensemble classification
approach is used to build the model. Many classification
algorithms are used simultaneously using Independent
Ensemble Methodology (IEM). )e model employs the
support vector machine, artificial neural network,
K-nearest neighbor (KNN), and decision tree algorithms.
In a single training run, each composite classifier is
trained on the same piece of training data. A k-fold cross-
validation approach is utilized as a part of the assessment
process. )e ensemble classifier is built by merging the
results of all the composite classifiers into a single pre-
diction. An ensemble classification technique employs
many independent classifiers to improve prediction
accuracy.

An ensemble method, on average, outperforms a single
algorithm in terms of prediction performance. )e advan-
tages of performance:

(i) By averaging numerous alternative hypotheses, an
incorrect hypothesis is avoided from being chosen.

(ii) Combining several learning ensemble approaches
reduces the possibility of reaching a local minimum,
which saves time and money.

(iii) Using numerous models and diverse representa-
tions, we were able to improve the data fit and
extend the search area.

)e ensemble approach simulates human behavior by
looking at a variety of choices. When we compare our
preprocessed data to other baseline models, we may con-
clude that the ensemble strategy for this experiment is a
superior technology.

An ensemble model is exemplified by this. )e accuracy
of predictions is anticipated to increase if all four techniques
are used together. Training each of the ensemble’s various
submodels is required to broaden the scope of the ensemble
classifier. To combine the outputs from all of the initial
classifiers in our model, we employ a weighted ensemble
technique. A weighted ensemble strategy is incredibly broad
due to the same outputs of each base classifier. )e weights of
classifiers are determined by their accuracy on a validation set.

It is fantastic to use a machine learning model to decode
time-series data. )erefore, RNNs are employed. [22] RNNs
are commonly employed to represent time-sequenced data.
In RNNs, previous and present states are linked through
recurrent connections. Neural networks rely heavily on
memory. A vanishing gradient problem or a processing limit
is a common problem for RNN algorithms. )e text feature
extraction and the suggested model are listed as follows:
Figure 1 depicts the sample post with words belonging to
depression and nondepression category.

4. Experimental Results

We used data from Kaggle.com. )ere are depression-re-
lated texts included in the collection. Some of the com-
munications were annotated by medical and psychiatric
professionals. Testing was conducted on a 32GB RAM,
Windows 10, and the TensorFlow 2.4.1 deep learning tool
with an Intel (R) Core (TM) 7700HQ CPU operating at
2.8GHz and 2.81GHz.

4.1. Dataset and Experiments. For the first dataset and trials,
there were 11,807 messages in total, with 1820 of those
identified as depression texts (detailed descriptions of de-
pression symptoms) and 9987 of those classified as non-
depression texts (not describing symptoms of depression).
)ese tables show the tenfold classification reports used in
most of the training and testing datasets.

During tenfold training, the accuracy and loss are
shown in Tables 3–5. Fold training looks to be going well,
except for a slight tweak. )is approach’s confusion matrix
is depicted in Figures 2 and 3 for folds 1 and 2. )e
suggested features outperform one-hot and LSTM with
mean recall rates of 0.98 and 0.99 for depression and
nondepression, respectively. When comparing precision
levels, the precision-recall curve illustrates the trade-off
between accuracy and recall. A large area under the curve
indicates that the person has strong recall and accuracy.
Because high accuracy implies low false positives, and
strong recall implies low false negatives, high accuracy
implies low false positives.

Accuracy at the 0.99 level indicates that the method is
long-lasting.

Figure 4 shows the machine learning model’s overall
probability. In most ways, a three-dimensional scatter plot is
comparable to a two-dimensional scatter plot. Scatter plots
are often used to illustrate the relationship between two
numbers. Positive or negative, strong or weak, linear or
nonlinear relationships between two variables may be
depicted in a number of ways. Additionally, scatter plots
may aid you in detecting other patterns in the data.

Emotional states’ one-hot characteristics, TF-IDF
characteristics, and LDA’s projected strong characteristics
are depicted in three-dimensional renderings in Figures 5–8
in this section.

)e mean accuracy (percentage) and forecast accuracy
(percentage) for different approaches to all participants are
also presented in Table 6.

One of the study’s possible benefits is assisting users
who show indicators of depression but have not yet been
officially diagnosed. In general, the earlier patients get help
for depression, the better their outcomes and costs. An
intrusive marketing tactic used by mental health organi-
zations to target potential customers based on their web
behavior may be deemed intrusive. People are skeptical of
this strategy based on preliminary findings. Explainability
and interpretability are important factors in overcoming
the barrier of using social media data for mental health
prediction models.
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Start with A� 1.
)e number of feature sentences is denoted by the letter I.
Between b� 1 and I
Obtaining a feature sentence is a feat.
Using tokenized Feat, separate Words from Feat�

For each word in Tokenized Feat, write a new sentence.
If the word appears in the text,
[A] L� 1
Else
[A] L� 0
End If
Return L
)e end of For

ALGORITHM 1: Text feature extraction

Depression Non-depression

I

Need

Help

Help

Me

Im

Crying

Just

So 

hard

Figure 1: Sample post shows words belonging to the depression or nondepression category.

Start
Training and Testing of Text
Assign T� the number of text training samples.
Do this for i� 1 to M.
Text�Text (i) to get it.
Obtain features and assign the label of the text to Yi.
End of
Get all the training features L and labels Y.
Train the model!
Calculate the cosine similarity of two vectors: one from the dataset and one from a previously used typed vector.
If the similarity is there, then it is depression; else, there is no depression.
End

ALGORITHM 2: A proposed model
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Table 3: For 100 epochs of training, the accuracy and loss are shown in a graph When a patient is suffering from depression.

State Fold Precision Recall F1-score Support

Depression

1 0.95 0.97 0.96 189
2 0.97 0.96 0.96 184
3 0.96 0.94 0.95 187
4 0.96 0.96 0.96 162
5 0.99 0.94 0.97 190
6 0.97 0.92 0.95 188
7 0.95 0.99 0.97 172
8 0.97 0.98 0.98 179
9 0.97 0.98 0.98 179
10 0.99 0.96 0.97 187

Table 4: 100 epochs of training in a nondepressive condition is shown to illustrate the accuracy and loss.

State Fold Precision Recall F1-score Support

Nondepression

1 0.99 0.98 0.98 992
2 0.98 0.99 0.98 997
3 0.98 0.98 0.98 994
4 0.99 0.99 0.99 1019
5 0.98 0.99 0.99 991
6 0.98 0.99 0.98 993
7 0.99 0.98 0.99 1009
8 0.99 0.99 0.99 1001
9 0.99 0.99 0.99 1001
10 0.98 0.99 0.99 993

Table 5: 100 epochs of training using the mean value as the state demonstrates the accuracy and loss during tenfold training.

State Fold Precision Recall F1-score Support

Mean/Total

1 0.97 0.98 0.97 1181
2 0.97 0.97 0.97 1181
3 0.97 0.96 0.96 1181
4 0.97 0.97 0.97 1181
5 0.98 0.96 0.98 1181
6 0.97 0.95 0.96 1181
7 0.97 0.98 0.98 1181
8 0.98 0.98 0.98 1181
9 0.98 0.98 0.98 1181
10 0.98 0.97 0.98 1181

186 3Depression

Non-depression

Non-depression

8 984

Depression

0.9841 0.0159

0.9919

Depression

Non-depression 0.0081

Non-depressionDepression

Figure 2: )e proposed approach produces a fold-1 confusion matrix.
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178 6Depression

Non-depression

Non-depression

4 993

Depression

0.9674 0.0326

0.9960

Depression

Non-depression 0.0040

Non-depressionDepression

Figure 3: -e proposed approach produces a fold-2 confusion matrix.
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Figure 4: During trials on the dataset using the suggested technique, accuracy and loss of 10-folds were observed.
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have been mapped out in a three-dimensional fashion by following
LDA.

0.06

0.04

0.02

0

D
isc

rim
in

an
t C

om
po

ne
nt

3

−0.02
−0.05

0

−0.05
Discriminant Component2 Discriminant Component1

0.1

0.05

0

Depression

Non-depression

Figure 6: A 3-D representation of the typical TF-IDF properties of
two emotional states is depicted following LDA.
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Figure 8: Emotional states are shown in a three-dimensional picture as a result of LDA.

Table 6: )e accuracy of predictions made by various approaches for all people.

S.N. Approaches Mean accuracy (%)
1. One-hot logistic regression 83.98
2. Support vector machine 84.87
3. Artificial neural network 83.56
4. TF-IDF decision trees 82.25
5. K-nearest neighbour 80.58
6. Decision tree 84.25
7. Ensemble model 87.69
8. Usr2Vec 87.02
9. MIL-SocNet 88.68
10. TF-IDF deel model 88.26
11. Proposed method 92.02

8 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

5. Conclusion

)is study’s goal was to develop a multimodal human de-
pression prediction strategy using RNN deep learning and
robust depression symptom features. First, text data from
suicide datasets for young users is first used. An on-hot
approach is then used after extracting words from phrases
that describe depressive symptoms. )e one-hot features
were also used to train an LSTM-based deep RNN to rep-
resent and forecast unknown sensor text emotional states.
Using the suggested method, the first and second datasets
contain 11,807 and 21,807 texts, respectively. However,
while mental characteristics appear to be the most important
contributors to depression prediction, future analyses of
these subsets in isolation and utilizing relevant data will
enhance the classification performance and comprehension
of the association between characteristics and depression. In
the future, our method might be used to extract charac-
teristics from social media, which is a current trend in ML
methods. Classifying textual data in this way improves the
ensemble system’s reliability and sensitivity. Deep learning
techniques like DNN might expand the ensemble classifi-
cation range. As a result, this will be the subject of our next
round of research to further refine this approach. Traditional
techniques could only reach 91 percent mean recognition
performance, suggesting the new approach’s robustness. To
create effective user interfaces for improved emotional care,
the characteristics employed in this study can be leveraged to
assist machine learning judgments. Deep learning with a
large dataset may be an efficient system to be studied. Using
cutting-edge technology, mental health services can assess
and predict normal and severe mood problems in real-time.

Data Availability

)e dataset has been downloaded from the website ung.no,
which is a public Norwegian information website.
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Data redundancy or fusion is one of the common issues associated with the resource-constrained networks such as Wireless
Sensor Networks (WSNs) and Internet of 'ings (IoTs). To resolve this issue, numerous data aggregation or fusion schemes have
been presented in the literature. Generally, it is used to decrease the size of the collected data and, thus, improve the performance
of the underlined IoTs in terms of congestion control, data accuracy, and lifetime. However, these approaches do not consider
neighborhood information of the devices (cluster head in this case) in the data refinement phase. In this paper, a smart and
intelligent neighborhood-enabled data aggregation scheme is presented where every device (cluster head) is bounded to refine the
collected data before sending it to the concerned server module. For this purpose, the proposed data aggregation scheme is divided
into two phases: (i) identification of neighboring nodes, which is based on theMAC address and location, and (ii) data aggregation
using k-mean clustering algorithm and Support Vector Machine (SVM). Furthermore, every CH is smart enough to compare data
sets of neighboring nodes only; that is, data of nonneighbor is not compared at all. 'ese algorithms were implemented in
Network Simulator 2 (NS-2) and were evaluated in terms of various performance metrics, such as the ratio of data redundancy,
lifetime, and energy efficiency. Simulation results have verified that the proposed scheme performance is better than the
existing approaches.

1. Introduction

Internet of 'ings (IoT) consist of numerous sensor
nodes, devices, and server(s), which are either deployed
randomly or in deterministic fashion to probe the physical
phenomena after a defined time interval [1]. However, due
to their dense deployments, these networks often generate
a huge volume of data, mostly redundant or duplicate,
which is needed to be refined before the transmission
activity is initiated either by a node or cluster head (CH)
or server module. As a result, the ratio of the transmitted
packets is increased, which is directly proportional to the
lifetime of operational IoT networks. Data aggregation is

one of the common approaches that is used to minimize
the ratio of redundancy in data captured by sensor nodes
residing in closed proximity [2, 3]. Furthermore, the
transmission of these redundant data set without proper
refinement leads to numerous challenges, that is, wastage
of resources such as bandwidth, on-board battery, and
congestion throughout the IoT networks [4]. Machine
learning-based approaches are assumed among the
promising techniques, which are utilized to address these
issues preferably with the available resources and
infrastructure.

Generally, in Internet of things and resource-limited
networks, communication activity is assumed as more
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energy starving than processing. 'erefore, data captured by
various sensor nodes should be refined, that is, the minimum
possible ratio of the duplicate data or packets, before
transmitting it to the intended destination module (i.e.,
base station or sink in this case). 'e data refinement
process is carried out by an ordinary node (if WSNs are
homogeneous) or CH or both if the underlined WSN is
heterogeneous [5]. In both cases, the ultimate goal is to
refine raw data captured by sensor nodes, which are called
data aggregation or fusion. 'us, the size of the captured
data set is reduced with a minimum possible ratio of in-
formation loss. Additionally, the number of packets needed
to be transmitted by various source nodes is minimized by
avoiding duplicate transmissions and, thus, enhances the
overall lifespan of both individual node and the entire
WSNs [6, 7]. In the literature, various data aggregation and
fusion mechanisms are presented to address to afore-
mentioned issue; however, the majority of these approaches
are focused on how to control the communication cost as it
is assumed as the main consumer of the on-board battery in
the WSNs infrastructures [8, 9]. Apart from it, these ap-
proaches rely on the duplicate-insensitive functions, which
are directly proportional to the duplicate value elimination
time [10]. Additionally, the majority of the existing ap-
proaches are not sensitive to the duplicate or redundant
data values and outliers, which are generated due to
malfunctioning of an ordinary node, in the operational
WSNs. A periodic clustering approach was proposed where
the main objective was to improve transmission efficiency
and eliminate data redundancy. 'is approach is based on
two tiers: one is to eliminate redundancy in every period
from sensing data if member nodes and the other is for one-
way ANOVAmodel using the k-mean algorithm with three
statistical tests to eliminate data redundancy from the
participant that make redundant data sets [11]. 'ese
approaches are designed according to the resource-con-
strained nature of the sensor nodes and CH as a slightly
higher computation and space overheads are energy
starving. 'erefore, data aggregation approaches designed
for the WSNs should be energy and performance efficient
[12]. In addition to it, the accuracy of the captured data is
one of the common issues associated with theWSNs, which
is usually due to the resource-constrained nature of
member devices or sensor nodes [13]. 'erefore, the design
and development of the energy and performance efficient
data aggregation approaches is still an open challenge both
for the researcher and organizations. In this paper, energy-
and performance-efficient data aggregation approach is
presented to resolve the aforementioned issue, that is,
duplication data value, with the available resources in the
operational WSNs. For this purpose, a simplified distance
measure is used to enable a dedicated CH to refine the
collected data by eliminating duplicate data values. Fur-
thermore, the proposed data aggregation scheme bound
every CH tomatch data sets of a neighboring node only as it
is quite likely that data captured by node reside in closed
proximity are highly correlated than other nodes. For this
purpose, the proposed data aggregation scheme is divided
into two phases, which are given below.

(1) Identification of neighboring nodes, which is totally
based on their MAC address and location
information.

(2) Apply data aggregation using k-mean clustering and
Support Vector Machine (SVM) algorithms.

'e proposed data aggregation scheme has restricted the
concerned CH to refine data sets of those neighboring node
that reside in vicinity (i.e., able to communicate directly with
each other). 'e main contributions of this research work
are as given below.

(1) A MAC-enabled mechanism for the identification of
neighboring nodes

(2) A smart data aggregation approach for the resource’s
constraint networks, such as IoTs

(3) Neighborhoods-enabled algorithm to avoid unnec-
essary matching of data values in the data aggre-
gation process

'e remaining of this paper is organized as follows. In
Section 2, a brief but comprehensive literature review of
data aggregation approaches is presented whereas Section 3
depicts a detailed explanation of the proposed scheme (i.e.,
neighborhood-enabled data) aggregation, which is based
on cluster-based networking infrastructure. In Section 4,
the proposed data aggregation algorithm with proper
mathematical background is presented. In subsequent
section, simulation results of proposed and existing ap-
proaches in terms of various performance metrics are
presented. Finally, concluding remarks and future direc-
tion are provided.

2. Related Work

Various approaches have been proposed in the literature for
cluster-based data aggregation, such as k-mean clustering-
based, Euclidean distance, cosine distance, one-way
ANOVA model, Jaccard function, analysis of variance, and
so on. 'e authors [14] presented the EK-means clustering
approach for classification of data set to reduce the volume
of sending data over the network. 'e approach is based on
two steps: (i) elimination of data redundancy at sensor level
using Euclidean distance measure and (ii) group similar data
sets or values and, thus, minimizing the number of packets
required to be sent using the EK-means approach. 'e
author [15] has proposed a modified k-means approach to
eliminate data redundancy and enhance the sensor network
lifetime and forward minimum possible packets to the
intended destination module that is the base station in this
case. 'e authors [16] have proposed a k-mean clustering
data aggregation approach to eliminate irrelevant data from
the sensor network.

'is approach works in three steps: (1) check similarity
in sensor node level; (2) the sensor node data convert into
groups using the k-mean algorithm; and (3) finally, check the
human activity with SA score using Euclidean distance
between cluster and centroid of data to decide whether to
send it or not to the concerned sink.
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'e author [17] presents a cluster-based periodic sensor
network (CPSN) data aggregation approach with aims to
eliminate data redundancy and analyze the performance of
data latency, accuracy, and energy consumption. 'is ap-
proach consists of two phases: local aggregation and cluster-
based aggregation. In CH level, use three methods of dis-
tance functions, one-way ANOVA model, and set similarity
function. 'e authors [18] have proposed a cluster-based
data aggregation approach using the Comb-Needle model,
which aims to minimize communication cost and energy
consumption. 'e authors [19] have proposed a clustering
approach in Underwater Sensor Network (UWSN) based on
aggregation with Euclidean distance, aiming at data re-
dundancy and analyzing network throughput and energy
consumption. Author [11] proposed a periodic clustering
approach for underwater in WSNs with the objective of
efficient transmission and eliminate data redundancy. 'is
approach is based on two tiers: one to eliminate redundancy
in every period from sensing data if member nodes and the
other for one-way ANOVA model using the k-mean algo-
rithm with three statistical tests to eliminate data redun-
dancy from the participant that make redundant data sets.
'e authors of [20] focuses on increasing network lifetime
and reduce data transmission. For that, the two-phase
protocol was proposed; in the first phase eliminate simi-
larities between sensor nodes data, and in the second phase
use distance function to find similarities between sets. 'is
paper focused on decreasing data transmission that sensed
by sensor nodes. For that, the authors were proposed a two-
layer framework; the first layer divides nodes into clusters
and the second layer is full sampling layer where data ag-
gregation was fully performed that minimize the energy
consumption of the network [21]. 'e authors proposed an
efficient in-network approach for overcoming the whole
transmitting data from member sensor nodes via CH to the
base station; for that two-phase scheme was proposed, where
in the first phase captured reading goes to an appropriate
stratum and the range of stratum is decided; in the second
phase two condition are checked, if the reading is minimum,
then its compared with previous minimum reading where
the smaller value will be next minimum value of stratum,
and it should be minimum from new reading, the second
condition is for maximum 3 value, the new value of reading
compared with old maximum value and the greater value
will be next maximum value for stratum [22].

In [23], the authors have proposed a two-level approach
for reducing temporal and spatial data redundancy from
WSNs to enhance network lifetime and data reliability. 'e
first level of the approach works on the end-node using the
Kalman filter and the second level works on the base station
using sink level algorithms. However, the energy con-
sumption is high from existing schemes when compared and
also no comparative analysis was done among all ap-
proaches. 'e authors have proposed a spatial correlation
approach for the elimination of data redundancy from
WSNs. 'e approach works on two levels: source and
aggregator. 'e source level works based on similarity
function and the aggregator works based on correlation
technique. However, the loss of data is higher than other

existing approaches when compared, and also no compar-
ative analysis was done by the authors [24]. 'is study has
proposed a data aggregation approach that uses less number
of limited resources of sensor nodes to reduce data re-
dundancy from WSNs. 'e approach works based on two
levels: sensor node level and cluster head. 'e first level
works based on Exponential Moving Average and threshold-
based mechanism. 'e second level works based on an
extended version of Euclidean distance. However, the
proposed scheme shows high energy consumption when
compared with other existing schemes [25]. 'e author has
proposed a two-level data aggregation mechanism forWSNs
to eliminate data redundancy to enhance network lifetime
and save energy consumption. In the first level, cluster
member nodes minimize data redundancy and also send
error-free data to concerned CH. In the second level, k-mean
algorithm is used for data aggregation. However, no com-
parative analysis was done [26].

'e authors work on reducing the redundant data and
maintaining the integrity of data to send minimum data to
the base station or final user and to achieve the above goals;
the authors has used two phases method first local aggre-
gation and the second is an aggregators level. Local ag-
gregation used a link function to measure frequency and
delete similarities. 'e aggregators level used the Jaccard
similarity function for further aggregation [27]. 'e authors
of the paper focused on increasing network lifetime and
minimizing data redundancy for that proposed an Enhanced
Clustering Hierarchy (ECP) approach. 'e objective of ECP
is to overlap member nodes and use neighbors sleeping
walking approach for minimizing data redundancy [28].
Redundant data use the network resources and decline the
network performance by the congestion increasing. Due to
the speedy growth of Internet data, various data redundancy
methods have been proposed in recent years [29].

Many existing methods provided an appropriate solu-
tion to enhance the performance of the network by elimi-
nating data redundancy from the network. It has been
generally agreed that data redundancy elimination offers a
huge advantage in practice. Usually, the advantage of
eliminating the data redundancy is the enhanced network
performance in terms of increasing throughput of the
network and the decreasing end-to-end delay. However, the
proposed techniques are not effective for eliminating re-
dundant and irrelevant data from the network. For the above
problem, we proposed a neighborhood-enabled scheme that
solves related issues with resource-constrained network.

3. Proposed Neighborhood-Enabled Data
Aggregation Approach for the IoTs

In this section, a detailed description of the proposed
Neighborhood-Enabled and Cluster-Based Data Aggrega-
tion Scheme (NCDAS) is presented, which is designed
specifically for the wireless sensor networks. 'e proposed
approach bounds every CH module to refine data values,
preferably through a neighborhood based aggregation
mechanism, which are captured by the member devices.
Actually, the proposed aggregation approach is based on the

Computational Intelligence and Neuroscience 3
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usual perception about member devices in IoTs that simi-
larity index in data values captured by neighboring nodes is
very high than other nodes. 'erefore, the proposed scheme
forces every CHmodule to compare data values of the nodes
that are deployed in closed proximity in the IoTs. A detailed
description of this mechanism is provided below.

3.1. Network Model. Hierarchical wireless sensor networks
are used where member nodes Ci are bounded to com-
municate via the respective CH module preferably those
which are deployed in the coverage area with an approxi-
mate ratio of 1 : 20, as shown in Figure 1. Additionally, as the
deployment process of WSNs is random, therefore, an
imbalanced clustering approach is adopted where it is not
necessary that every CH has equal number of member
devices or nodes in the operational WSNs. Apart from it,
Ad-Hoc On-Demand Distance Vector (AODV) protocol is
used for the transmission of packets even if multiple nodes
are eager to communicate simultaneously with the intended
CH module. Likewise, User Data-Gram Protocol (UDP) is
used as data communication protocol. Omnidirectional
antenna model is used, whereas power consumption of
packets transmission and receiving is 0.860W and 0.5W,
respectively. Furthermore, packet size is 512 bytes and every
member node is assumed to relay on it on-board battery.

3.2. Overview of the Proposed Scheme. Initially, every node
has to capture data value after a defined time interval (i.e.,
30 seconds in this case). As soon as data value is captured, it
is transmitted to the intended destination devices, that is,

nearest CH module in the proposed data aggregation and
communication approach. Since every member node is
assumed as a source device, then it is highly likely that CH
module receives data values from multiple member nodes
after the defined interval of time. Furthermore, CH module
is bounded to transmit these data values to a centralized unit
(i.e., server module or base station). However, before acti-
vation of the transmission activity, CH module needs to
refine these values and checks it for possible noise and
redundant data values. Generally, in IoTs, sensor nodes that
are deployed in close proximity capture similar data values,
and transmitting these redundant values is not only a
wastage of resources but creates other problems, such as
congestion and collision. 'erefore, CH module is re-
sponsible for eliminating possible redundant data values and

Base Station

Cluster

Cluster Head (CH)

Ordinary Node

Figure 1: Proposed network topology for data aggregation.
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Figure 2: Aggregation at CH.

4 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

sends a refined version to the base station module. 'e
proposed neighborhood-enabled data aggregation technique
not only minimizes the ratio of redundant data values but at
the same time avoids excessive matching of data values. For
example, assume that CH module has received data values
from ninemember nodes as shown in Figure 2. In this figure,
sensor node 1 has two closed neighbors, that is, sensor nodes
2 and 9. Generally, it is highly likely that data values captured
by sensor node 1 are similar (approximately) to the data
values captured by sensor nodes 2 and 9, which is due to the
fact that these nodes are deployed in close proximity.
However, data values captured by sensor node 6 are likely to
be different from those of sensor node 1 or we can say
similarity index between capture data values of sensor nodes
1 and 6 is very low or at minimum possible level in the IoTs.
'erefore, matching captured data values of these two nodes,
i.e., sensor nodes 1 and 6, is not only a wastage of time, as
similarity index is very low, but seems not feasible as well as
far as resource-limited nature of the IoTs is concerned.'us,
the proposed neighborhood-enabled data aggregation
scheme not only refines data values captured by various
member devices but at the same time avoids excessive
matching or processing of irrelevant data in the IoTs.

3.3. Neighborhood Discovery Phase. In this phase, a detailed
description of the mechanism that is adopted in the pro-
posed data aggregation approach to find neighboring devices
or nodes in the operational IoTs is provided. For this
purpose, every CHmodule is needed to broadcast a message
with a hop count value equal to one in the payload. 'is
message is received by those devices or nodes, which are
deployed in close proximity or neighborhood to the con-
cerned CH module in the IoTs. 'ese nodes update or
modify the received message parameters and rebroadcast
them as soon as their backoff timer is expired. Backoff time is
used to ensure a collision-free transmission of data values,
preferably in scenarios where multiple devices or nodes are
interested to communicate simultaneously. Backoff time is a
random variable and is computed using the following
equation.

Backofftimer � rand(20 − 1000). (1)

For example, if sensor nodes 4 and 5 are interested in
sending an updated version of the received message, then it
is highly likely that their packets will collide and retrans-
mission will be required. However, if backoff timer is used,
then it is highly likely that waiting time interval of these
devices is different, which results in successful transmission
of the updated packet in the IoTs. 'is mechanism is re-
peatedly applied by every CHmodule and sensor nodes until
each and every device has collected information about
neighboring devices in the IoTs. In addition to it, the
proposed neighborhood-enabled scheme forces every sensor
node to share its neighborhood information with the con-
cerned CH module as well. 'is information is used by the
respective CH module to decide which nodes data is needed
to be matched to possible ratio of the redundant data values
as shown in Figure 2. Furthermore, in order to understand

the working mechanism (that is refinement of the captured
data values) of the proposed neighborhood-enabled data
aggregation scheme, a simplified workflow diagram is
presented in Figure 3, where every step is depicted clearly.
Every sensor node is assumed as a source device and is
bounded to capture data values by interacting directly with
the underlined phenomenon. Once the data is captured,
then it is transmitted to the concerned CH module, pref-
erably CH deployed in the coverage area of the transceiver
module. As soon as the captured data values are received by
the concerned CH module probably from different sources,
then refinement or aggregation activity is initiated as shown
in Figure 3. Data values of neighboring nodes are matched
with each other to find redundant data values and eliminate
them (if any exist). 'is mechanism is repeatedly applied to
CH module after a defined time interval, and CH module
sends a refined version, preferably with minimum possible
redundant data values, to the concerned base station or
server module. It is to be noted that the concerned CH
module either sends the refined data directly to the re-
spective base station or through multihop communication
(if direct communication is not feasible). Apart from it, two
data values particularly from different sources are assumed
as similar if their difference or distance is less than a defined
threshold value, that is, 0.1 in the proposed model, and it is
computed using Euclidean distance measure as shown in the
following equation, where p and q are two points.

d(p, q) �

��������

(q − p)2
􏽱

. (2)

In the proposed neighborhood-enabled data aggregation
approach, k-mean clustering is used to divide the deployed
IoTs into clusters where it is not necessary that every cluster
has similar member nodes (i.e., imbalanced clustering
mechanism). In addition to the Euclidean distance measure,
other distance measures are used to thoroughly examine
their efficiency particularly from execution time, accuracy,
and data refinement perspective. We have observed that
support vector machine (SVM) is the best possible solution
as far as efficiency of the proposed scheme is concerned in
the IoTs.

4. Proposed Neighborhood-Enabled Data
Aggregation Algorithm

'e proposed data aggregation algorithm has two phases,
that is, (i) neighborhood discovery and (ii) refinement of
data using k-mean clustering algorithm and SVM. It is to be
noted that this algorithm is designed to be executed on the
concerned cluster head module and is not feasible for the
ordinary nodes due to their limited processing power ca-
pacities in the IoTs. After the deployment process of the IoTs,
every node is bounded to become member of the nearest
possible CH module in the IoTs, where ordinary nodes and
CH modules are represented as N_n� {0, 1, 2, 3, N_n} and
k� {k_1, k_2. . . k_n}, respectively. Every CH module is
needed to broadcast a message with a hop count value equal
to one in the payload. 'is message is received by those
devices or nodes, which are deployed in closed proximity or

Computational Intelligence and Neuroscience 5
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neighborhood of the concerned CH module in the IoTs.
'ese nodes update or modify the received message pa-
rameters and rebroadcast them as soon as their backoff timer
is expired. Backoff time is used to ensure a collision-free
transmission of data values preferably in scenarios where
multiple devices or nodes are interested to communicate
simultaneously. Backoff time is a random variable.

4.1. Neighborhood Identification Mechanism for Ordinary
Nodes in the IoTs. In this section, a sophisticated mecha-
nism to find neighboring devices or nodes of a particular
member node is presented. As described in CH neighbor
discovery section, every member node is forced to
broadcast an updated version of message that is received
from the nearest CH module in the IoTs. 'is message is
not only received by the respective CHmodule, but it is also
received by those nodes that are deployed in direct coverage
area of the concerned node. For example, in Figure 2,
message broadcasted by sensor node 8 is received by sensor
nodes 7 and 9 as well in addition to the respective CH
module. 'erefore, these nodes assumed that sensor node 8
resides in close proximity and, thus, it is added to the
neighboring node class. 'is mechanism is repeatedly
applied by each and every sensor node in the operational
IoTs. In order to further clarify, the proposed neighbor-
hood-enabled aggregation approach allows CH module, as
shown in Figure 2, to match data values of node 8 with the
captured values of green-color nodes only. Similarly, for
sensor node, data values of yellow nodes are matched
against each other, whereas existing algorithms or tech-
niques compare data values of one node against all possible

member nodes in a given cluster. For cluster presented in
Figure 2, CH is bounded to compare data values of sensor
node one with captured data values of every other member
node in this cluster (i.e., 2 to 9), which is time-consuming
and costly.

4.2. Refinement of the Captured Data Using Euclidean Dis-
tance Measure. As described above, k-mean clustering is
used to impose a hierarchical structure on the deployed
nodes, preferably an imbalanced clustering approach. Ad-
ditionally, k-mean clustering is used to refine the captured
values that is received from multiple sources (i.e., sensor
nodes in this case). To minimize the possible ratio of data
redundancy, various distance measures (e.g., Euclidean,
SVM, and k-mean clustering) have been utilized in the
proposed neighborhood-enabled data aggregation mecha-
nism. 'ese methods are not only used to minimize du-
plicate data values but are equally utilized to improve lifetime
of the underlined IoTs particularly with available resources.
Sensor nodes are bounded to send data values to the con-
cerned CH after a defined time interval, that is, sampling
rate, in the IoTs. However, a tedious and time-consuming
task for CH module is the identification of neighboring
nodes, particularly whose data values are needed to be
matched, that is necessary to avoid unnecessary comparison
in the operational IoTs. For this purpose, Euclidean distance
measure with a feasible threshold value is used to identify
sensor nodes that reside in close proximity [30]. 'us, if
distance between two member nodes is greater than the
defined threshold value, then these nodes are assumed as
nonneighbors and CH is forced to neglect these nodes while
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performing refinement of data values of the concerned
member node or device in the IoTs (see Algorithm 1).

4.3. Data Aggregation Using k-Mean and SVM Algorithms.
As soon as the neighborhood discovery phase is completed,
then every CH module has to eliminate (if possible) or reduce
the possible ratio of the duplicate data values in the IoTs. 'e
collected data is refined by the respective CH module through
the neighborhood-enable aggregation approach as described
above. However, it is highly likely that certain ratio of duplicate
data values still exists even in the refined data set.'erefore, the
proposed scheme has adopted twowell-known algorithms, that
is, k mean clustering and SVM classification, to further refine
the underlined data sets by elimination duplicate data values.
As both of these algorithms are computationally expensive,
therefore only CH modules are bounded to apply these al-
gorithms to the refined data sets to further improve accuracy
and precision of the underlined decision support system. k-
mean is a well-known clustering algorithm that has been
proved as an effective way to find the redundant values in a
given data set particularly those generated by sensor nodes in
the IoTs. 'e key objective of the k-mean clustering algorithm
is to create groups of clusters or data sets in such away that data
sets in the same cluster are very similar and data sets in different
clusters are quite different.'e key idea of k-means clustering is
to organize k centroids in each cluster.'e initial step is to take
every point belonging to a specified data set and associate it
with the closest centroid.'e initial step is completed when no
point is incomplete, and the initial grouping is finalized. After
the first step, new k centroids are needed to be calculated for
every cluster sequentially.Whenwe get these k new centroids, a
new binding has to be completed between the similar data set
points and the closest new centroid. A loop has beenmade, and
as a result of a loop, the k centroids change step by step their
location until no further changes are done. After having rec-
ognized the final clusters that have redundant data sets, the CH
removes redundancy from that cluster to decrease the amount
of data transferred to BS. SVM is a machine learning algorithm

that is used for regression or classification problems. However,
SVM is typically used in classification challenges. In the context
of our paper, we used SVM for classification purposes that
divide nodes into two classes: redundant and nonredundant.
'e SVM classifications are primarily based on the following
equation.

F(X) � T∗C + N, (3)

where N is ID of sensor node, C is a constant value, and T is
the threshold value.

H1 � F(X)≤ 0{ }

H2 � F(X)> 0{ }.
(4)

H1 and H2 are two hyperplanes, where one is greater
than zero and another is less than or equal to zero. Actually,
we have utilized equation (3) to separate the captured data
into two classes, where 1> 0 and 1≤ 0. Let us assume three
support vectors (i.e., S1, S2, and S3). By integrating coor-
dinates of the sensor nodes as described above, we get

S1 �
X1

Y1
􏼠 􏼡, S2 �

X2

Y2
􏼠 􏼡andS3 �

X3

Y3
􏼠 􏼡. (5)

We assume bias value is 1.

S1 �

X1

Y1

1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, S2 �

X2

Y2

1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠andS3 �

X3

Y3

1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (6)

Now, we take three parameters for the above vectors.

α1 S
→

1 S
→

1 + α2 S
→

2 S
→

1 + α3 S
→

3 S
→

1 � 1

α1 S
→

1 S
→

2 + α2 S
→

2 S
→

2 + α3 S
→

3 S
→

2 � 1

α1 S
→

1 S
→

3 + α2 S
→

2 S
→

3 + α3 S
→

3 S
→

3 � 1.

(7)

So, we get the value of S
→

1, S
→

2, and S
→

3.

S
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(8)
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After simplifying the above equation, the values of α1, α2,
and α3 are computed for classes discriminates; the following
equation is used.

F
→

� 􏽘
i�1

αi S
→

. (9)

Put values in equation (4)

α1

X1

Y1

1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ + α2

X2

Y2

1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ + α3

X3

Y3

1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ �

α1X1 + α2X2 + α3X3

α1Y1 + α2Y2 + α3Y3

α1 + α2 + α3

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (10)

in
α1X1 + α2X2 + α3X3
α1Y1 + α2Y2 + α3Y3

α1 + α2 + α3
⎛⎜⎝ ⎞⎟⎠.

α1 + α2 + α3 is the threshold value that is used for sep-
aration of classes in equation (3).

5. Experimental Results

In order to evaluate and verify effectiveness of the proposed
NCDAS, extensive simulations in terms of various perfor-
mance metrics have been performed, such as packet delivery
ratio, network lifetime, energy consumption, throughput,

(1) Input: Analysis of neighbors nodes in IoTs (N_v ∈ IoTs)
(2) Output: Elimination of redundant data based on neighbors nodes in IoTs (N_v ∈ IoTs)
(3) begin
(4) Ordinary nodes N_n� {0, 1, 2, 3, N_n} with MAC address value and location
(5) Clusters K_n� {K_1, K_2. . . K_n_ - _1}
(6) While every k_i ∈ IoTs do
(7) Generate a message
(8) Set a join request value 1
(9) Broadcast message
(10) end while
(11) While every Node(i) ∈ IoTs do
(12) If RSSI(k_i≥K_i+ 1.....n) then
(13) Update the message
(14) Set destination K_i
(15) Backoff Timer� rand(20–1000milliseconds)
(16) Re-broadcast message
(17) end if
(18) end while
(19) While Nodes ∈ k_i do
(20) Calculate Euclidean distance(Ed) among all nodes
(21) If (Ed of Node(i)and(j) is ≤ td) then
(22) Both nodes I and j are neighbors
(23) Check data redundancy among
(24) Eliminate redundant data captured by node
(25) else
(26) Both nodes I and j are not neighbors
(27) end if
(28) end while
(29) While Node(i) ∈ K_i do
(30) If Node(i).data≤ threshold then
(31) Aggregate data using k-mean or SVM
(32) Send aggregate data to the Base station
(33) else
(34) Discard data
(35) end if
(36) end while

ALGORITHM 1: NCDAS Algorithm.
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and end-to-end delay. For comparison, we have compared
the performance of the proposed data aggregation
approached against the latest field proven approaches, such
as [16, 17, 31, 32]. 'ese algorithms were implemented in
network simulator 2 (NS-2) using similar topological in-
frastructures. Apart from this, these approaches were
thoroughly checked for varying sensor nodes, threshold
values, and readings. Various parameter used in the sim-
ulation setup are presented in Table 1.

5.1. Data Aggregation at CH. Cluster head is assumed as one
of the core components of the heterogeneous WSNs as
majority of the processing is carried out at this level.
'erefore, it is mandatory to evaluate the performance of the
proposed data aggregation scheme at this level. In the pro-
posed data aggregation approach, CH is not only responsible
for refining the capture data values of its member devices but
at the same acting as destination devices for member devices
as well. Simulation results show that the performance of the
proposed data aggregation scheme is far more better than the
existing state-of-the-art approaches, as depicted in Figure 4.
From Figure 4, we have observed that k-mean and SVM with
embedded neighborhood-enabled (proposed) approach ag-
gregates or refine the captured data values up to 66.23% and
45.28%, respectively, whereas the aggregation ratio of IDK,
SVM, Euclidean distance, cosine distance, and NCDAS
approches are 69.56%, 55.56%, 56.24%, 57.56%, and 70.23%,
respectively. However, 100% data is sent to the BS if no
aggregation activity is performed. In terms of data redun-
dancy or duplication, the proposed neighborhood-enabled
approach eliminates 98.4% of the duplicate data values.

5.2. Energy Efficiency at CH. Energy efficiency is assumed as
an essential component to evaluate the performance of the
newly developed algorithm, specifically those that are designed
for the wireless sensor networks. It is due to the fact that
member devices in these networks solely rely on the on-board
batteries; thus, prolonged lifetime of both individual device and
whole network is highly appreciated by the research com-
munity. For this purpose, we have evaluated energy con-
sumption of the proposed and existing approaches at the CH

level, which is bounded by the proposed scheme to refine the
captured data values of its member devices or sensor before
sending it to the gateway module. Simulation results clearly
depict that the average energy consumption of the proposed
scheme is far better than the existing state-of-the-art schemes
particularly at CH level in the IoTs. Furthermore, we have
observed that the NCDAS, specifically when not embedded
with the k-means and SVM algorithms, consumes 6.55 J, with
k-mean and SVM 8.1 8.54 J of the on-board battery, respec-
tively, at CH, whereas IDK, SVM, cosine distance, and Eu-
clidean distance are 8.6789 J, 9.1 J, 8.92 J, and 8.76 J,
respectively, as shown in Figure 5. Likewise, when the proposed
scheme is integrated with the k-mean to form a hybrid re-
finement mechanism, then the simulation results show that its
performance is according to the expectations, that is, better
than existing state-of-the art approaches. 'e proposed ap-
proach when merged with the k-mean has less energy con-
sumption from a hybrid of proposed scheme and SVM (i.e.,
5.15%), from IDK is 6.77%, from SVM is 10.98%, from Eu-
clidean distance is 7.53%, and from cosine distance is 9.19%.

5.3. End-to-EndDelay. 'e end-to-end delay of the NCDAS
is 1.532ms, which is less than from existing schemes and
proposed hybrid schemes. 'e proposed scheme with k-
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mean has an end-to-end delay of 2.92ms and the proposed
with SVM is 1.87ms, whereas end-to-end delay of IDK,
SVM, Euclidean distance, and cosine distance are 3.41ms,
2.11ms, 2.96ms, and 1.96ms, respectively. 'e proposed
scheme when integrated with the SVM approach is 35% than
proposed with k-mean, 45% from IDK, 37% from Euclidean,
6% from SVM, and 12% from cosine are lesser when
compared with these approaches (Figure 6).

5.4. Average Packet Delivery Ratio (APDR). APDR is con-
sidered as an important evaluation metric to judge the
performance of the newly developed approach using well-
known topological infrastructures. To evaluate the perfor-
mance of the proposed data aggregation approach, specif-
ically in terms of APDR, the proposed scheme along with
existing approaches is implemented in realistic environment
of IoTs. During the simulations, we have observed that the
APDR of the NCDAS is better than the existing state-of-the
art schemes as shown in Figure 7. APDR of the proposed
scheme is integrated with k-mean is 87.21% and with SVM is
90.21%, where IDK is 68.58%, SVM is 87.11%, Euclidean
distance is 86.24%, and cosine distance is 65.15%. 'e ratio
of the NCDAS is 93.22%, which is good from other schemes.
'e PDR of proposed scheme with SVM is 3.44% from
proposed with k-mean, 31.53% from IDK, 3.5% from SVM,

4.60% from Euclidean distance, and 38.46% from cosine
distance are higher when compared with these schemes.

5.5. 9roughput. 'e throughput of the sensor network is
defined as the ratio of packets that are delivered successfully
to the intended destination device (i.e., the base station in
this case). Additionally, it is to be noted that we have as-
sumed that IoTs become inactive as soon as the very first
node consumes its on-board battery completely.'roughput
analysis of the NCDAS and existing schemes is shown in
Figure 8, which depicts that the proposed scheme has a
relatively higher throughput than the existing state-of-the-
art schemes. Likewise, the proposed scheme performance,
specifically in terms of throughput, is improved further if it is
integrated with the k-mean than the hybrid of the proposed
SVM, proposed IDK, proposed SVM, proposed Euclidean,
and proposed cosine, respectively. Apart from it, we have
observed that a hybrid of the proposed k-mean performs
better in terms of packet loss ratio, which is 1.54%. Similarly,
when the proposed scheme is integrated with SVM, then
packet loss ratio is 12.84%, which is better than that IDK,
SVM, and Euclidean i.e., 19.12%, 5.54%, and 52.54%,
respectively.

5.6.Network Lifetime. Lifetime is one of the critical and vital
evaluation metrics that is used by the research community to
examine the performance of the newly developed scheme for
the IoTs and other resource-constrained networks. Net-
work’s lifetime of the proposed neighborhood-enabled data
aggregation and existing state-of-the-art schemes is pre-
sented in Figure 9. During the simulation setup of the
proposed data aggregation approach, we have observed that
the NCDAS approach and the proposed integrated with
SVM leads to the minimum possible set of dead nodes (i.e.,
16 and 23 in this case). Similarly, the proposed scheme is
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when integrated with the k-mean; then death ratio of
member devices is 35. Likewise, for IDK, SVM, and cosine,
the ratio of dead nodes is 33, 51, and 42, respectively. Ad-
ditionally, the proposed with SVM is an ideal solution, which
is depicted in Figure 9. Moreover, the proposed scheme
when combined with the k-mean, its dead-to-alive node
ratio is 34.28%, from IDK is 30.30%, from SVM is 53.06%,
from Euclidean distance is 45.38%, and from cosine is
39.47% when these approaches are compared.

5.7. Normalized Routing Overhead. In Figure 10, the nor-
malized overhead of proposed neighborhood-enabled data
aggregation and existing schemes is presented. It shows that
the NCDAS has less normalized overhead than the existing
schemes. 'e normalized overhead of proposed when in-
tegrated with k-mean is 1.19 and with SVM is 1.015, where
with IDK is 1.45, SVM 1.35, Euclidean distance 1.16, and
cosine distance is 1.56.'e NCDAS overhead is 1.001, which
is less from other schemes when compared with these
schemes.

6. Comprehensive Comparison of the Proposed
and Existing State-of-the-Art Schemes

'e aim of this comprehensive study is to compare the
proposed scheme with existing ones, to find which scheme is
best among all. Here, we compare the NCDAS and proposed
with SVM and k-mean with four existing schemes. 'e
performance metrics values of all schemes are presented in
Table 2. Based on the results of Figure 4, the proposed with
SVM is giving the best result in data aggregation, where all
evaluation parameters suggest that the proposed with SVM
aggregate data accurately among all. In Figures 5 and 8, it is
presented that the NCDAS and the proposed with k-mean in
terms of energy consumption is the lowest, and in terms of
throughput of the network, it is higher among all schemes.
Based on the result of Figures 10 and 6, it shows that the
NCDAS and the proposed with SVM in terms of normalized
routing overhead and end-to-end delay is the lowest among

all schemes. In Figure 7, the packet delivery ratio is shown in
all schemes such that the NCDAS and the proposed with
SVM has a good packet delivery ratio among all. 'e
proposed with SVM in terms of network life is good based on
results shown in Figure 9; the number of dead nodes during
simulation time is smaller among all when compared. 'e
performance metric results of all schemes when compared to
that of the proposed scheme have the best results among all
aspects.

7. Complexity Analysis of the Proposed and
Existing State-of-the-Art Schemes

In this section, we discuss all scheme time complexity, which
is shown in Table 3. We consider the time complexity of all
schemes, which are used in the data aggregation phase and
the reason is that the previous papers only consider the data
aggregation algorithm time complexity. 'e Euclidean and
cosine distance has (Θ(n2)) time complexity and IDK have
Θ(n2)∗Θ(n) [16, 17, 32], where the SVM [31] time com-
plexity is Θ(n) ∗Θ(3n); the proposed with k-mean and
proposed with SVM have Θ(n) ∗Θ(n) and Θ(n)∗Θ(n)
∗Θ(3n) time complexity; here in proposed with SVM we
did not consider the training timing complexity, only
considering the classification time complexity of the work.
'e NCDAS has Θ(n); based on the above results, the
proposed has the best time complexity among all when
compared.

8. Further Discussion

In this section, we give further explanations of our proposed
schemes. In the experimental section, we saw the compar-
ison of existing and proposed schemes while applying. 'e
performance of all schemes is evaluated based on perfor-
mance metrics. From data aggregation and redundancy
point of view, the proposed scheme with SVM gives the best
result among the other schemes and actual data reduce to
45.28%. 'e proposed with SVM more reduces data from
proposed with k-mean 31.63%, from IDK is 34.90%, from
SVM is 18.50%, from a Euclidean distance is 19.48%, from
cosine distance is 21.33%, and from NCDAS is 35.536%
when these schemes are compared.

In terms of energy consumption, the NCDAS and the
proposed with k-mean consume less energy at CH among
other schemes; the proposed scheme saves more energy
compared to other schemes. 'e NCDAS saves energy, that
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Figure 10: Normalized overhead of the proposed versus existing
state-of-the-art schemes.

Table 1: Simulation parameters.

Routing protocol AODV
Number of nodes 100
Network size 1000×1000m
MAC protocol IEEE 802.11
Antenna model Omnidirectional antenna
Initial energy 10.0 J
Transmission power 0.860W
Receiving power 0.5W
Packet size 512 bytes
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is, 30.38% from proposed with SVM, from the proposed with
k-mean 23.66%, from IDK 32.48%, from SVM 61.06%, from
Euclidean distance and cosine distance are 36.18% and
33.74% when compared with these schemes in terms of
energy consumption at CH. From the end-to-end delay
point of view, we see that the NCDAS and the proposed with
SVM scheme give a good result in terms of the end-to-end
delay among others when compared with Euclidean dis-
tance, cosine distance, SVM, IDK, and proposed with k-
mean schemes. 'e Euclidean distance and IDK give the
highest end-to-end delay from other schemes; the Euclidean
from proposed with SVM is 37% where IDK is 45%. We see
that SVM and cosine distance also give minimum end-to-
end delay from IDK, Euclidean distance, and proposed with
k-mean. From the packet delivery ratio point of view, the
proposed with SVM and the NCDAS gives the highest
delivery ratio among other schemes when these schemes are
compared. 'e PDR of proposed with k-mean and SVM are
higher than Euclidean distance, cosine distance, and IDK.
'e lowest delivery ratio is of cosine distance, which is 65%.
From the throughput point of view, the proposed with k-
mean has the highest throughput among other schemes. We
see that IDK also has good throughput from other schemes
in terms of lowest throughput is of cosine distance, which is
42.1Mbps. 'e result of SVM, particularly when combined
with the proposed scheme, are better than Euclidean dis-
tance and SVM as shown in the results section. From the
network lifetime point of view, the NCDAS and the pro-
posed with SVM have a good network lifetime among other
schemes. We see that the cosine distance and SVM have not
a good network lifetime when compared with other schemes.
'e proposed with SVM is considered the best scheme
among all in terms of data aggregation, energy consumption,
delay, delivery ratio, and network lifetime. Based on the

above results, our proposed scheme is best for a large and
small network. 'e user can use this scheme in his own
interest; in this paper, we did not consider the integrity of
data; in general, data are secured and without any loss are
sent to the base station.

Although the proposed data aggregation scheme has
resolved the challenging issue of the redundant data in the
data which is captured by the various sensor nodes deployed
in closed proximity of the phenomena, however, a common
issue with the proposed approach and other data aggregation
approaches is that these approaches have compromised on
data loss of the smallest possible portion of the underlined
data. Although the proposed approach is very effective in
reducing the ratio of duplicate data values, a significant
portion of data is lost. Finally, in the proposed data ag-
gregation approach, every sensor node along with cluster
head module is bounded to compute or find its neighbor-
hood information, which consumes a significant portion of
the available power. Moreover, this process is time-con-
suming specifically in situations if deployment density of the
underlined sensor nodes is very densed.

9. Conclusion

In this paper, we have proposed a neighborhood-enabled and
machine learning-enabled data aggregation scheme for the
resource-constrained network. In our proposed approach
first, we find neighbors in the cluster and then use data ag-
gregation and redundancy check at CH level, where data
comes from member sensor nodes that sense the physical
environment. When neighbor nodes are found, then data
redundancy check only with neighbor nodes and then k-mean
and SVM data aggregation algorithms are applied on
remaining data, which further clean data. After using data
aggregation, the refined data are sent to the base station. We
see that our approach extends network lifetime, increases
throughput and packet delivery ratio, and decreases energy
consumption and the end-to-end delay. In the future, this
scheme will be used on real data set for more validation and
evaluate this scheme with real-time data aggregation schemes.

Data Availability

'e data sets used and analyzed during the current study are
available from the corresponding author upon reasonable
request.

Table 2: A detailed comparative analysis of the proposed and existing state-of-the-art schemes.

Schemes Data
aggregation

Energy consumption
(J)

End-to-end delay
(ms)

Normalized
overhead

PDR
(%)

'roughput
(Mbps)

Dead
nodes

NCDAS 70.23% 6.55 1.532 1.001 93.22 66.26 16
Proposed with
SVM 45.28% 8.54 1.87 1.015 90.21 63.22 23

Proposed with k-
mean 66.23% 8.1 2.92 1.19 87.21 64.22 35

IDK 69.56% 8.678 3.41 1.45 68.58 63.84 33
SVM 55.56% 9.1 2.11 1.35 87.11 53.91 51
Euclidean distance 56.24% 8.92 2.96 1.16 86.24 60.84 42
Cosine distance 57.6% 8.76 1.96 1.56 65.15 42.01 38

Table 3: Complexity analysis of the proposed and existing schemes.

Schemes Time complexity
NCDAS Ө(n)
Proposed with SVM Θ(n) ∗Θ(n) ∗Θ(3n)
Proposed with k-mean Θ(n) ∗Θ(n)
IDK Ө(n2)∗Ө(n)
SVM Ө(n)∗Ө(3n)
Cosine distance Ө(n2)
Euclidean distance Ө(n2)
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Twitter’s popularity has exploded in the previous few years, making it one of the most widely used social media sites. As a result of
this development, the strategies described in this study are now more beneficial. Additionally, there has been an increase in the
number of people who express their views in demeaning ways to others. As a result, hate speech has piqued interest in the subject
of sentiment analysis, which has developed various algorithms for detecting emotions in social networks using intuitive means.
*is paper proposes the deep learning model to classify the sentiments in two separate analyses. In the first analysis, the tweets are
classified based on the hate speech against the migrants and the women. In the second analysis, the detection is performed using a
deep learning model to organise whether the hate speech is performed by a single or a group of users. During the text analysis,
word embedding is implemented using the combination of deep learning models such as BiLSTM, CNN, and MLP.*ese models
are integrated with word embedding methods such as inverse glove (global vector), document frequency (TF-IDF), and
transformer-based embedding.

1. Introduction

Academic literature and political debates continue to focus
on the question of free speech. Hate speech is tolerated in
some form or another in many countries [1]. While hate
speech and hate crimes have traditionally had devastating
effects on individuals and communities, hate speech laws are
based on substantive equality. Nazi intentions for the an-
nihilation of the Jewish population were followed by public
hatred campaigns, which made hate speech an issue in
international law following the Second World War [2].
Social media platforms are concerned about inappropriate
user-generated content [3]. Hate speech thrives on social
media sites like Twitter because of a lack of accountability
and lack of control [4]. Even though social media businesses
pay people to censor material, the volume of social media
posts is too great for humans to keep track of the concerned

people. Our goal in this work is to develop a system for
automatically detecting hate speech against migrants and
woman through tweets using the ensembled deep learning
model. In this work, deep learning models have been trained
to tackle the challenges provided by the competition for the
automatic identification of hate speech against migrants and
woman [5]. It is time to stop arguing about the value of
women’s contributions to society. According to a recently
published UNDP report, women’s unpaid domestic and care
work in Montenegro achieved a predicted value of 122
million euros in the first three months of COVID-19 in 2020
[6]. When it comes to the workplace, over half of all women
have experienced a breach of their rights. *is is just the
beginning; Montenegro has been experiencing a worrying
trend of women and girls being subjected to misogynistic
attitudes, sexist language, hate speech, bullying, and other
forms of intolerance and discrimination. Despite the
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abundance of evidence that women and girls make signif-
icant contributions to society, we have observed a worrying
trend of women and girls being subjected to misogynistic
attitudes, sexist language, hate speech, bullying, and other
forms of intolerance and discrimination. *is can be seen in
the public realm and media, particularly in social media
conversation. When it appears that women are being used as
a political pawn by those with divergent political views and
ideologies, it is a deeply troubling development that could
undo years of steady progress in raising awareness of the
importance of safeguarding universal values such as equality
and dignity for all. An outbreak of violence against women
directly results from COVID-19’s pandemic and has already
worsened longstanding disparities in the United States.

Deep learning has done a significant work in the area of
sentiment analysis. So, this paper has presented the use of
deep learning for analysing the hate speech against migrants
and the woman. *e application of this work is to identify
the people or the users who are posting the messages against
the woman and the migrants.

*e organisation of the paper is as follows: Section 1
describes the introduction of the proposed work. In section 2
literature survey will be discussed, and section 3 covers the
methodology section. Section 4 explains the implementation
details with the results, and section 5 defines the conclusion
and future work followed by the references in the last
section.

2. Literature Survey

*e second Global Summit on Religion, Peace and Security
was conducted from April 29 to May 1, 2019, by the United
Nations (UN). *e summit’s goal was to produce a Plan of
Action to oppose hate speech and protect religious mi-
norities and migrants (United Nations, 2019) [7]. Adama
Dieng the UN’s Speech Adviser for the prevention of
Genocide state that “Political opportunism is fueling an
increase in the hate speech.” *is statement draws the
analogies between 1930s Europe and present political cli-
mate on the continent [8]. He warned that “big atrocities
often begin with little actions and language.” Dieng is
worried about the far-right parties’ political plans in Europe
following the 2015 refugee crisis. Many of these political
parties have taken advantage of Europe’s migrant policies to
set the stage for a broader discussion on migration. As a
result, they have successfully entered mainstream politics by
appealing to xenophobia and islamophobia. A hostile cli-
mate toward migrants has been fostered by their employ-
ment of anti-immigrant rhetoric and the dissemination of
false information [9]. On the issue of limiting the nationality
of migrants’ children and their access to public health care,
Chilean president Sebastian Piera ran for office. Immigrants
have been referred to as “animals” by President Trump [10].
“You see migrants and refugees being insulted and
dehumanised daily.” As Dieng pointed out during his re-
marks at the summit, you hear politicians utilising that
segment of the public as a scapegoat. United Nations
concerns about hate speech are not new, but the specific
extent of antimigrant and antirefugee rhetoric is becoming

increasingly crucial. Since the beginning of the year, over
one million asylum seekers have arrived in Europe alone,
mainly from the war-torn countries of Libya, Iraq, Afgha-
nistan, and Syria. As the number of migrants fleeing conflict
has risen, so has the number of attacks, which have grown.

International human rights treaties and soft law in-
struments are being used to combat hate speech directed
towards refugees and migrants. Concerned about this new
problem, the UN launched a comprehensive initiative that
culminated in July 2018 with UN member states presenting
their renewed commitment to human rights and funda-
mental values of international law in the form of the Global
Compact for Migration. *is bolstered the UN’s agreement
to combat xenophobia and other types of prejudice. Even
though 152 nations signed the compact, far-right leaders and
parties overwhelmingly rejected it, demonstrating the cen-
trality of antimigrant sentiment in their schedule. No in-
ternational treaty or convention defines hate speech, but it
can be found in human rights treaties and soft laws that limit
freedom of expression in general. When construed
according to international law, domestic laws should give
protection against hate speech to refugees, even while hate
speech rules are denied domestically. International law
provides a clear outline for the concept of prohibited hate
speech. To substantiate this claim, this paper will demon-
strate that antihate speech legislation complies with inter-
national standards on the limits of freedom of expression
while also providing sufficient justification for these laws to
protect migrants and refugees under international law.

*ere are many articles based on hate speech detection,
but the novelty of this work is to analyse the hate speech
against the woman and the migrants using the deep learning
model [11].

3. Proposed Methodology

Researchers employ neural networks, which are similar to
the human brain in that they connect nodes that process
and organise information. As a result of the usage of insults,
phrases, and other disparaging statements as training data,
an intelligent system can “learn” the patterns and structure
of language to forecast incoming tweets and identify ob-
jectionable ones. Essential pronouns and other factors can
fundamentally alter the meaning of a statement in some
sentences. “According to a researcher at the University of
Jaén, “with our technology and the support of language
resources, we can identify expressions associated with hate
speech [12].” A study published in ACM Transactions on
Internet Technology, entitled ’Detecting Misogyny and
Xenophobia in Spanish Tweets Using Language Technol-
ogies’, describes how the researchers generated four lists of
words in Spanish containing offensive and insulting ex-
pressions and words against women and migrants. Arti-
ficial intelligence uses this information to identify hate
speech focused exclusively on these two demographic
groups. Researchers at the University of Jaén are constantly
adding new lexical resources to this technology, such as
dictionaries and word lists, to improve its accuracy and
effectiveness.

2 Computational Intelligence and Neuroscience
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Previously hate speech was analyzed through machine
learning algorithms. Later on, deep learning algorithms are
widely used for performing the analysis. *is article is also
based on a deep learning approach to perform a better
analysis in the hate speech analysis. In the first analysis, hate
speech is classified against the woman using deep learning
models and in the second analysis is to detect whether the
hate speech is performed by the individual or the group of
people. To perform the implementation, two different
datasets are used, i.e., English dataset based on English text,
and the next one is Spanish dataset based on Spanish text
[13]. *e deep learning model is implemented by the
convolutional neural networks with different number of max
pooling layer, dropout layers, activation function, and many
more.*e deep learningmodels are integrated with the word
embedding model such as inverse glove (global vector),
document frequency (TF-IDF), and transformer-based
embedding, the implemented models are the combination of
the convolutional neural network, bilong short-term
memory, and multilayer perceptron. *e description of the
following models are as follows:

3.1. Datasets. *e dataset split into two parts, i.e., training
dataset and the testing dataset. In the training dataset, there
are 31,963 records, and the testing dataset consists of 17,198
records. *ese are further split separately into English
dataset and the Spanish dataset. *e training dataset is used
for building the model, and the testing dataset is used for the
validation of the model.

3.2.Model 1:GlobalVector (Glove)withConvolutionalNeural
Network, Bi-Long Short-Term Memory, and Multilayer
Perceptron. In this method, the text dataset based on English
and Spanish language is classified using the deep learning
model for the analysis of hate speech against woman and
migrants. *e word embedding is done through the glove
model for performing distributed word representation
Figure 1 displays the processing of the English and the
Spanish text dataset for the hate speech classification with
the help of the Glovemodel and the ensembled deep learning
model.

In this model, firstly, the word embedding model is
applied, i.e., glove [14]. Glove encodes a corpus into pre-
trained weights. Next, deep neural networks use this em-
bedding layer as an input layer. Two convolutional layers,
two dropout layers, two max-pooling layers, a flatten layer,
and a dense layer were all used in the CNN model [15]. A
convolution, dropout, and max-pooling layer follow this
embedding layer before the flatten and dense layers are
applied. A dropout layer followed by a dense layer in subtask
is considered the most effective. We utilized an embedding
dimension of 300 for each language subtask to minimize
losses and get the most accurate results and applied the
“Adam” optimizer. *e dataset for subtask B was so im-
balanced that we used the “ADASYN” oversampling tech-
nique to balance the data [16]. Internal activation is based on
“ReLU,” and the final output dense layer is on the sigmoid
[17].

Two hidden layers of a multilayer perceptron (MLP)
integrate the LSTM with the MLP [18]. *e LSTM neural
network processes word embeddings one at a time while
maintaining the order of the words [19]. Hyperbolic tangent
activation is used to handle the output of the LSTM neural
network. *is is a 600-by-600-pixel vector. *e MLP net-
work has three layers:

(i) An input layer with 600 neurons
(ii) A hidden layer with 1,600 neurons and 100 neurons

activated by ReLU
(iii) An output layer with the rest of the neurons (a single

neuron with sigmoid activation multilayer per
function)

(iv) Between each pair of layers, dropout units have been
inserted, each with a probability of 0.8%. To avoid
overfitting, the dropout units provide a possibility of
deletion to each input neuron during training

(v) All of our models have been built using the Keras
library

3.3. Model 2: TF-IDF (Term Frequency- Inverse Document
Frequency) with Multilayer perceptron, Support Vector Ma-
chine, and XGBoost (Extreme Gradient Boosting) Classifier
[20]. In this model, the word embedding TF-IDF model is
integrated with multilayer perceptron, support vector ma-
chine, and XGBoost (extreme gradient boosting) classifier.

(i) TF-IDF (term frequency-inverse document fre-
quency). Documents are distinct from each other
based on the terms they use. Classifications are
analyzed using the TF-IDF approach to determine
the importance of terms. *e TF-IDF score of each
term or word in the document is used instead of
frequency in this method. Similar to the bag of word
algorithm, the TF-IDF score of each term replaces
the word count.

TF∗ I DF(t, d) � TFt, d ∗
log N

DFt

. (1)

In the above equation, TF represents the term
frequency and I DF defines the inverse document
frequency. t, d is showing the number of terms t

appears in a document d. N denotes the number of
documents.
If you want to calculate the TF-IDF score of an
individual phrase inside an entire document, you
can do so by multiplying the total number of
documents in the document by the frequency of that
term (DF) [21].

(ii) Multilayer. Multilayer perceptron is a feedforward
artificial neural network (ANN) that includes input
and hidden layers and output and feedback layers.
Backpropagation is used to update the weights of all
nodes in an MLP. During training, nonlinear
mapping is learned by utilising nonlinear activation
functions and numerous layers. Nonlinear activa-
tion is used to generate the label in MLP [22].
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(iii) Support vector machine. One of the most common
classification and regression algorithms is the
Support Vector Machine (SVM), a supervised
technique for classification and regression issues. To
locate the decision border between two classes, it
uses a vector space model that is as far away from
the data points as possible, and the support vectors

are data points near the hyperplane that divides
classes [22, 23].

(iv) XGBoost classifier. In addition to tree-based
models, another sort of an ensemble model is a
“boosting model.” For example, machine learning
ensemble meta-algorithms for minimising bias and
variance in supervised learning are known as

English and
Spanish text

dataset
Glove model CNN+BiLST

M+MLP
Hate speech
classification

Figure 1: Glove model with ensemble CNN, BiLSTM, and MLP.

Table 1: Model comparison based on English dataset for the hate speech classification against woman.

Model Accuracy Precision F1 score
Support vector machine 87.58 86.42 85.43
Multilayer perceptron 88.48 87.38 86.31
Random forest 88.88 87.48 86.36
CNN 93.79 91.9 90.14
Glove-BiLSTM+CNN+MLP 94.81 93.2 92.19
TF-IDF+MLP+ SVM+XGB 95.63 94.1 93.2
Transformer-CNN and MLP 95.78 94.6 93.4

Table 2: Model comparison based on Spanish dataset for the hate speech classification against woman.

Model Accuracy Precision F1 score
Support vector machine 87.51 86.37 85.14
Multilayer perceptron 87.49 86.46 85.43
Random forest 87.83 86.78 85.63
CNN 92.89 91.77 91.01
Glove-BiLSTM+CNN+MLP 93.42 92.74 91.36
TF-IDF+MLP+ SVM+XGB 94.65 93.81 92.68
Transformer-CNN and MLP 95.71 94.62 93.52

Table 3: Model comparison based on English dataset for the hate speech detection by the individual or group of people.

Model Accuracy Precision F1 score
Support vector machine 86.59 85.23 84.76
Multilayer perceptron 87.49 86.23 85.17
Random forest 88.83 87.15 86.33
CNN 94.79 92.23 91.74
Glove-BiLSTM+CNN+MLP 95.61 94.61 93.28
TF-IDF+MLP+ SVM+XGB 96.1 95.15 94.17
Transformer-CNN and MLP 96.23 95.23 94.19

Table 4: Model comparison based on Spanish dataset for the hate speech detection by the individual or group of people.

Model Accuracy Precision F1 score
Support vector machine 87.58 86.47 85.14
Multilayer perceptron 88.48 87.13 86.38
Random forest 88.88 87.52 86.46
CNN 93.79 92.16 91.53
Glove-BiLSTM+CNN+MLP 94.23 93.49 92.43
TF-IDF+MLP+ SVM+XGB 95.12 94.76 93.71
Transformer-CNN and MLP 95.63 94.39 93.82
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“boosts.” *ey are a class of machine learning al-
gorithms that turn weak learners into strong ones.
For example, a classifier with a slender correlation
with the actual categorization is said to be a weak
learner (it can label samples better than random
guessing).

3.4. Model 3: Transformer Model with Convolutional Neural
Network and the Multilayer Perceptron. In this proposed
model, the word embedding is done through transformer
model; i.e., electra and the classification are performed by

using the ensemble convolutional neural network and the
multilayer perceptron model.

*e electra model is possible to corrupt the input by
replacing some tokens with (MASK) and then train a model
to recreate them using pretraining approaches such as
BERT. To be effective, they typically demand a considerable
amount of computing power to perform well in downstream
NLP tasks [24]. A more sample-efficient pretraining task
termed replacement token detection has been offered as an
alternative. By replacing tokens with plausible alternatives
from a tiny generator network, the technique corrupts input
rather than hiding it. Finally, instead of predicting the
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Figure 2: Comparison graph of the models based on English dataset for the hate speech classification against a woman.
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Figure 3: Comparison graph of the models based on Spanish dataset for the hate speech classification against a woman.
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original identities of the corrupted tokens, the electra model
trains a discriminative model that predicts whether a gen-
erator sample replaced each token in the corrupted input.
Because this new pretraining job has specified overall input
tokens rather than just a limited fraction that was masked
away, it is more efficient than MLM, according to a series of
rigorous studies.

Given the same model size, data, and computing power,
the contextual representations learnt this way beat those
trained by BERT. On the GLUE natural language under-
standing benchmark, an algorithm trained on one GPU for
four days outperforms the state-of-the-art GPT (learned
using 30 times more CPU) [25]. Regarding performance at
scale, the technique is comparable to RoBERT and XLNet
while utilising less than a quarter of their computation and

surpassing them when using the same amount of computing
[26].

4. Results and Discussion

To perform the implementation, a python programming
language is used. *e evaluation parameters used for
detecting the models are accuracy, precision, and the F1
score. All the models are implemented separately, and the
results are compared. *e model implemented using glove
and the LSTM has performed better than the other states-of-
the-art algorithms. In Tables 1 and 2, comparison results of
the proposed method are given.*e results shown in Table 1
was generated through the English language dataset, and
Table 2 displays the result achieved through the Spanish
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Figure 4: Graph comparison based on English dataset for the hate speech detection by the individual or group of people.
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dataset. All the three above discussed models in section 3 are
applied on both datasets, i.e., English and Spanish.

Above Tables 1–4 and Figures 2–5 have shown the
comparison of the models based on English and Spanish
dataset. *e classification is done to perform hate speech
classification against the woman and the migrants. *e
results have shown that the model implemented with the
transformer model and the deep learning model has
achieved a better accuracy than the other models.

5. Conclusions and Future Work

*is paper focuses on text categorization in which two
datasets are based on English and Spanish languages. *ese
datasets are used for performing the hate speech classifi-
cation against women and migrants. In the first analysis,
three different types of deep learning models based on ar-
tificial neural networks are applied to the English dataset for
performing the hate speech analysis, and in the second
analysis, the same deep learning models are applied to the
Spanish dataset. *e parameters used for evaluating the
model are accuracy, precision, and the F1 score. *e model
implemented with the transformer word embedding and the
hybrid approach of the convolutional neural network and
multilayer perceptron has achievedmore than 95% accuracy,
which is better than the other state-of-the-art algorithms. In
the future work, to enhance the classification performance
some more algorithms based on convolutional neural net-
works, capsule networks will be implemented.

Data Availability

Dataset has been downloaded from the https://www.kaggle.
com/dv1453/twitter-sentiment-analysis-analytics-vidya?sele
ct=test_tweets_anuFYb8.csv, and some more content is
added in the dataset through Extracting Tweets from Twitter
using tweepy library.
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Rapid technological advancements are altering people’s communication styles. With the growth of the Internet, social networks
(Twitter, Facebook, Telegram, and Instagram) have become popular forums for people to share their thoughts, psychological
behavior, and emotions. Psychological analysis analyzes text and extracts facts, features, and important information from the
opinions of users. Researchers working on psychological analysis rely on social networks for the detection of depression-related
behavior and activity. Social networks provide innumerable data on mindsets of a person’s onset of depression, such as low
sociology and activities such as undergoing medical treatment, a primary emphasis on oneself, and a high rate of activity during
the day and night. In this paper, we used five machine learning classifiers—decision trees, K-nearest neighbor, support vector
machines, logistic regression, and LSTM—for depression detection in tweets. /e dataset is collected in two forms—balanced and
imbalanced—where the oversampling of techniques is studied technically. /e results show that the LSTM classification model
outperforms the other baseline models in the depression detection healthcare approach for both balanced and imbalanced data.

1. Introduction

Psychological analysis is a process in which psychological
data are extracted from text-based data. To eliminate
emotions, opinions, and judgement-forming, text data are
used. Having opinions or views toward some products or
any topic is human psychology, which defines what one
thinks about the products or topic. Nowadays, the way of
expressing various emotions and giving opinions has
changed drastically with the advancement of social media
and Internet technology. People use blogs, product rec-
ommendation and review websites, and other social media
to give opinions about products, movies, and political parties
and on current important topics. Famous social media
platforms such as Facebook, Twitter, and Reddit have be-
come the most reliable platforms for sharing opinions and
reviews among a new generation of Internet users [1].

Business firms and organizations use people-oriented psy-
chological feedback to increase their products’ value and
quality.

1.1. Role of Psychology. Human beings usually have a greater
sense of emotions and feelings; these feelings, when merged
with technology, can be converted into useful tools. Another
word used for human feelings is psychology. Psychology is
used in various research works, such as identification of
mental health issues, product reviewing, customer satis-
faction identification, and business advertisements. In
business advertisements, psychology helps in decision-
making, e.g., to buy a product online, when the product is
not available to touch and feel, then product reviews help a
customer take decisions on whether the product is good to
buy or not. Usually, online reviews are a mix of true and false
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opinions. Reviews with high polarity toward positive psy-
chology increase the product value [2]. Reviews also hint
about defaults and needs in a product that help business
firms improve their products and satisfy their customers.
Half of the business world depends on customer feedback
and reviews. Another application of psychological analysis is
market research that includes collecting data through social
media and other websites. /ese data help in understanding
the current market trend and advertisements’ quality that
affect people. /e reviews provided by people for a product
or a movie follow a collect-and-pass-through recommen-
dation system, which depicts the polarity of psychology that
shows whether people like the product or the movie or not.
People’s opinions and reviews can be analyzed thoroughly,
which helps boost business performance and design future
services [3].

Second, psychology plays an important role in mental
health research, such as identification of anxiety attacks,
major depressive disorders, bipolar disorder, and many more.
We focus on major depressive disorder in this paper. De-
pression is also known as major depressive disorder and is
commonly found in people with anxiety issues. Every 1 in 5
people have been suffering or have suffered from depression
[4]. Of the total world population, 4.5% of the population is
suffering from depressive disorder. Depression has some
common symptoms such as anxiety attacks, loss of appetite,
feeling sad for a long duration (1 month), and losing interest
in favorite activities. Usually, during the initial state of de-
pressive disorder, an individual avoids social gatherings,
shows lack of energy, makes fewer efforts to communicate
with friends and family, and shows a feeling of incom-
pleteness. Due to lack of social interaction and the fear of
being judged, depression survivors indulge in social net-
working to share their thoughts and feelings with people
similar to themselves (Munmun et al, 2021). By being hidden
and still saying what they had in their mind, this made social
media more useful for depression detection research work.
Mainly, the Twitter platform comprises many eco-groups
where people of the same interest connect with each other
through, for example, the “depression group,” “mental health
club,” etc. We use the Twitter platform in this work, which
provides sufficient data for depression detection and classi-
fying users into depressed and nondepressed categories.

Words convey different psychologies and tell about the
current psychological state of a being. For example, consider
words such as “not feeling good” or “why people behave like
this to me.” Sentences comprise words with both positive
and negative polarity, but with the use of “not” and “why,”
the very meaning and feelings change. /e dictionary
software LIWC (Linguistic Inquiry and Word Count) is
usually used for analyzing words and extracting their
meaning in terms of psychology [5–7]. /is dictionary
software comprises multiple categories according to the
types of human psychology, which helps in psychological
analysis using textual data only. Multiple factors are con-
sidered when we perform psychological analysis to detect
mental health illness, such as temporal factors, emotional
factors (positive: “excited,” “wonderful,” and “lovely”)
(negative: “empty,” “lonely,” and “forgetful”), and use of

personal pronouns (“I,” “me,” and “them”) (Verma et.al,
2020).

1.2. Psychological Analysis Using Social Media. Social media
platforms such as Facebook, Twitter, Instagram, and Reddit
consist of rich amounts of data to perform psychological
classification tasks. Psychological analysis is all about
extracting psychological data from textual data. Twitter is a
famous social media platform used by millions of people
worldwide. People share their opinions about current hot
topics or any political chaos and discuss famous incidents.
/e opinions or views in Twitter are in the forms of tweets,
which have a maximum limit of 250 words approximately.
/is limit made Twitter data important. As tweets are meant
to have a certain word limit, users use specific words to
express their views and emotions. Twitter, nowadays known
as a hub of political and government people— mainly
politicians and government officials, is used for various
announcements about international and national projects
[8]. Users discuss the views given by various political parties.
During elections, this kind of discussion will help in de-
termining results of elections if psychological analysis is
carried out using tweets collect from the Twitter platform.
Another famous social networking platform is Facebook. As
the Internet expanded, Facebook became famous in 2007,
and now, in 2021, Facebook currently has 5 billion users
around the world. People who use the platform provide
useful insights into businesses, movies, politics, and trends.
Facebook generates a vast number of data every year, which
comprise images, text, and links. Facebook comprises
multiple online communities where people of likeable in-
terest connect with each other and share their psychological
views and opinions. Online communities, such as political
groups that discuss their favorite and hated political per-
sonalities, talk about parties that have different opinions.
/ese types of data are useful in understanding what kind of
psychology people have for their political parties. Another
group is mental health groups where people discuss their
mental health—how they are fighting every day to live and
undergoing treatment [9]. Data from these types of groups
provide sufficient text data to understand the psychology of
people in these groups. Identifying psychology through text
data is much easier than identifying psychology through
image-based data as images require use of deep learning
classifiers and high-quality image-based data. However, with
text-based data, psychological analysis is easily performed on
these giant social networking platforms. A lot of research has
been carried out in this field, and it uses artificial intelligence,
which in combination with LIWC provides satisfactory
results. Facebook contains ads for various companies and
data about companies that we search on the Google plat-
form. Usually, these ads sometimes use surveys to under-
stand user psychology as to what kind of image they have
about the business organization. As shown in Figure 1, there
are some basic human emotions that are usually conveyed
through specific words. Facebook provides some reaction
emoticons in the “Posts” section that contain emoticons
similar to these basic human emotions. Figure 2 shows
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various methods for psychological classification, which in-
clude dictionary-based and machine learning–based
methods. In dictionary-based methods, the sets of words are
classified using dictionary values, and machine lear-
ning–based methods include supervised and unsupervised
learning methods, such as neural networks, that provide
some of the best results. /ere are hybrid-based methods
that combine dictionary-based methods with machine
learning–based methods.

In this paper, we have selected and trained the tweet data.
We have performed data preprocessing on datasets and
removal of the raw data from the dataset. After value ex-
traction from the datasets, training the data of tweets and
cross-validating the training dataset were carried out. We
used 5 machine learning classifiers—support vector ma-
chines, decision trees, logistic regression, K-nearest neigh-
bor, and LSTM—for depression detection in tweets. /e
results show that the LSTM classificationmodel outperforms
the other baseline models in the depression detection ap-
proach. To handle the imbalanced dataset, the oversampling

and undersampling of class imbalance approaches are
implemented and analyzed.

In this paper, the study is carried out on two datasets that
involve the imbalance and the balance set, and different
techniques, such as SMOTE and RUS, are used for over-
sampling and undersampling to work with the dataset. From
the research gap, we are trying to conclude that the per-
formance of LSTM is better than that of other machine
learning classifiers.

/e methodology that has been followed in this paper is
described in Figure 3.

/e paper is organized as follows:
Section 2 comprises a literature review. Section 3

comprises the prerequisites of depression detection. Section
4 describes the proposed method, and Section 5 includes the
experiment setting, which includes a subsection of data
information, modeling that involves the study of five ma-
chine learning classifiers used in this research, data pre-
processing, and performance measurement. Section 6
includes discussion and results, as well as various

2. Sadness

Types of Basic Emotions

1. Happiness 3. Fear

5. Anger4. Disgust 6. Surprise

Figure 1: Commonly used human emotions.

Psychological
detection
methods 

Lexicon based
methods 

Corpus–based methods

Dictionary based
methods 

Machine learning
based methods 

Supervised methods

Neural
networks/Support

Vector Machine and
many more 

Unsupervised methods
K–nearest

neighbors/PCA and
many more

Hybrid methods
Machine learning +

Lexicon Based
methods

Figure 2: Various methods for psychological classification.
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measurement comparisons in the form of a graph, and fi-
nally, the conclusion and future scope are mentioned in
Section 7.

2. Literature Review

Psychological analysis can be carried out using various
methods, as explained in Figure 2, with the text-based
dataset. In this section, we discuss the previous works
performed using various techniques for psychological
analysis and the depression detection task.

Using linguistics in depression detection is quite useful
as it shows that words used by nondepressed and depressed
people may differ. Depressed individuals mainly focus on
themselves. In 2014, Nguyen studied two online discussion
groups, namely, “control” and “clinical” groups. /e
“control” group comprised people with a similar interest and
fun-loving people, whereas the “clinical” group comprised
people suffering from mental illnesses such bipolar disorder,
major depressive disorder, SAD, and anxiety attacks. People
in the clinical group discussed their issues freely and took
advice for medication and intervention. /e author finds a
difference in online communities involving people of these
two groups. People in the “clinical” group usually use first-
person pronouns (“I”, “me,” and “my”) in comparison with
“control” group people, who use fewer first-person pro-
nouns and discuss various activities such as dancing, singing,
and running. /is work reveals that use of language plays an
important role in depression detection as words describe
what someone’s current mental state is.

In 2005, Pennebaker used LIWC (Linguistic Inquiry and
Word Count), a piece of dictionary software, for analyzing
textual data to obtain meaningful insights. Detecting de-
pression using Facebook comments and using 4 categories
from the LIWC software to analyze words in the comments
were the author’s objectives. /ese categories are language-
based, time-based, or emotions-based or include all features.
/ese factors have all minor characteristics of human lan-
guage use and conditions such as related emotions, time
periods, and use of nouns to find out the very meaning of

human speech. Using the KNN (K-nearest neighbour)
machine learning algorithm for classification, an accuracy of
65% was achieved.

In 2019, Gaikar used SVMs (support vector machines)
and Näıve Bayes classifiers to detect depression-related
words and sentences and detected the types of depression
from those identified words. /e authors trained both the
classifiers using the bipolar disorder dataset and depression
illness–related dataset. /e best accuracy achieved was 85%
using a machine learning classifier. In [10], the author used
audio and text-based data. /ese data play an important role
in natural language processing, and they range from images,
texts to videos, and small clips. With text data, the infor-
mation is limited, but with the audio of depression survivors,
it is easy to understand some facts about the affected person’s
body language. A total of 142 individuals underwent de-
pression detection tests by being asked some questions./ey
recorded the answers in audio forms and text forms directly
from the 142 people, and feature extraction was carried out
using the long short-term memory model. /e results show
that people with depression use more pauses than nonde-
pressed persons and that using first-person pronouns is
common among depression survivors; however, nonde-
pressed persons use fewer pauses while talking and focus less
on them.

In [11], the author used the Twitter platform to conduct
the task of identification of depression using text-based data
as Twitter provides short and useful linguistic phrases that
directly shows the current mental state of the user. /e data
were gathered from the CLPsych 2015 conference in which
the latest 3000 public tweets are available. For feature ex-
traction, the author used the bag-of-words approach that is
famous for identifying mental health illness using machine
learning. /e method shows word frequencies and the
number associated with them and applies various machine
learning classifiers in which Näıve Bayes/1-gram gives a
recall value accuracy of 86% with 82%, respectively.

Reference [12] focuses on early detection of depression
using neural networks. Depressive disorder has various
stages, which include initial, intermediate, major, and severe

Data Set Collection

ImBalanced

Mixed OverSample Positive Negative

Result: Performance of LSTM

Balanced

Figure 3: Methodology.
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disorders. /e initial level of depressive disorder includes
visibility of symptoms appearing in affected people such as
low appetite, feeling of suicide, social inferiority, and
comparing themselves with others. /e author suggests
identifying depression at its initial stage where it is less
harmful is easily curable. Using CNNs (convolutional neural
networks), behavioral characteristics from text-based data
(CLPsych) are extracted, and some improvements in the
early detection parameter ERDE are introduced.

In 2018, Lang used speech data to detect depression,
proposing a deep convolution neural network to process
speech-based data. Authors use secondary datasets such as
AVEC2013 and AVEC2014 depression datasets that com-
prise 340 short videos of 292 selected people./ese data were
collected through human beings and computer system in-
teractions using webcams and microphones. /e model
gives an RMSE value of 9.0001 and anMAE of 7.4211. In Ref.
[13], the author analyzed Facebook comments data using
various machine learning algorithms. Facebook contains
plenty of data that comprise videos, images, and text-based
data. Using only text-based data from comments of various
publicly available pages, the author analyzed them using
machine learning classifiers such as decision trees, KNN,
support vector machines, and ensemble classifiers, in which
decision trees achieved the best accuracy of 73%.

In Ref. [9], the authors proposed a lexicon-based ap-
proach for detection of depression. /ey constructed a
lexicon usingWord2Vec, a semantic relationship graph, and
the label propagation algorithm. /e authors based it on
111,052 Weibo microblogs from 1868 users who were de-
pressed or nondepressed. /ey have used five classification
methods and considered six features to predict depression.
/e results show that the lexicon generated proved to be
better for classification.

In Ref. [14], the researchers focused on mood analysis of
human beings with the help of machine learning and deep
learning tools of artificial intelligence. In this paper, authors
also focused on limitations of artificial intelligence to detect
depression. In Ref. [15], the author implemented a machine
learning model with preprocessed data for automatic de-
pression classification. Kinect captured a skeletal model used
for data extraction and preprocessing. /e model achieved
96.47% accuracy in old-age group and 53.85% accuracy in
young-age group. In Ref. [16], the authors carried out
prediction of depression by noticing the human behavior.
For prediction, authors used smart phone datasets. /e
model achieved 96.44%–98.14% accuracy. In Ref. [17], the
researchers implemented an automatic depression detection
[AUTO DEP] model by using facial expressions of human
beings. /e authors used a linear binary pattern descriptor
model for feature extraction. /e performance of the au-
tomatic depression detection model is the same as that of
usual previous models. /e evaluation of the model was
performed on MATLAB and the linear binary pattern de-
scriptor FPGA using Xilinx VIVADO 16.4.Table 1 shows the
consolidated literature survey performed by us before
research.

After the survey, we have identified the following re-
search questions:

RQ1: Will solving the class imbalance problem im-
prove the performance of the psychological
analysis model?

RQ2: Which technique of class imbalance (over-
sampling/undersampling) gives better results for
depression detection?

RQ3: Which classification model outperforms the
other baseline models in the depression detection
approach?

/e above-mentioned research questions have been
answered in the subsequent sections.

3. Prerequisites for Depression Detection

Mental health conditions are the common problem for
people. According to the WHO, 20% of people suffer from
this problem. Adults and children with mental illnesses,
such as depression, memory loss, hypertension, and
anxiety attacks, were the primarily affected ones. De-
pression is the fastest growing health disorder; it depends
on the mood, which comprises components of motiva-
tional and emotional conditions. Traditionally, mental
health experts have mainly used clinical examination
procedures depending on self-reporting of emotional,
behavioral, and cognitive dimensions. To diagnose and
calculate the predictions on the condition’s evolution,
machine learning algorithms have been used since 1998.
/ere are various types of approaches used to detect
depression as follows:

3.1. Machine Learning Approach. SVMs, decision trees,
random forests, and Naı̈ve Bayes are examples of su-
pervised and unsupervised machine learning algorithms.
/ese algorithms conduct longitudinal, temporal, and
sequential analysis on the mood of human beings, and
they also analyze social media and social networks. /ese
algorithms detect depression by plotting graphs. /e
longitudinal analysis plots the user activities with time,
and the results show less social interaction, more negative
things, strongly clustered ego networks, increased inter-
relation, and medicinal issues.

3.2. Lexicon-Based Approach. /e lexicon-based psycho-
logical analysis algorithm uses psychological normalization
and evidence-based combined functions. In this, they used
Rtexttools of machine learning for comparison of lexicon
psychology./e lexicon analysis types in a corpus are adverb
lexicons, network word lexicons, and negative word
lexicons.

In this approach, the psychological calculation using the
number of positive and negative words in a document can be
carried out by using the following formula [9]:

Score(w) � pos(w) − neg(w), (1)

where

Computational Intelligence and Neuroscience 5
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pos(w) � pdf(w)Npos × 1 df(w),

neg(w) � ndf(w)Nneg × 1 df(w),
(2)

Npos � X w ∈ vocab p df(w),

Nneg � X w ∈ vocabn df(w).
(3)

In the above-mentioned equation, Npos shows the total
number of positive words in the current tweet-based data.
Npos is the sum of the positive document frequency of each
word in the document. Nneg shows the total number of
negative words in the tweet-based dataset.

/e two methods of lexicon are as follows:

3.2.1. Dictionary-Based Method. /e dictionary-based ap-
proach is a part of a statistical model that is used to encode
the symbols from the datasets. /is approach does not
encode the single symbols as a variable length of bit vectors.
It encodes the variable length, staring into a single token.

/e token starts with the dictionary index. If tokens are
smaller, then they are replaced with bit vectors. /e dic-
tionary-based approach is an easily understandable
approach.

3.2.2. Corpus-Based Method. /e corpus-based approach is
based on study of language, which is based on the language
of the text corpus. It is the reliable analysis of languages,
psychologies, and disorders. /e corpus-based approach
collects the natural context of language and performs psy-
chological analysis with minimum experimental interfer-
ence. /e text corpus has been used for linguistic search and
to compile dictionaries since 1985, and this method is used
for psychological analysis. A phrase’s semantic orientation is
calculated, where the orientation is determined by mutual
information.

Semantic Orientation (phrase)�PMI (phrase, “Amaz-
ing”) PMI (phrase, “Destitute”)

/e words “Amazing” and “Destitute” are used for
calculating the SO of phrases.

3.3. Artificial Neural Network. /e most powerful neural
network is the ANN, which is a part of machine learning. It is

employed in a variety of fields, including computer vision,
digital image processing, psychological analysis, and word
sequence prediction, and it produces low-error results. ANN
algorithms aremodeled as the human brain. ANNs work just
like how a human brain uses neurons and nerves and learns
from the past data. Similarly, the ANN can learn from the
past data, predictions, and classifications.

3.4. Class Imbalance Approach. /e two types of the class
imbalance approach are

(1) SMOTE-Smote balances the class distribution and
handles the imbalance problem in the dataset. It
calculates the Euclidean distance between the mi-
nority class and other instances to find out the
K-nearest neighbors.

(2) RUS-It is an undersampling technique of the size of
the class in no higher instances. /e majority is
reduced from the source dataset. It is a simple and
easy method of undersampling. A subset of the
majority class is selected and merged with the mi-
nority class samples of the dataset.

/e aim of this study is to identify the individuals in
depression on Twitter using tweets, which are short mes-
sages created by the individual users on Twitter. We are
using 5 machine learning classifiers—SVMs, KNN, decision
trees, logistic regression, and LSTM—for the classification
job, and feasibility of this classification is examined through
evaluation metrics precision, F1-score, and recall. To handle
the imbalanced dataset, the oversampling and under-
sampling of class imbalance approaches are implemented
and analyzed.

4. Proposed Methodology

In this paper, we have selected and trained the tweet data.
We have performed data preprocessing on datasets and
removal of the raw data from the dataset. After value ex-
traction from the datasets, training the data of tweets and
cross-validating the training dataset have been carried out.
/e sampling process is performed over the dataset so that it
can sample the data according to the psychology.

Table 1: Literature survey.

Author Dataset Model Result
Nguyen et al. [18] Clinical group and control group Lasso Accuracy 93
Pennebaker et al. [6] Facebook Knn Accuracy 65
Gaikar et al. [19] Bipolar disorder and depression illness SVM Accuracy 85%
Hanai et al. [10] Audio and text based LSTM F1: 0.44 and precision: 0.59%
Lang and Cao [20] Twitter Naive Bayes Accuracy 86%
Trotzek et al. [12] Reddit message CNN Accuracy 87%
Lang and Cao [20] Speech data Deep CNN RMSE: 9.0001 and MAE: 7.4211
Islam et al. [8] Facebook comments KNN Accuracy 73%
Li et al. [9] Weibo microblogs Logistic regression Accuracy: 77% and precision: 77%
Li et al. [21] Shandong mental health center Kinetic captured skeleton Accuracy 96.47%
Asare Kennedy et al. [16] Smart phone dataset SVM Accuracy 96.44–98.14%
Tadalagi and Joshi [17] Facial expression SVM Accuracy 72.8%
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/e classifier is implemented, which will classify the
actual data and apply various learning methods to it. In the
classification technique, the data are categorized in two
parts: one is imbalanced data, and the other one is balanced
data. In imbalanced data, the data which do not contain any
missed values can be oversampled. Balanced data are cat-
egorized into two types: (1) positive tweets and (2) negative
tweets. /e flowchart is shown in Figure 4.

5. Experiment Setting

5.1. Data Acquisition. In this study, we considered two
datasets: Sentiment_140 and Sentiment_tweets3; these are
publicly available on https://www.kaggle.comfor for re-
search and study purposes.

Sentiment_140: /is is one of the most famous datasets
for sentiment analysis and for natural language pro-
cessing. /e dataset consists of 1.6 million tweets,
which is extracted using Twitter API. /e tweets have
annotation 0� negative, 2� neutral, and 4� positive,
but we use different annotations for our study, which is
0� negative and 1� positive. /ere are 3 fields in the
dataset:

Id� id of the tweet.
Text� the tweet data.
Label� the polarity of tweets (0� negative and
1� positive).

Sentiment_tweets3: /is dataset consist of 14000
tweets, which is publicly available for use, from which
only 6000 tweets are taken for use. For this study, we
combined these two datasets and collectively used
them; if the dataset is imbalanced, then the missing
values of the dataset are checked, and the data are
oversampled.

In the imbalanced dataset, first the number of instances
with positive and negative tweets is checked. /is will de-
grade the overall predictive performance of the model. /e
imbalanced data modeling is carried out with oversampling
data techniques.

5.2.Modeling. Modeling is the mathematical expression that
represents the data in the context of a problem, often a
business problem./e main aim of modeling is to form data
for insights. Machine learning algorithms perform pro-
cessing of data. To process the data, some models are used.
/e following are the data processing models used in this
paper:

(1) Decision tree (DT): A decision tree is a decision
support tool that includes the chances of event
outcomes, resource cost, and utility. It is used in
predictive modeling approaches, statistics, and ma-
chine learning.
One of the important parameters in decision trees is
information gain, which minimizes the amount of
information required to differentiate between two
data points for partition[18].

Info(D) � 􏽘
m

pi log z(pi),

InfoA(D) � 􏽘
vj�1

|DJ|

|D|
∗ Info(Dj).

(4)

Here, pi shows the probability that a tuple in dataset
D may belongs to class ci.
Info (D) is the sum of the mean amount of data
required to determine a data object class D to which
it belongs. /e info gain is calculated as

Gain(A) � info(D) − infoA(d). (5)

(2) Support vector machine (SVM): A support vector
machine is a model that uses the classification al-
gorithm for two-group classification problems. An
SVM is a fast and dependable algorithm. It consists
of a line that separates two data objects, known as the
decision boundary. /is acts as the main separation
axis. /e equation of the separation axis is
Y�mx+ c
where m stands for the slope.
Now, the hyperplane equation separating the data
objects are
H: wt(x)+b� 0, where b stands for the bias term.

(3) K-nearest neighbor (KNN): /is algorithm is used
for classification and regression./e KNN algorithm
assumes the similarity between the new case data and
available cases and put the new cases into the cat-
egory that is most similar to the available categories.
/e KNN algorithm utilizes the Euclidean distance
formula to determine the minimum distance be-
tween two data points in the plane with coordinates
(x, y) and (a, b), which is represented as

Dist((x, y, (a, b)) �

���������������

(x − a)
2

+(y − b)
2

􏽱

. (6)

(4) LSTM: It is an artificial recurrent neural network
architecture used in the field of deep learning. It can
only process single data but can also process an
entire sequence of data.
LSTM transition function[9]:

It� σ (Wi. [ht-1, xt] + bi).
Ft� σ (Wf. [ht-1, xt] + bf).
Qt� tanh (Wf. [ht-1, xt] + bq).
Ot� σ (Wo. [ht-1, xt] + bo).
Ct� ft ® ct-1 + it ® qt.
Ht� ot ® tanh (ct).

/e LSTM model contains multiple iterative steps for
every time stamp. Here, ht-1 shows the hidden states (old),
xt shows the input of the current time stamp, and ft is the
forget gate that partially removes data, which are redundant
or not useful from the old memory cell, for further pro-
cessing in LSTM with ot as the output gate that selects an
appropriate output for the current time stamp. /e sigmoid

Computational Intelligence and Neuroscience 7
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function is used here that has a range [0, 1], which is shown
using the σ symbol, with ® used for multiplication of
elements.

5.3. Data Preprocessing. /e data collected from the social
media platform contain some error or may contain useless
text, which causes difficulty in semantic analysis. As the
dataset we are using is free from emojis, there is no need
for emoji processing. Second, the stop words removal task
is performed by using NLTK in Python. We can download
the list of stop words, and stemming is used, which ignores

stop words and creates systems by removing suffixes or
prefixes that are used with the word. In this study, we use a
snowball stemmer, which is different from a porter
stemmer, as it allows performing multiple language
stemmers. Tfidfvectorizer is used to tokenize the given
document.

5.4. Performance Measure. /e performance measurement
of datasets is carried out with the help of a confusion matrix
from where we get the results, which calculates the values of
accuracy, precision, and recall with the help of positive and

Training dataset
selection

Pre processing &
Label Encoding

Extraction of Values from
dataset

Training the data of Tweets

Cross Validation of Data

Data Sampling

LearningClassifier

LSTM

Imbalanced data Balanced data

Missied values
of Training

Data

Oversample
the data

Positive Tweets
Sampling dataset

Positive
Tweets

Negative
Tweets

Negative tweet
Sampling the dataset

Figure 4: Proposed methodology for handling the data of tweets.
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negative values of datasets. /e formulas used for the cal-
culation of values are

Accuracy �
TP + TN

TP + TN + FF + FN
,

Precision �
TP

TP + FP
,

Recall �
TP

TP + FN
,

F1 − Score �
2∗ Precision∗Recall
Precision + Recall

.

(7)

6. Result and Discussion

We have performed the experiments in this proposed work
in three folds. Experiment 1 performs depression detection
using the imbalanced datasets. In Experiment 2, the SMOTE
technique of oversampling has been implemented to handle
the class imbalance issue of the training dataset. Experiment
3 implements the RUS technique of undersampling for
solving the imbalance issue in the dataset. /e performance
of the classifiers discussed above is analyzed and compared.
/e classification algorithms are analyzed using scikit-learn
library, and we plotted the graphs using Matplotlib library.

Table 2 tabulates the results of the performance mea-
surement with the imbalanced dataset. Table 3 lists the
performance of the various classification models using the
balanced dataset of SMOTE. Table 4 tabulates the results of
the performance measurement of the learning models using
the balanced dataset of RUS.

From Table 2 it is noted that the average precision, recall,
F1 score, and accuracy with the imbalanced dataset are 0.74,
0.65, 0.68, and 0.53, respectively, whereas the average pre-
cision, recall, F1 score, and accuracy with the balanced
dataset using SMOTE are 0.77, 0.67, 0.71, and 0.72, re-
spectively. /ere is a percentage increase of 4.05, 3.07, and
35.84 in the values of precision, recall, and accuracy, re-
spectively. /e results show that solving the class imbalance
problem improves the performance of the psychological
analysis model.

On comparison of Table 3 and Table 4, there is a per-
centage increase of 4.05, 1.51, and 4.34 in precision, recall,
and accuracy, respectively, on using the SMOTE technique
of oversampling in contrast with the RUS approach. /e
results illustrate that the SMOTE approach to handle class
imbalance gives better results for depression detection.

From Tables 2–4, it can also be observed that the values
of precision, recall, F1 score, and accuracy are high when
LSTM is used as a learning model. /e highest recall value of
0.75 is achieved using LSTM. Similar results with the ac-
curacy value as high as 0.83 and the highest precision of 0.84
have been recorded with LSTM as the learning model. /e
observations mentioned above infer that LSTM outperforms
the other baseline models in the depression detection
approach.

6.1. Balanced Data. Figures 5–8 show the graphical repre-
sentation of the performance measurement of precision,
recall, F1score, and accuracy using the imbalanced dataset
on the various leaning models. /e graphs indicate that
LSTM outperforms other baseline learning models in per-
formance measurement.

Figures 9–12 show the graphical representation of the
performance measurement of precision, recall, F1score, and
accuracy using the balanced dataset on the various leaning
models after the application of the SMOTE oversampling
technique. From the graphs, it can be clearly inferred that on
resolving the class imbalance issue of the training dataset, the
predictive performance of the models increases. /e models
are less biased and give more accurate results for depression
detection.

Figures 13–16 show the graphical representation of the
performance measurement of precision, recall, F1 score, and
accuracy using the balanced dataset on the various leaning
models after the application of the RUS undersampling
technique. /e plotted graphs indicate that although RUS
gave better results than the models trained with imbalanced
datasets, it did not outperform the oversampling approach of
class imbalance.

From the above-mentioned statistical analysis and
graphical interpretations, the answers to the research
questions stated above are clearly provided as follows:

Table 2: Results of performance measures with imbalanced dataset.

Classifier Precision Recall F1-score Accuracy
Decision tree 0.73 0.63 0.67 0.03
SVM 0.76 0.67 0.71 0.52
KNN 0.67 0.56 0.61 0.65
LR 0.75 0.68 0.71 0.71
LSTM 0.79 0.72 0.74 0.78
Average 0.74 0.65 0.68 0.53

Table 3: Results of performance measures using SMOTE.

Classifier Precision Recall F1-score Accuracy
Decision tree 0.76 0.64 0.69 0.68
SVM 0.79 0.69 0.73 0.62
KNN 0.69 0.59 0.63 0.71
LR 0.77 0.72 0.74 0.76
LSTM 0.84 0.75 0.79 0.83
Average 0.77 0.67 0.71 0.72

Table 4: Result of performance measure using RUS.

Classifier Precision Recall F1-score Accuracy
DT 0.72 0.64 1.80 0.67
SVM 0.77 0.67 0.71 0.59
KNN 0.67 0.57 0.61 0.68
LR 0.75 0.69 0.07 0.72
LSTM 0.82 0.73 0.77 0.80
Average 0.74 0.66 0.79 0.69

Computational Intelligence and Neuroscience 9
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For RQ1: /e solution of the class imbalance problem
improves the performance of the psychological analysis
model.

For RQ2:/e SMOTE oversampling technique of class
imbalance gives better results for depression detection
using psychological analysis.
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Figure 11: /e F1-score value of balanced dataset using SMOTE.

0

0.2

0.4

0.6

0.8

1

Classifier

Balanced Data using SMOTE

0.68
0.62

0.71
0.76

0.83

Accuracy

D
ec

isi
on

 T
re

e

SV
M

KN
N LR

LS
TM
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For RQ3: /e LSTM classification model outperforms
the other baseline models in the depression detection
approach.

7. Conclusion and Future Scope

/is study describes various techniques for psychological
analysis for depression identification, including machine
learning and lexicon (dictionary and corpus)-based ap-
proaches, with the goal of detecting depression using ma-
chine learning classifiers. We also investigated the
classification of both balanced and imbalanced techniques.
Machine learning algorithms such as decision trees, support
vector machines, and LSTM show good accuracy, but a
hybrid approach may provide better results in detecting
mental health disorders than individual classifiers. Younger

generations are quite active on social media, expressing their
thoughts and opinions on a variety of topics and circum-
stances. Business firms use these platforms for their benefits,
such as collecting customer reviews and complaints about
services. /ese opinions help in identifying customer psy-
chology (positive, negative, and neutral) toward products
and any activity. /e social networking platform has proved
to be a great tool for identifying the mental state of social
networking users. Because depression is a new problem in
the society, examining social network data is helpful in
detecting depression. /is study discusses various obstacles
in psychological analysis, but these issues will be addressed
in the future as more psychological analysis research is
conducted. /e limitation to this research is that it can help
in depression detection on social media. A large number of
people of the world do not use social media because they find
themselves uncomfortable on the social platform, which will
remain undiagnosed.

For future work, we may identify the ability to estimate
depressive disorder and daily activity, which leads to de-
pression analysis withmore accuracy. Bymerging LSTM and
SVMs, we can create a hybrid model that can more accu-
rately identify depression, benefiting people all across the
world. As we know, LSTM can handle large datasets, and
SVM performance in text classification for psychological
analysis has greater accuracy; combining SVMs with LSTM
may give better results for the imbalanced dataset as well as
the balanced data set. In balanced datasets, SMOTE and RVS
are used in the detection of depression. People may suffer
from anxiety, depression, or suicide thoughts, and we can
predict the same using AI and machine learning techniques.
However, what about those who do not use social net-
working platforms? Developing a system that can identify
depressive behavior in persons who do not use social media
is a research objective in the future [20–24].
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Online learning has changed all elements of teaching of entire learning structure from primary to university level all around the
world so that the challenges of online teaching are required to be optimized. -e prominent objective of this manuscript is to
optimize the issues of online teaching-learning in online education. Twelve issues of online teaching-learning are shortlisted by
performing deep reviewing of the literature and grouping into three categories: “Students’ issues,” “Common issues,” and
“Teachers’ issues” using the opinions of expert people. -e analytical hierarchy process method is chosen for ranking of issues of
online teaching. -e findings can become effective in planning to get solution of the challenges of online teaching. -ese
challenges of online teaching may lead to fragmental illness mentally over a long period of time. Because social media platforms
may become an efficient tool for incorporating into online education, social media is a vital aspect of online learning. Over time,
social media use may have an effect on the human brain in one way or another. -e given work’s exploration of online teaching-
learning challenges could lead to a social media-based examination of mental illness.

1. Introduction

-e flexible nature of online classes has proven online
teaching a comprehensive element in education [1]. Online
classes are a learning experience as a mode of instruction and
their characteristics have met the requirements of various
learners [2]. Online teaching people are supposed to have a
specific set of skills [3]. Education organizations are in a
prime part in enhancing the effectiveness of online learning
by assisting teachers, scholars, and content refinement [4].
-e union government has focused on ICT at tertiary level.
For better execution of academic shift (from traditional
pedagogy to online system), consequences of shift are re-
quired to be addressed [5].

Online learning is going to be instrumental for the
college and university studies [6]. Considerable work has
been done to check the feasibility of online classes for
various parameters [7]. Several papers proposed the need of
supporting academic organizations for improvement in the
results of online learning [8]. Literature is deficient in case of
dealing with the challenges of empowerment of online in-
structors and integrating techniques in methodological in-
quiry. Moreover, the past related work on online learning is
hardly vocal about the critical optimization of competency-
based teacher learning pattern [9]. Teachers build social
media groups for each set of students to stream live sessions
on social media platforms in order to answer questions and
manage assignments. Peers might use social media platforms
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as an announcement board for a group of students. -e use
of digital content in conjunction with social media groups
and channels may be beneficial. Social media is a powerful
tool for aesthetically appealingly presenting a sequence of
photographs or graphics.

(a) -erefore, it is required to address the challenges and
issues of online teaching.

(b) -us, the prime objectives of the current work are
the exploration of challenges and issues of online
teaching in Indian perspective.

(c) Literature survey and experts’ opinions are utilized
to choose challenges and issues of online teaching in
Indian perspective.

(d) -en, AHP method is chosen to analyze the chal-
lenges and issues of online teaching in Indian
perspective.

(e) A set of issues of online teaching-learning has been
shortlisted in three categories.

(f ) -ese critical challenges of online teaching from
three different categories have been compared and
ranked.

(g) -e findings can become effective in planning to get
solution of the challenges of online teaching.

(h) -ese challenges of online teaching may lead to
fragmental illness mentally over a long period of
time.

(i) Since social media has the potential to be an effective
method for inculcating into online learning, it is an
important part of online learning.

(j) Social media platforms are more or less addictive,
and they have been linked to psychosocial problems
and partial mental disease.

AHP was proposed by Saaty in 1977. -is is being ap-
plied these days very frequently to compare possible options.
-e priorities calculated by the AHP method can be used to
rank the factors. -is consistency-based method is easy,
robust, reliable, and mathematical.

-e paper has been settled as follows: critical reviewing
from concerned literature has been done in the next section.
Challenges and issues of online teaching are recognized in
Section 3. -e proposed method has been discussed in
Section 4. -e calculation has been shown in Section 5. -e
concluding statement and scope of future work have been
stated in Sections 6 and 7, respectively.

2. Review of Relevant Literature

Liang and Chen studied issues, potential, and challenges of
online education for stakeholders while designing online ac-
tivities [10]. Tai focused on the interaction in the teaching and
highlighted some of the challenges and issues of online scholars
as opposed to off-line scholars with the expressions of the face
and gesture to further support interaction with staff [11].

Bawane and Spector reviewed the transformation learn
theory [3]. Taylor explained that “competency and standards

driven” work in online learning as techno-centric approach
has developed one-size-fits-all concept for online teachers
[12]. Valli considered online teachers who provide knowl-
edge with theory and research for analysis and regular
improvement in the level of teaching [13].

Kebritchi et al. concluded that academic organizations
require to deal with the issues in online teaching and boost
the efficiency of online learning [4]. Martin reviewed
hundreds of articles from several online sources to much
concentration on the student domain [14].-e policymakers
are supposed to ensure the access of workable communi-
cation tools and better digital educational exposure and
boost technology-assisted education for learners to manage
and make the education structure better [5].

-ere are various statistical methods, which may be used
for finding the relational priority of the influencing factors.
-e analytic hierarchy process (AHP) is an efficient method
of handling the complicated decision problems when rele-
vant data are tedious to be analyzed [15]. -e AHP meth-
odology, originally deliberated through Saaty, makes the
multi-criteria decision analysis, a hierarchy for the choice
[16]. AHP methodology converts the decision issue into a
hierarchical model, and then, further it outlines a goal for
ranking and determines various criteria and subcriteria [17].
-e feature of AHP to contemplate criteria and options
makes it an acceptable methodology for the industrial ap-
plications [18]. -e analytic hierarchy methodology is uti-
lized in various applications such as political science,
finance, and technology [19]. AHP is beneficial for getting an
optimization value with different indicators [20]. A standard
objective of survey analysis, ranging from few experts to
hundreds of interviewed individuals in AHP, is to gather
data representative of a population, and determining the size
of the sample is very crucial in this method. Table 1 briefs few
of the recent research efforts to address challenges and issues
of online learning and relevant use of AHP methodology to
rank the parameters.

-e literature review indicates that challenges of online
teaching are important from the point of view of academics,
but a complicated work to be done. -us, it is necessary to
recognize issues of online teaching. Section 3 has the list and
details of challenges and issues of online teaching.

3. Identification of Challenges and Issues of
Online Teaching

Various databases (papers published in journals/presented
in conferences having “Online Teaching” and “Online
Classes” keywords) were reviewed, and then, twelve types of
issues were categorized into three categories as per expert’s
opinions. -e key issues include “Technical difficulties with
online teaching tools,” “Over-reliance on the educator,”
“Students alienation,” “LMS complications,” “Lack of real
face to face interaction,” “Unstable/intermittent network
connection issues,” “Data privacy/security,” “Time-con-
suming,” “Staying connected with passive students,” “Cre-
ating/editing/sharing online teaching content,” “Fostering
an affective online learning climate,” and “Laboratory
demonstration.” -e identified critical barriers are
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“Common issues,” and “Teachers’ issues.”

3.1. Students’ Issues. Online teaching should pay special
emphasis on student interaction [21]. -e scholars’ con-
nection with the study management system mainly influ-
ences the student experience in case of online education [22].
Kebritchi et al. identified three types of issues in online
education as issues related to teachers and students [4]. -e
issues related to teachers are in the four specific categories of
“Technical difficulties with online teaching tools,” “Over-
reliance on the educator,” “Students alienation,” and “LMS
complications.”

3.1.1. Technical Difficulties with Online Teaching Tools
(TDWOTT). -e students lack sufficiency of time and fire of
eagerness to learn newer things for online learning. -e
students show dissatisfaction with the technical complica-
tions installed by academic organizations for online mode,
and as such, students devote much time on learning newer
technologies.

3.1.2. Over-Reliance on the Educator (OROE). Most online
deliveries, keeping the academic study matter in a general
structure in the teaching tool, make effort to develop a
comprehensive academic system that the scholars assume
from course-wise and module-wise. Excessive dependency
on online education becomes the issue for both instructor
and learner.

3.1.3. Students Alienation (SA). Students feel very discon-
nected and isolated in the mode of online teaching, which
influences learning. It is probably the consequence like sense
of transactional gap in online mode and deficiency of
communication cues (face, voice, etc.).

3.1.4. LMS Complications (LMSC). Technological compli-
cations may be because of the poor coordination of oper-
ation of the hardware and software in better online teaching.

3.2. Common Issues. -ere are few issues in online learning,
which are concerned with students and teachers. -e issues
related to teachers are in the four specific categories of “Lack
of real face to face interaction,” “Unstable/intermittent
network connection issues,” “Data privacy/security,” and
“Time-consuming.”

3.2.1. Lack of Real Face to Face Interaction (LORF2FI).
-e durable learning requires the capability for adaption to
new era challenges. Effective feedback techniques are de-
mand of hour.

3.2.2. Unstable/Intermittent Network Connection Issues
(UINCI). Since online learning requires students and
teachers to have access to technology, the challenges of
technological accessibility cannot be ignored. Learners find
the online classes as a discriminatory way by rendering them
disproportionate with their mates regarding online learning
technologies. Access to newer technical implications for
online learning activities is hurdled by slow data speed and
unstable network connectivity.

3.2.3. Data Privacy/Security (DPS). In the fast application of
newer technology, educational institutes do gather huge
personal info on learners and teachers and this has been
creating sufficient troubling questions about data privacy.

3.2.4. Time-Consuming (TC). Even after a lot of merits
related to online teaching videos, issue of long-duration
videos for teaching also exists. Learners’ opinion on online
study material is “bulky, cumbersome, and time-consum-
ing.” -e duration of any online video is not directly pro-
portional to the fraction of videos watched by learners.

3.3. Teachers’ Issues. Among several ones, the pedagogical
role is the most important [3]. -e guide’s part in the online
learning needs much comprehensive as instructor work with
pedagogical issues dealing with different disciplines and
technologies [23]. It is notable that teachers do structure
discourse of topics and dedicate huge time support for
scholars in online learning [24]. -e issues related to
teachers are in the four specific categories of “Staying
connected with passive students”; “Creating/editing/sharing
an online teaching content”; “Fostering an affective online
learning climate”; and “Laboratory demonstration.”

3.3.1. Staying Connected with Passive Students (SCWPS).
-ere are different types of learners. Passive learners acquire
the information but do not show interest to look for the
practical applications. It is required to deliver in such a
fashion that may indulge non-active students in online
classes to assist to get all possible advantages.

Table 1: Latest research of challenges and issues of online teaching.

Author Objective and outcome

[4] -ey studied about the prime issues and tactics that influence the quality of higher online education. -ey checked the literature
that suggested to deal the challenges for online instructors

[10]

-ey highlighted challenges confronting online teaching
(i) Quality assurance and standards
(ii) Commitment versus innovation
(iii) Copyright and intellectual property

Computational Intelligence and Neuroscience 3
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3.3.2. Creating/Editing/Sharing an Online Teaching Content
(CESOTC). Simplification of assignment is required for
better understanding of learners. Teachers face issues with
developing teaching matter content on LMS. Course rede-
sign for online classes is about the technical complication of
designing new teaching material and establishing favorable
learning climate.

3.3.3. Fostering an Affective Online Learning Climate
(FAOLC). For creating impressive online education envi-
ronments, a systemized method is needed so that evaluation
of the impact of education can be analyzed.

3.3.4. Laboratory Demonstration (LD). Teachers express
huge emphasis on the laboratory activities for the students in
online studies. Teachers demand the demonstration tech-
nologies in practice.

4. Methodology

To obtain the prime aim of our research work, which is the
optimization of challenges of online teaching, 12 issues of
online teaching are subcategorized into 2 levels (Students’
issues, Common issues, Teachers’ issues) as mentioned in
Figure 1. -e figure displays the overall ranking corre-
sponding to complete hierarchical structure of issues taken
in the current research work.

Optimization of twelve issues of online teaching is taken
into three categories as Students’ issues, Common issues,
Teachers’ issues. Analytical hierarchical process (AHA) is a
hierarchy-based process; therefore, it is the best-suited
multi-criteria decision-making technique for our study with
a two-level categorized structure. A Web-based survey was
also done with inputs from 50 individuals using Google
Form to take the unbiased inputs of stakeholders to un-
derstand the priorities of the related people for various issues
as potential challenges. -is survey response has been duly
used as a weight in the ranking of issues.-ereafter, the AHP

technique has been employed in ranking these essential
barriers.

4.1. Analytical Hierarchy Process. AHP technique calculates
the consistency employing a consistency index. It permits
customers to analyze the relational weight age of numerous
options in context with given parameters. -e analytic hi-
erarchy process (AHP) is a math and psychology-based
system for organizing and analyzing complicated decisions.
-e AHP has got used in many domains involving selec-
tions, during which prioritization or foretelling is required.
-e analytic hierarchy process (AHP) is a process that
measures through pairwise comparisons and relies on expert
opinion to derive priority scales. AHP permits the evaluation
of comparative bias of several criteria counter to certain
criteria spontaneously. It is one of the most extensively used
tools for making multiple-criteria decisions. -e AHP is
being practiced in government policymaking, R&D, aca-
demic activities, business decisions, defense, and other many
more verticals wherein decisions are made taking into ac-
count choice, preference, or prediction [25]. AHP is a versatile
method for simplifying the complex MCDM issues in an
organized manner by disintegrating a compound decision
problem into an ordered array of relational decision members
(evaluation criteria, sub-criteria, and substitutions).

-e analytic hierarchy process on the basis of variable
weight age methodology may adequately deal with the fixed
weight ages of conventional analytic hierarchy process [26].
-e analytic hierarchy process has three fundamentals such
as problem decomposition, comparison judgment, and
synthesis of comparative influence or ranks [27–29]. Many
systems employ the AHP algorithm approach to make tough
decisions. -e AHP method might be considered when
making decisions because data processing utilizing the AHP
method will give you the greatest advice for making a big
decision [30]. AHP is a versatile tool that may be used alone
or in combination with other tools to solve construction
decision-making issues [17, 31].

Objective: To Rank Issues of Online Teaching

Students' 
issues

Common 
issues

Teachers' 
issues

1. Technical difficulties 
with online teaching 
tools [TDWOTT] 
2. Over-reliance on the 
educator [OROE] 
3. Students alienation 
[SA]
4. LMS complications 
[LMSC]

1. Lack of real face to 
face interaction 
[LORF2FI]
2. Unstable/ intermittent
network connection 
issues [UINCI]
3.Data privacy/ 
security [DPS]
4. Time-consuming [TC]

1. Staying connected with 
passive students [SCWPS] 
2. Creating/editing/sharin
g online teaching content 
[CESOTC]
3. Fostering affective online 
learning climate [FAOLC] 
4. Laboratory demonstration 
[LD]

Figure 1: AHP-based hierarchical model to analyze issues of online teaching.
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For the optimization of the challenges and issues of
online teaching using the AHP approach, the identified 12
issues have been compared and evaluated using analytical
hierarchical process method and further ranked in terms of
priorities [32]. After identification of the hierarchical
structure of AHP, further the AHP can be invoked through
the following sequence of steps [33–35].

(a) Selection of criteria (n number of criteria).
(b) -orough evaluation of the relational value via a

sequence of pairwise associations corresponding to
every decision condition employing a 9 pointer rule
(1–9) to indicate their observations. -e significance
of values from 1 to 9 is tabulated in Table 2.

(c) Building an array of pairwise comparative square
matrices (n× n) corresponding to every element in
decision-making.

(d) -e decision components are compared pairwise by
employing n (n− 1) judgments.

(e) -ere is an auto-assignment of the reciprocals
corresponding to every pairwise comparison.

(f ) Normalization of the generated comparison matrix
is performed.

(g) Hierarchical combination is obtained to generate the
weights of the criteria.

(h) Eigenvalues λ can be calculated as the ratio of
weighted sum value and criteria weight for each row
of consistency matrix.

(i) Principal eigenvalue is the average of all eigenvalues.
Here, we calculated the principal eigenvalue from the
individual eigenvalues using the following equation:

Principal EigenValue,

λmax � 􏽘
λ
n

.

(1)

(j) -e calculation of consistency index (AHP calcu-
lation) can be done using the following equation:

Consistency IndexCI �
λmax − n( 􏼁

n − 1
. (2)

(k) Random index (RI) is the value attained through
arbitrarily generated pairwise comparison matrix.
-e significant quantum values of random index are
given in Table 3.

(l) -e consistency ratio (AHP calculation) is the ratio
of consistency index and random index and is given
as follows:

Consistency Ratio(CR) �
CI

RI
. (3)

Table 2: Comparison scale in AHP (Foteinopoulos et al.).

Impact of importance Classification Description
1 Equally significant Two actions endorse likewise for an objective
3 Feeble significance of one over another Familiarity and evaluation partially weigh an action to the other
5 Indispensable significant Familiarity and evaluation strongly weigh an action to the other
7 Established significance An action is predominantly being biased and its authority is validated
9 Complete significance -is is the maximum feasible degree of conformance
2, 4, 6, 8 Intermediary tenets In case of a need for some negotiation

Table 3: RI values of n criteria (Saaty).

n 1 2 3 4 5
RI 0.00 0.00 0.58 0.90 1.12

Table 4: Pairwise comparison matrix of criteria.

Criteria Students’ issues Common issues Teachers’ issues Priority matrix Rank
Students’ issues 1 2 5 0.580 1st
Common issues 0.5 1 3 0.317 2nd
Teachers’ issues 0.2 0.333 1 0.110 3rd
Maximum eigenvalue� 3.006 and C.I.� 0.003.

Table 5: Pairwise comparison matrix of students’ issues.

Students’ issues TDWOTT OROE SA LMSC Priority matrix Rank
TDWOTT 1 7 9 3 0.606 1st
OROE 0.142 1 4 0.500 0.125 3rd
SA 0.111 0.250 1 0.200 0.047 4th
LMSC 0.333 2 5 1 0.220 2nd
Maximum eigenvalue� 4.114 and C.I.� 0.038.
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-e consistency ratio must be, at most, 10% to maintain
consistency in calculated judgments. A consistent ratio (CR)
value of 0.1 or less is acceptable, else termed as inconsistent
[17].

5. Results

On the basis of the data gathered by Web-based survey
regarding challenges and issues of online teaching, matrices

have been formulated and further calculation for calculating
priorities is done by the concept of AHP. -e formation of
the pairwise comparison of the different categories of issues
of online teaching is presented in Table 4. Table 4 has di-
agonal elements unity, and other elements are on the basis of
survey values.

Table 4 results show that “Students’ issues (0.580)” was
the most important category of issues of online teaching
followed by “Common issues (0.317)” and “Teachers’ issues

Table 6: Pairwise comparison matrix of common issues.

Common issues LORF2FI UINCI DPS TC Priority matrix Rank
LORF2FI 1 2 9 7 0.531 1st
UINCI 0.5 1 8 5 0.338 2nd
DPS 0.111 0.125 1 2 0.072 3rd
TC 0.142 0.200 0.5 1 0.059 4th
All four diagonal elements of Table 6 are unity value, and values in all other elements are on the basis of inputs. Maximum eigenvalue� 4.182 and C.I.� 0.061.

Table 7: Pair wise comparison matrix of teachers’ issues.

Teachers’ issues SCWPS CESOTC FAOLC LD Priority matrix Rank
SCWPS 1 2 0.5 0.25 0.134 3rd
CESOTC 0.5 1 0.2 0.142 0.066 4th
FAOLC 2 5 1 0.5 0.284 2nd
LD 4 7 2 1 0.518 1st
Maximum eigenvalue� 4.014 and C.I.� 0.00466.

Table 8: Computation of overall weight of issues of online teaching.

Category
name

Weight of
categories Rank Identified issues of online teaching Local weight of

issues
Overall weight of

issues
Overall rank of

issues

Students’
issues 0.580 1st

Technical difficulties with online teaching
tools (TDWOTT) 0.606 0.3514 1st

Over-reliance on the educator (OROE) 0.125 0.0725 5th
Students alienation (SA) 0.047 0.0273 8th

LMS complications (LMSC) 0.220 0.1276 3rd

Common
issues 0.317 2nd

Lack of real face to face interaction
(LORF2FI) 0.531 0.1683 2nd

Unstable/intermittent network connection
issue (UINCI) 0.338 0.1071 4th

Data privacy/security (DPS) 0.072 0.0228 9th
Time-consuming (TC) 0.059 0.0187 10th

Teachers’
issues 0.110 3rd

Staying connected with passive students
(SCWPS) 0.134 0.0148 11th

Creating/editing/sharing an online
teaching content (CESOTC) 0.066 0.0073 12th

Fostering an affective online learning
climate (FAOLC) 0.284 0.0312 7th

Laboratory demonstration (LD) 0.518 0.0569 6th

Table 9: Comparison of this study with some recent contributions.

Paper Outcome Present work

[5]
-eir study found the challenges and issues in online teaching as
the unstable network connection, intermittent signal issues, and

offline conduction of classes, a lack of motivation

Our study identified the twelve key issues in online education
and ranked them usingMCDM technique, on the basis of aWeb-
based survey with inputs from fifty stakeholder individuals

[22]
-ey examined some of the challenges between online students

and teachers. -ey suggested to develop flexible learning
activities about course topics

Critical challenges and issues of online teaching from three
different categories (Students’ issues, Common issues, and

Teachers’ issues) have been compared by analytical hierarchy
process (AHP) methodology
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(0.110).” Further, various issues of online teaching have been
ranked for each category. In Table 5, the issues under cat-
egory “Students’ issues” of online teaching had been checked
for hierarchy.

“Technical difficulties with online teaching tools (0.606)”
had been reported most important issue under category
“Students’ issues” of online teaching, followed by “LMS
complication (0.220),” “Over-reliance on the educator
(0.125),” and “Students alienation (0.047)” in Table 5. In
Table 6, issues under category “Common issues” had been
checked for hierarchy.

“Lack of real face to face interaction (0.531)” had been
reported most important issue under category “Common
issues” of online teaching, followed by “Unstable/inter-
mittent network connection issues (0.338),” “Data privacy/
security (0.072),” and “Time-consuming (0.047)” as shown
in Table 6. -e issues under category “Teachers’ issues” are
checked to hierarchy scale below.

Table 7 shows that “Laboratory demonstration (0.518)”
had been noted as the most effective issue in category
“Teachers’ issues” of online teaching, followed by “Fostering
an affective online learning climate (0.284),” “Staying con-
nected with passive students (0.134),” and “Creating/editing/
sharing an online teaching content (0.066).”

-e consistency ratio calculated values are in the per-
missible range for various pairwise comparison matrices
shown in Table 4 to Table 7.

We have evaluated the overall weight of every issue with
the help of local weight of the issue and calculated the
product by respective category’s weight. After computing,
overall weights of issues are tabulated in Table 8, showing
that “Technical difficulties with online teaching tools,” “Lack
of real face to face interaction,” and “LMS complications” are
presented top three issues on the basis of overall weight age
of issues.

Category ranking and overall ranking of all the issues are
done in Table 8. Firstly, local weights of all twelve factors
have been computed (as shown in the fifth column of Ta-
ble 8), and then, the weight of their relevant category has
been multiplied to get the overall weights of the factors (as
shown in the sixth column of Table 8). Table 8 demonstrates
that “Creating/editing/sharing an online teaching content,”
“Staying connected with passive students,” and “Time-
consuming issue” are presented bottom three issues based
on the overall ranking of issues.

-e current work has been fairly compared with the
contribution from other researchers in the similar domain.
-ough there is no success as on date to curb the virus, some
of the researchers have done wonderful efforts in uncovering
challenges and issues of online teaching, which may be
considered to be helpful for policymakers. -e outcomes are
in Table 9.

6. Conclusions

-is study has shown a MCDM method for optimization of
challenges and issues of online teaching using the AHP
technique, with twelve issues (“Technical difficulties with
online teaching tools,” “Over-reliance on the educator,”

“Students alienation,” “LMS complications” “Lack of real
face to face interaction,” “Unstable/intermittent network
connection issues,” “Data privacy/security,” “Time-con-
suming,” “Staying connected with passive students,” “Cre-
ating/editing/sharing online teaching content,” “Fostering
an affective online learning climate,” and “Laboratory
demonstration”). A total of twelve critical challenges and
issues of online teaching from three different categories have
been compared and ranked. -e current work has explored
the possible issues factors, which can become a key to ad-
dress the challenges of online teaching. It is obvious from the
findings of the work that factors of Students’ issues, which are
influenced by factors such as “Technical difficulties with
online teaching tools” and “LMS complications,” prove to be
the most critical challenges of online teaching. -ese ob-
servations may relate the mental maladies because of social
media linked with online mode of teaching and learning.

7. Scope for Future Work

In our study, we have applied only one technique but some
other methods such as DEMATEL, TOPSIS, best-worst
method, and fuzzy AHP, which can be instrumental for
similar issues. Further results by applying many techniques
can be compared.
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Major depressive disorder (MDD) is a mood state that is not usually associated with vision problems. Recent research has found that
the inhibitory neurotransmitter GABA levels in the occipital brain have dropped. Aim. ,e aim of the research is to evaluate mental
workload by single channel electroencephalogram (EEG) approach through visual-motor activity and comparison of parameter
among depressive disorder patient and in control group. Method. Two tests of a visual-motor task similar to reflect drawings were
performed in this study to compare the visual information processing of patients with depression to that of a placebo group. ,e
current study looks into the accuracy of monitoring cognitive burden with single-channel portable EEG equipment. Results. ,e
alteration of frontal brain movement in reaction to fluctuations in cognitive burden stages generated through various vasomotor
function was examined. By applying a computerised oculomotor activity analogous to reflector image diagram, we found that the
complexity of the path to be drawn was more important than the real time required accomplishing the job in determining perceived
difficulty in depressive disorder patients. ,e overall perceived difficulty of the exercise is positively linked with EEG activity
measured from the motor cortex region at the start of every experiment test. ,e average rating for task completion for depression
patients and in control group observed and no statistical significance association reported between rating scale and time spent on
each trial (p � 1.43) for control group while the normalised perceived difficulty rating had 0.512, 0.623, and 0.821 correlations with
the length of the pathway, the integer of inclination in the pathway, and the time spent to complete every experiment test, respectively
(p< 0.0001) among depression patients. ,e findings imply that alterations in comparative cognitive burden levels during an
oculomotor activity considerably modify frontal EEG spectrum. Conclusion. Patients with depression perceived the optical illusion in
the arrays as weaker, resulting in a little bigger disparity than individuals who were not diagnosed with depression. ,is discovery
provided light on the prospect of adopting a user-friendly mobile EEG technology to assess mental workload in everyday life.

1. Introduction

,e human cognitive system is of interest to researchers
working on computational applications for a variety of
reasons across many fields. For more than three decades,

researchers have been seeking to overcome this challenge to
understand human cognitive capability [1, 2]. In major
depressive disorder, abnormalities in motor activity are
linked to other characteristics such as a lack of interest in
daily chores (MDD). As a consequence, patients with
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currentMDDhave lowermotor activity [3, 4], and treatment
response has been linked to increased motor activity [5, 6].

Here, we also brief about other mental illness disorders.

(i) Anxiety: unlike typical feelings of apprehension or
anxiety, anxiety disorders are characterized by ex-
cessive fear or anxiety. ,e most common mental
ailments are anxiety disorders. Anxiety sufferers
may strive to avoid circumstances that aggravate or
cause their symptoms. Workplace productivity,
schoolwork, and personal relationships could all be
harmed. Generalized anxiety disorder, panic dis-
order, particular phobias, agoraphobia, social anx-
iety disorder, and separation anxiety disorder are all
examples of anxiety disorders.

(ii) Panic disorder: the most prevalent symptom of
panic disorder is recurrent panic attacks, which are
characterized by an overwhelming combination of
physical and psychological anguish. Many of these
symptoms, such as trembling or shaking, palpita-
tions, pounding heart or high heart rate, perspira-
tion, feeling alienated, and fear of losing control,
might occur simultaneously during an attack. [7].

(iii) Posttraumatic stress disorder (PTSD): people who
have been threatened with death, sexual violence, or
serious injury, or who have experienced or wit-
nessed a traumatic incident such as a natural di-
saster, a catastrophic accident, a terrorist attack,
war/combat, or rape, may develop posttraumatic
stress disorder (PTSD). People with PTSD have
strong, unsettling thoughts and feelings about the
traumatic event that last long after it has happened.
,ey may have flashbacks or dreams about the
event, as well as feelings of sadness, fear, or anger, as
well as a sense of being distant or estranged from
people [8].

(iv) Dissociative Disorders: dissociative disorders im-
pact memory, identity, emotion, perception, con-
duct, and sense of self. Dissociative symptoms can
impact every element of a person’s mental health.
Detachment or feeling as if one is outside one’s
body, as well as memory loss or amnesia, are ex-
amples of dissociative symptoms. Dissociative ill-
nesses are typically linked to traumatic experiences
in the past [9].

Neuropsychological problems are common symptoms in
people suffering from chronic fatigue syndrome (CFS). ,e
goal of the study was to compare the cognitive abilities of
CFS patients to those of two illness comparator groups
(nonmelancholic depression and acute infection), as well as
healthy controls [10, 11]. However, quantitative measure-
ments of motor activity have become more common in
recent years. On the one hand, miniaturized accelerative
devices with great reliability and validity have been devel-
oped as a result of technological advancements [12]. Recall
questionnaires, on the other hand, were found to have only
limited validity in metaanalyses [13]. Women are diagnosed
with depression at a higher incidence than men, which may

be due to women’s proclivity to seek treatment as soon as
possible [14, 15]. In accordance with this, latest long-term
telehealth strategies use objectively assessed cognitive
movement as a replacement for depressed clinical signs.

,e relationship between mental and physical health is
mentioned here. Chronic physical illnesses get worsened by
poor mental health. People who are suffering from major
mental diseases are more likely to develop chronic physical
ailments. ,ose patients who have severe physical disorders
are more prone to develop mental problems [16, 17]. ,e
connection among psychological and physical health is well
established [18], While new technologies are being devel-
oped to observe numerous indices of physical health with
wearable and wireless devices, such as pulse, blood pressure,
and body temperature [19, 20], the alternatives for moni-
toring cognitive burden are far more limited. ,e difficulty
of reliably measuring and quantifying mental states is one of
the key obstacles.

A transportable EEG system with several functional
prototypes has recently been suggested. ,e preponderance
of these recommendedmobile EEG devices offers consumers
a wireless and feasible option for monitoring their real-time
brain processes while maintaining the excellent transient
response of data gathered by conventional laboratory EEG
equipment [21]. Mobile electroencephalography (mobile
EEG) is the next neuroscientific device for studying real-time
activity in the brain that is fairly affordable, noninvasive, and
has portability. It takes an advantage of cutting-edge
hardware, as well as the long-established advantages of
traditional EEG and recent signal processing advancements
[22, 23]. ,e EEG signals obtained through such mobile
equipment and applications have been convenient in
assessing and determining themetal conditions of users [24].
As a result, the purpose of this study was to see if a single-
channel dry sensor mobile EEG device could be used to
assess cognitive burden. In addition to the conventional wet
EEG system, which emerges with various tech challenges
such as skin and electrode readiness, user discomforts, and
lengthy preparation time, the dry sensor EEG system’s er-
gonomic design and high flexibility enable us to evaluate the
psychological condition of users during an unrestrained
innate activity, in a physical world establishing well outside
research lab.

In major depressive disorder (MDD), both quantitative
and qualitative cognitive evaluations are changed, but there
is minimal correlation between them especially in those with
residual mood symptom everyday memory and related
cognitive concerns expressed by people should prompt
further research into sleep quality and (or) additional health
related complications, as these conditions are known to
impact mental enactment [25, 26]. Sleep, for instance, may
have mental confusion, disorientation, or delirium effects
[27], and the lack of good quality sleeping hours impacts a
variety of cognitive domains [28]. Depression is not a natural
element of getting older and should never be overlooked or
neglected. Unfortunately, geriatric depression is commonly
misunderstood and neglected, but they may be hesitant to
seek treatment. A few of the depression symptoms in the
elderly may differ or be less evident, which could be memory

2 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

problems or personality shift aches, and aches all throughout
the body [29, 30]. Although there is evidence that visual
processing is disrupted in MDD, it is unclear whether the
loss is in retinal or cortical processing (or both). A retinal
deficiency would imply more localised alterations in visual
information processing, whereas a cortical deficit could
indicate a more general abnormality. Electrophysiological
and behavioural examinations of contrast perception in
major depressive disorder (MDD) have produced mixed
results, and most previous behavioural research has ex-
amined contrast detection at the threshold. From a practical
perspective, visual contrast tests are a quick, easy, and
noninvasive procedure that could be refined further to serve
as biomarkers for aberrant visual information processing in
depression. ,is discovery provided light on the prospect of
adopting a user-friendly mobile EEG technology to assess
mental workload in everyday life.

1.1. Importance of the Study. Two of the most prevalent
persistent problems among MDD patients who achieve
clinical remission are cognitive dysfunction and functional
impairments. Our findings include a mental workload as-
sessment of MDD patients and a control group, as well as
moderate impact sizes in the neurocognitive domains of
processing speed, attention, executive function, learning,
and memory.

1.2. Objective. ,e objective of the research is to evaluate
mental workload by a single channel EEG approach, brain
rhythms through visual-motor activity, and comparison of
parameter among depressive disorder patient and in control
group.

2. Method

2.1. Participants. For this investigation, a total of twenty
participants were enrolled. Ten individuals have healthy or
actually corrected eyesight and have never had a neurode-
generative or psychiatric problem. An average age of control
group is 28.3± 3.2 years. While other ten participants have
average age of 27.3± 2.8 years. ,e beck depression in-
ventory (BDI) [28] was conducted before pretesting at a
psychologist’s institute, and these subjects were enrolled
based on their results. For the depressive disorder patients,
BDI score above 30 was considered (Table 1). ,e BDI toll
was employed since it is a frequently used depression as-
sessment measure in research and clinical practise. Partic-
ipants with elevated levels of depression and nondepressed
controls will be easily identified using this assessment. For
validity and reliability, the BDI has been standardised in
several countries and cultures [31, 32].

Ethical clearance: the data collecting format and ex-
perimental methodologies to prospectively acquire thorough
information on acute stroke patients in order to conduct this
study were approved by the Institutional Committee as well
as a partner hospital. Each patient was required to complete
an informed consent form. ,e entire data gathering pro-
cedure was carried out in compliance with the methodology

and standards that had been accepted. On request, a full
form will be provided.

Healthy individuals are administered through a phone
screening session.

2.1.1. Inclusion Criteria. Both control and depressive pa-
tients had to be highly right handed (a rating of 34 on
Chapman & Chapman’s 1987 39-point scale). Age was <18
years for both groups. For the depressive disorder patients,
BDI score above 30 was considered.

2.1.2. Exclusion Criteria

(i) For Control group: participants have no background
of head injury with failure of consciousness lasting
more than 10 minutes, cerebrovascular accident,
seizure disorders, electroconvulsive therapy, usage
existing psychiatric drugs, or frequent suicidal be-
haviour (though respondents with present mental
and rehabilitation therapy were consider). ,e
healthy controls had no current or prior history of
mental illness, and they said that they had no rel-
atives with Axis I disorders such as anxiety, panic
disorder, dissociative disorders, or posttraumatic
stress disorder.

(ii) BDI score was >30, as well as other comorbid
conditions and mental illnesses were acute suici-
dality, depressive disorder with psychotic symptoms,
bipolar disorder, organic psychiatric disorders,
substance-abuse disorders, schizophrenia, schizo-
affective disorders, and borderline personality dis-
order for the depressive disorder group.

2.2. Data Trial. Ten trials of computerised visual motor
activity were completed by all subjects. Milner was the first
to utilise the mirror drawing challenge to see how cognitive
deficits affected learning and developing motor skill [33]. In
order to complete the tasks correctly, respondents were had
to develop a unique set of visual-motor connections (i.e.,
moving their hands in the opposite direction as depicted on
the computer monitor) and suppress the well-learned re-
lationship between visual and motor coordination [34].
Participants in this study were instructed to accomplish a
computerised activity comparable to oculomotor activity
and reflector image diagrams that was designed in MATrix
LABoratory (MATLAB) using the PsychToolbox [35, 36].
Figure 1 shows the MATrix LABoratory single-buffered
drawing model.

Table 1: Beck depression inventory score (BDI).
Levels of depression as per beck depression inventory Total score
,ese ups and downs are considered normal 1–10
Mild mood disturbance 11–16
Borderline clinical depression 17–20
Moderate depression 21–30
Severe depression 31–40
Extreme depression Over 40
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sketch the boundary of the given pictures, as shown in
Figure 2. ,e mouse’s left and right movements were re-
versed by the programme. ,e participants were requested
to hold down the left mouse key during the tracing, and the
tracing was discontinued when they let off of the key. Prior
to signal data acquisition, all subjects were given 10 pre-
testing chance to acquaint themselves for predesigned as-
signment. Studied subjects were instructed to finish the
reproduction or draw over in less than 300–360 seconds in
every signal data acquisition test. All subjects were instructed
to trace as precisely as possible within the boundary and to
return to the border at the same point where the tracing left
it. On a psychometric response scale for oculomotor activity
of 1 to 7, participants were instructed to assess the com-
plexity of the tracing, with 1 being “not difficult at all” and 7
representing “extremely tough.”

2.3. Data Collection. ,e draw over assignment and the
single channel-EEG data acquisition were managed by two
independent computers. Before each experiment, the clocks
were synchronised. A 32″ liquid crystal display (LCD)
display was used to show the sketching activity to the
subjects, which was situated 30″ from their foreheads.

,e MATLAB programme accumulated behavioural
data such as timeframe (the time from the very first mouse
pointer motion until the last observed motion), completion
rate (the percentage of draw over activity which was ac-
complished by subjects), preciseness (the fraction of draw
over activity that the studied participants prepared within
the border of the displayed picture), and interpretive rating
of task complexity along with the true tracing route. ,e
NeuroSky Mind Wave Mobile headset was used to capture
single-channel EEG data from the volunteers’ foreheads at a
frequency range of 480Hz.

,e Mind Wave Mobile headset is an EEG-monitoring
device that safely detects brainwave patterns and tracks
individuals’ attention levels as they interact with various
apps. It detects brain signals, filters out background noise
and electrical interference, and transforms to digital power.

During the experiment, EEG data were wirelessly sent
and recorded on the data gathering compute (Figure 3).

2.4. Practice and Evaluation of EEG Single. Real-time EEG
data were captured at 512Hz, and the frequencies within 0.5
and 45Hz were recovered. ,e dataset was then subjected to

a wavelet--based filter to eliminate eye blink and movement
artefacts.

,e eye-blinks and movement of the eye balls are a
common difficulty encountered during the clinical recording
of electroencephalogram (EEG) signals. Changes in the
electric fields are around the eyes, and hence over the scalp,
are caused by eye blinks. As a result, EEG recordings are
frequently highly distorted, making interpretation difficult.
Here, we applied a stationary wavelet transform (SWT) to
the corrupted EEG to correct for the presence of the ocular
artefact (OA) or movement artefacts (MA) [37].

,e commencement and departure times of mouse
pointer motion were used to fragment continuous EEG into
epochs. For all preprocessed EEG segments, short-time
Fourier transformations with 50 percent overlapping 2s
hamming windows were calculated. Individual individuals’
average power spectra were then calculated across segments
for each trial they completed [35, 38].

,e hamming window is a reduction created by a raised
cosine with nonzero endpoints that is tailored to minimise
the side lobe closest to it. It was suggested for smoothing the
time domain truncated auto covariance function. ,e
hamming window is most commonly seen in signal pro-
cessing literature, where it is one of many windowing
methods for smoothing values. It is also called as a tapering
function or apodization (that indicates “removing the foot,”
i.e., smoothing irregularities at the start and finish of the
sampled signal).

,e frequency band is depicted in Table 2.

3. Results

We have included 10 healthy control participants (7 male, 3
female) to match the remaining 10 depressive patients (7
male, 3 female) so that there was no considerable difference
in age or sex between the two groups. All participants were
passed through a sequences of investigation tests that
measured perspicacity, ability of the visual system to dis-
tinguish objects from the background, and intellectual
power to see whether there were any additional character-
istics that could affect task performance. ,e Freiburg visual
acuity and contrast test (FrACT) was used to assess the
participants’ visual acuity and contrast sensitivity at a dis-
tance of 200 cm [39]. ,e Sloan Letters have ten options, the
Tumbling E has four, and the Landolt-C has four or eight. In
a nutshell, 4 directions are less likely to be confused;
however, the predicting probability is larger, necessitating
more trials; 8 places allow for a faster determination of visual

2D
Engine

Framebuffer
(VRAM)
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LUT DAC
Monitor

LUT DAC
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Figure 1: MATrix LABoratory single-buffered drawing model.
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acuity (fewer trials) due to the lower predicting probability.
,e final result should be identical, but the number of runs
must be carefully selected. Wilkinson [40] measured pre-
morbid IQ, and researchers used the reading subtest of Othe
wide range achievement test (WRAT). Exclusion criteria
included incapability to demonstrate normal or corrected-
to-normal vision (visual acuity score >1.0), inability to
rectify low-contrast stimulation (2 percent contrast or less),
as measured by a contrast sensitivity threshold score of >50,
and a WRATpercentile score of less than 50%. Subjects who
did not fit the above-mentioned diagnostic criteria were also
eliminated from the study (Table 3).

,e average rating for task completion difficulty rating
for depression patients’ and in control group is shown in
Figure 4. And the trial completion time is shown in Figure 5.
Trials 4,6, and 9 were the most challenging job for most
participants, whereas Trials 3,7, and 10 were the.eEasiest,
and others were considering under moderate category. ,e
normalised perceived difficulty rating had 0.512, 0.623, and
0.821 correlations with the length of the pathway, the integer
of inclination in the pathway, and the total duration to
complete every test observed, respectively (p< 0.001),
among depression patients. While the rating was 0.182,
0.236, and 0.382 that were reported among control group,
and there was no statistical significance association reported
between rating scale and time spent on each trial (p � 1.43).
,e number of severe changes in path direction resembles to
the integer of curves for the pathway reported by patients’
group. ,e normalised perceived complexity and the mean

frequency with which each participant finished each trial had
no clear linear relationship. Tracing accuracy has also been
proven to be independent to operating velocity and period in
recent testing.

It can be seen that Figure 5 represents time spent on each
trial by the studied participants. Overall, maximum time
taken by patients’ group is as follows: highest time was taken
on task 4 (260 seconds), 6 (280 seconds), and 9 (290 sec-
onds). In comparison with their counterparts (participants
from the control group), for trials 4, 6, and 9, less time taken,
180 seconds, 190 seconds, and 200 seconds, respectively. X-
axis denotes trails. Y-axis denotes task completion time in
seconds in Figure 5. For both groups, Table 4 shows the
relationship between average band power and each trial
observation. ,e mean EEG power in the alpha-rhythm of
upper cutoff, alpha- rhythm of lower cutoff, and beta-
rhythm of lower bands of the complete experiment indicated
a significantly reciprocal correlation with individual par-
ticipants’ experienced severity in the depressed patients’
group, but no such relationship was seen in the power in
other EEG bands. Drawing precision was completely irrel-
evant to EEG spectrum strengths at the frontal site
throughout the study. Additionally, there was a considerable
relationship between the upper and lower alpha band power
(p< 0.01) and upper beta band power (p< 0.05) and a strong
correlation between task performance accuracy and per-
ceived problems.

,e link among data gathered from distinct time-frame
sections and total observed (incertitude) complexity was
analysed, as indicated in Table 5, despite the fact that the
power spectrum of the EEG changed throughout time in-
tervals. While looking into the depressive disorder patients’
group, the first 30 minutes in cooperation of theta-rhythm in
frontal and alpha power rhythm showed significant asso-
ciations with incertitude complexity of every task, but their
relevance faded over time, especially theta power. While in
the control group, no significant association in studied EEG
characteristics was observed in the time frame. Only the first
30 seconds of each trial’s EEG activity are indicative of the
subjects’ perceived difficulty during the visual-motor task;

Visual-motor
activity

Single-
channel

EEG
Data storage MATLAB

Program

Figure 3: Data collection workflow.

Table 2: Frequency band.
Type of band Hz
Delta Up to 4
,eta 4–8

Alpha (i) Lower alpha 8–11
(ii) Upper alpha 11–14

Beta (i) Lower beta 15–30
(ii) Upper alpha 31–36

Gamma (i) Lower gamma 37–45
(ii) Upper gamma 46–50

Figure 2: Ten shapes depicted in the draw over activity. Test 1–5 (first line-from left to right) and second line 6–10 (from left to right).
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data obtained after that are likely due to other spatiotem-
poral variables introduced to the individuals or created
through them.

Figure 6 shows the fractionmodifications in mean power
spectrum density compared to total average activity in the
initial 30 seconds of the further challenging tests. ,e fourth
test has greatest complexity. Test 5 was easier to complete
apart from Tests 6 and 9. Trials 4 and 9 statistically have no
effect on the average idiosyncratic difficulty grading for all
tests in the experimentations.

4. Discussion

Detecting the variations in brain activity and movement that
underpin mental illnesses is critical for better understanding
the onset of these disorders and developing effective
treatments. As a result, the researchers believe that more
research into the brain’s altered processing of visual in-
formation as a result of depression is required. It might be
good to evaluate and expand the usage of perception tests as
investigation techniques and prospective methods of

Table 3: Demographic data for healthy control and depressive disorder groups.

Depressive disorder patients Control group p value

Sex Male -7,
Female -3

Male -7,
Female -3 1.00

Age of participants (years) 27.3± 2.8 28.3± 3.2 0.25
Perspicacity (twenty-twenty vision) 1.62 (0.51) 1.31 (0.36) 0.60
Visual perception 162.5 (56.7) 170.5 (47.6) 0.75
Wide range achievement test (WRAT) percentile 88.7 (12.1) 82.4 (11.7) 0.82
Beck depression inventory score 35.6± 3.7 18.5± 1.8 0.001
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Figure 4: Average task completion difficulty ratings.
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Figure 5: Average time taken to complete each trial.
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diagnosing electronic data processing abnormalities in
sufferer of the mental disorders. Perception tests, for in-
stance, could be used like a supplement to other methods of
evaluating the efficacy of various medications as the

treatment continues. However, because the experiential
changes remain modest and demonstrated specifically when
matching among sets, depression cannot be recognised by
assessing visual perception [41].

Table 4: Associations among mean frequency strengths and outcomes in every experiment test observed among patients’ group and control
group.

Pearson correlation with mean frequency strengths

Band Idiosyncratic difficulties in
depressive disorder patients’ group

Idiosyncratic difficulties
in control group

Performance accuracy in
depressive disorder patients’

group

Performance accuracy in
control group

Delta 0.12 0.16 −0.0056 0.127
,eta 0.19 0.15 −0.0712 0.238
Lower
alpha 0.11∗ 0.18 0.0348∗ 0.762

Upper
alpha 0.08∗∗ 0.12 −0.0176∗∗ 0.487

Lower
beta 0.05 0.018 0.0659 0.892

Upper
beta 0.016∗ 0.13 0.0521 0.592

Lower
gamma 0.025 0.030 0.0439 0.490

Upper
gamma 0.07 0.021 0.0287 0.703

∗p< 0.05; ∗∗p< 0.01.

Table 5: Associations among participants’ idiosyncratic difficulties and EEG characteristics in specific time structure among both groups.

EEG characteristics
Correlation with idiosyncratic difficulties

Depressive disorder patients’ group Control group
First 30 s Last 30 s First 30 s Last 30 s

Delta 0.134 0.123 0.101 0.074
,eta 0.238∗ 0.276∗ 0.123 0.085
Lower alpha 0.324∗∗ 0.389∗∗ 0.125 0.032
Upper alpha 0.437∗∗ 0.463∗∗ 0.006 0.043
Lower beta 0.147 0.234 0.076 0.078
Upper beta 0.101 0.143 0.082 0.097
Lower gamma 0.187 0.189 0.043 0.054
Upper gamma 0.054 0.190 0.050 0.043
∗p< 0.05; ∗∗p< 0.01.
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Figure 6: Modifications in fraction power spectrum for the most difficult trials seen in the group of depressed patients.
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Taking averages across trials and then across people is
standard in EEG data processing, but multidimensional
characterisation of independent variability is rarely docu-
mented [42]. Feedback averaging presumes that variations
between single trials are caused by Fnoisy sums of artefactual
and/or task-independent EEG activity that can be simply
averaged away to reveal single, fixed (real) brain interaction
patterns in both time domain (ERP) and frequency domain
(ERSP) evaluate. Examining EEG and other dynamic brain
imaging data on a test-by-test basis appears to be an im-
portant step toward a deeper comprehension of electrical
brain dynamics [43, 44].

In this paper, authors present a novel technique for
characterising test-to-test changeability in the interval
realm. ,e results of which recommend that in single-trial
data, the activities of a spatially compressed setup of pro-
cedures with coarsely corresponding average dynamics
demonstrate robust amplitude fluctuations and multiple
dynamic approaches.,is study discovered a substantial link
among the spectral properties of single-channel frontal EEG
and the task’s mental effort requirements in normal control
group and depressive disorder patients. According to the
findings, a large increase in mental workload caused a
constant escalation in EEG activities in the higher alpha
band rhythm (between 11 and 14Hz) in case of patients
suffering from the depression.

Mental emotions can affect the EEG recorded from various
parts of the brain. Negative feelings have been connected to
brain waves in the right frontal lobe, while happy feelings have
been connected to waves in the left frontal lobe [45, 46].
Asymmetry in brain electrical activity could indicate depression
or the potential for depression. According to research, the right
frontal cortex activity in depressed people is higher than the left
frontal cortex activity [47]. Brzezicka et al. (2017) conducted
research on controlled and depressed patients who completed a
reasoning task and then underwent 5 minutes of electroen-
cephalography recording, with the results showing that the
frontal alpha asymmetry index in the depressed group was
characterized by greater variance than in the control group [48].

In the first 30 seconds of each trial, the link between
frontal EEG activity and mental effort is strong in case of the
control group. While depressive participants' EEG features
showed significant variation, other temporal events that
occurred beyond the first 30 seconds may have influenced
this outcome. Other temporal events that occurred beyond
the first 30 seconds may have influenced this outcome.

Our findings also demonstrated that the frequency of
acute particular movements in the trace, rather than the real
time required to complete the line of work, influenced the
mental exertion level associated with the activity. ,ere has
been a lot of research into the relationship between theta and
alpha signals and difficult and effortful activities
[12, 25, 39, 40, 49, 50]. Furthermore, during a high-load
activity, Gevins and Smith discovered that frontal theta power
increased whereas parietal alpha power decreased [25, 40].
According to our findings, both frontal theta and alpha power
have positive associations with mental exertion. ,e alpha
power disparity between our results and those of Gevins and
Smith is most likely due to the recording locations, Fz and Pz.

From a practical perspective, visual contrast tests are a
quick, easy, and noninvasive procedure that could be refined
further to serve as biomarkers for aberrant visual infor-
mation processing in depression. ,is discovery provided
light on the prospect of adopting a user-friendly mobile EEG
technology to assess mental workload in everyday life.

5. Conclusion

In conclusion, we have used some of the most regularly used
EEG variables to demonstrate the EEG association of cog-
nitive burden in a rather basic motor movement.

EEG asymmetry differences observed in depressive
disorder patients’ group in theta and alpha band showed
significant associations with incertitude complexity of given
tasks and reduced relative left frontal asymmetry exhibit
during the oculomotor activity.

More complex encoding and feature extraction tech-
niques are needed to improve the effectiveness of the al-
gorithm. Further study employing longitudinal and cross-
modal designs is needed to assess the reliability, accuracy,
and responsiveness of this proposed technique for deter-
mining diagnostic contrast increment thresholds in de-
pression and other mental diseases such as schizophrenia.
Because of the nature and neuronal activation pattern dis-
tinctions between motor and cognitive tasks, a distinct set of
EEG characteristics may be detected.

Data Availability

,e data used to support the findings of this study can be
obtained from the corresponding author upon request.
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Aiming at the lack of feature extraction ability of rumor detection methods based on the deep learning model, this study proposes
a rumor detection method based on deep learning in social network big data environment. Firstly, the scheme of combining API
interface and third-party crawler program is adopted to obtain Weibo rumor information from the Weibo “false Weibo in-
formation” public page, so as to obtain the Weibo dataset containing rumor information and nonrumor information. Secondly,
the distributed word vector is used to encode text words, and the hierarchical Softmax and negative sampling are used to improve
the training efficiency. Finally, a classification and detection model based on the combination of semantic features and statistical
features is constructed, the memory function of Multi-BiLSTM is used to explore the dependency between data, and the statistical
features are combined with semantic features to expand the feature space in rumor detection and describe the distribution of data
in the feature space to a greater extent. Experiments show that when the word vector dimension is 300, compared with the
compared literature, the accuracy of the proposedmethod is improved by 4.232% and 1.478%, respectively, and the F1 value of the
proposed method is improved by 5.011% and 1.795%, respectively. *e proposed method can better extract data features and has
better rumor detection ability.

1. Introduction

With the development of time and the progress of science
and technology, Internet technology has gradually entered
thousands of households. As one of Web2.0 (such as Weibo,
twitter, wechat, and other platforms), social networks have
also developed at an amazing speed [1–3]. Among them,
Weibo has quickly won people’s favor with its fast and
convenient content form and information interaction, which
can be widely spread in the society, and has a profound
impact on people’s living conditions, daily travel, and even
all aspects [4–7].

*e amount of information on the Internet is very
complex, and every user can access an astonishing number
of articles or posts through the Internet. At the same time,
due to the low threshold for the use of social networks and
the lack of an effective way of audit and supervision, it

provides convenience for criminals. Criminals can use the
characteristics of human nature to spread false information
and create fear to achieve their own purposes [8–10]. In
addition, ordinary people may also publish their hearsay and
shadowy information to social media for verification, which
will lead to the generation and spread of rumors [11–14].*e
widely spread rumors are usually very confusing. For the
general public, due to the lack of relevant knowledge, they
often can only judge the information obtained by relying on
their own feelings or past experience and cannot effectively
judge the information, which may inadvertently aggravate
the spread of rumors. Moreover, there are a large number of
unidentified and even contradictory information on the
network, which also makes users more prone to anxiety and
confusion. With the help of online social media, rumors will
spread rapidly [15–18]. *ese spreading rumors will greatly
mislead the people become a potential unstable factor in
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society and affect the stable operation of economy and
society.

*e automatic detection of network rumors refers to the
comprehensive use of Internet, statistics, machine learning,
communication, psychology, and other knowledge to let the
machine detect rumors. Compared with the time-con-
suming and laborious characteristics of manual methods, the
automatic detection of rumors can detect network hot events
in large quantities in real time, so as to effectively deal with
the massive information appearing on the Internet every day
[19–21]. In recent years, with the development of big data
and artificial intelligence technology, rumor detection ability
has also been greatly improved. Most research studies on
rumors’ detection in social networks are based on deep
learning methods [22]. At present, the accuracy of automatic
rumor detection cannot reach the manual standard, but this
is an important breakthrough in purifying cyberspace.

In order to detect rumors in social networks as soon as
possible, Chen et al. [23] proposed an unsupervised learning
model combining recurrent neural network and variational
autoencoder to learn the network behavior of social network
users. By using the significant difference between normal
data and abnormal data in the dimensionality reduction
process, the error between the output and the target value is
compared with the specified threshold to judge whether it is
a rumor. Guo et al. [24] proposed a rumor detection model
based on hierarchical neural network (HSA-BLSTM)
combined with social information. Firstly, a hierarchical
two-way long short-term memory model representing
learning is established, and then, the weight of the vector is
adjusted through the attention mechanism. Wang et al. [25]
use multihead self-attention mechanism to detect rumors,
extract features from context information, and obtain text
local features by CNN. *e application of attention mech-
anism to rumor detection improves the ability of rumor
detection. According to the account information of rumor
mongering users published in the Weibo rumor refutation,
Sun et al. [26] use Weibo API to collect the information of
rumor mongering users and use the Weibo information of
rumormongering users, user friend information, andWeibo
information published by user friends for Weibo rumor
detection. Yongheng Chen et al. [27] proposed a rumor early
detection multitask learning (RL_MT_RED) based on re-
inforcement learning, which describes the closely related
rumor detection and position classification problems as a
multitask learning and joint learning. RL_MT_RED inte-
grates reinforcement learning to control multitask learning
and realizes the dynamic setting of trusted checkpoints. Li
et al. [28] proposed a rumor tracking integration model
based on deep reinforcement learning (RL-ERT), which
aggregates multiple components through the weight ad-
justment strategy network and uses specific social charac-
teristics to improve the performance of the model. Lin et al.
[29] proposed a deep sequence context model for Weibo
rumor detection, which considers two important factors of
rumor: falsity and influence. Firstly, in order to learn
falseness, the hypothesis of word independence is cancelled,
and the long-term and short-term memory units are used to
capture the two-way sequence context information in the

content. Secondly, in order to understand the impact, the
deep-seated contextual information is combined with social
characteristics to understand the relationship between
content and social characteristics. Although these methods
have achieved certain results, most of the data feature ex-
traction is not sufficient, which belongs to the shallow ex-
traction of rumor recognition elements, so it cannot further
improve the accuracy.

Based on the above analysis, the current research mainly
manually establishes semantic features from the text content
of rumors, which has the problem of insufficient feature
extraction ability. *erefore, a rumor detection method
based on deep learning in the social network big data en-
vironment is proposed. *e main improvements of this
study are as follows: using distributed word vector to encode
text words, which improves the operation efficiency in the
case of a large number of corpus. In the optimization
training stage, hierarchical Softmax and negative sampling
are used to improve the training efficiency. Specifically, this
study constructs a multi-BiLSTM network and statistical
feature fusion model to deeply extract text features and
improve the classification efficiency. *e attention mecha-
nism is introduced to adjust the weight of the vector, which
improves the efficiency and accuracy of task processing.
Experiments show that the proposed method can better
extract data features and has better rumor detection ability.

2. Rumor Detection Process Based on
Deep Learning

At present, rumor detection is mainly based on traditional
machine learning. It usually establishes features manually
from the three aspects of rumor text content, communi-
cation structure, and credibility. *e manually established
features are single and the process of establishing features is
time-consuming. To solve these problems, this study pro-
poses a Weibo rumor detection model based on deep
learning, which automatically extracts the characteristics of
rumor by training neural network through rumor Weibo
data, so as to realize the detection of Weibo rumor. *e
overall method flow is shown in Figure 1. *e idea of this
study is to obtain rumor and nonrumor Weibo data from
Weibo platform, establish corpus, filter spam comments,
and carry out word segmentation, word vectorization, and
other operations. Secondly, the text vector is input into the
neural network. In order to get better experimental results, a
rumor detection model based on multi-BiLSTM network is
proposed in this study. Finally, a comparative experiment is
set up to verify the effectiveness of the proposed method in
rumor detection.

3. Weibo Data Collection and Text Word
Vector Training

3.1.ConstructionofWeiboCorpus. To use themassive data of
Weibo to study rumors, it is necessary to do a good job in
data collection and cleaning. Using the combination of API
and third-party crawler program, the Weibo dataset con-
tains rumor information and nonrumor information.
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interfaces, which can download Weibo content, comments,
likes, forwards, and other related information. Users can use
OAuth2.0 to collect relevant information and build a local
database after obtaining authorization. *e authorization
process of OAuth protocol is shown in Figure 2.

*e web crawler program can automatically collect web
page information according to the network protocol and
crawl from the initial URL. *e crawler program uses search
engine and web page hyperlink to obtain web page infor-
mation. *is study uses simulated Login technology to
obtain deeper information on the page until the crawled data
meet the requirements. At present, it is not easy to collect a
large amount of Weibo text data, and there are few public
text corpora forWeibo.*erefore, when solving the problem
of Weibo rumor detection, we usually need to collect our
own research corpus. *is study selects the scheme of
combining API and third-party crawler program to obtain
data. *e Weibo dataset contains rumor information and
nonrumor information.

Sina company directly publishes false Weibo informa-
tion in the Weibo community management center, so it can
directly climb the rumor text on the center page to build a
rumor Weibo dataset. *is method not only is simple and
fast but also avoids the problem of manual annotation and
reduces a lot of manpower and time. *is study mainly
collects 10385 pieces of rumorWeibo information published
by the Weibo management center from March 1, 2019, to
November 31, 2021. At the same time, it collects the name of
the whistleblower Weibo, the link of the whistleblower
Weibo, theWeibo name of the whistleblower, and the rumor
comments. *en, crawl the normal Weibo, as well as rele-
vant comments and forwarding. Finally, 10385 rumor
Weibo and 10759 nonrumor Weibo were collected, re-
spectively, the proportion of training set and test was 9 :1,
and the relevant comments were 158952.

3.2. Vector Representation of Text. *e word vector gener-
ated in the form of one hot is too sparse and has too many
invalid positions, which will greatly consume the amount of
calculation and the physical memory of the computer in
practical application.*is study uses distributed word vector
to encode words. Word2vcc mainly uses two models:
Continuous Bag of Words Model (CBOW) and Skip-Gram
model. Figures 3 and 4 show the basic structures of these two
models. *e input of the model is the effective vector, and
then, it will pass through a projection layer. Finally, the data
of the output layer are used for softmax regression to obtain
the output vector.

*e training goal of the CBOW model is to predict the
occurrence probability p(wi|wi−k, . . . , wi−1, wi+, . . . , wi+k) of
the target word according to the context information of the

target word. *e Skip-Gram model, on the contrary to
CBOW, uses the target word to predict the context word in
its context, that is, the input is the word vector of a specific
word, while the output is the context corresponding to a
specific word, and the output size is related to the window
size set in advance. CBOW is more suitable for small cor-
pora, while the Skip-Gram model performs better in large
data corpora.

3.3. Optimization Training. Word2vec implements the op-
timization algorithm of word vector representation in
theory. However, in practical application, the Chinese
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corpus is very large, and the number of words reaches
millions. In the above two models, the whole vocabulary
needs to be calculated, which will cause great difficulties in
training and calculation. *is study uses hierarchical Soft-
max and negative sampling to speed up the training speed
and improve the training efficiency.

3.3.1. Hierarchical Softmax. *e essence of hierarchical
softmax is to turn the N-classification problem into log(N)

quadratic classification. In this optimizationmethod, instead
of using the traditional DNN network training parameters,
Huffiman tree is used to replace the neurons in the hidden
and output layer. *e leaf node of Hufiman tree plays the
role of output neuron.*e leaf node is the size of vocabulary,
and the internal node of Hufiman tree plays the role of the
hidden layer. Taking the CBOW model as an example, the
output layer corresponds to a Hufiman tree, which takes the
words appearing in the corpus as the leaf node and the word
frequency as the weight of the node. For any word in dic-
tionary D, there must be a unique path from the root node to
the word in the Hoffman tree. Each branch on the path can
be regarded as a binary classification problem. Each clas-
sification produces a probability. Multiplying these proba-
bilities can obtain the target probability. *erefore, the
output layer is changed from the original model single layer
to the Hufiman tree.

3.3.2. Negative Sampling. In the corpus, positive samples are
the data samples represented by the current word and its
context word, and some context words and current words
are randomly generated to form negative samples. Negative
sampling is the process of randomly generating context
words. When solving the objective function, considering
that the central word and its negative sample cannot appear
in the training data window at the same time, the probability
distribution formula can be understood as the joint prob-
ability of the probability that the current word and the
negative sample word are not observed in this window. *e
final optimization objectives are defined as follows:

logp wt|ct( 􏼁 � log s wt, ct( 􏼁 + 􏽘
K

k�1
log 1 − s wk, ct( 􏼁( 􏼁, (1)

where wt is the current vocabulary, ct is the context, and wk

is a random negative sample. *us, the change from cal-
culating the whole vocabulary to calculating only K negative
samples is realized, and the time complexity is reduced.

4. Classification and Detection Model Based on
the Combination of Semantic Features and
Statistical Features

*e traditional word embeddingmethod realizes the shallow
extraction of text features, but the task of rumor detection
requires the deep extraction of text features, so as to improve
the classification efficiency. With the popularity of deep
learning in recent years, the use of deep network to extract
rumor features has achieved excellent results, among which

the RNN network represented by LSTM is the most com-
mon. In this study, multi-BiLSTM network and statistical
feature fusion are selected as the network structure of feature
extraction. On the one hand, text data have natural serial-
ization characteristics, and LSTM can retain the location
information of text. On the other hand, general social media
information belongs to typical short text. LSTM uses a gating
mechanism to effectively solve the problems of less context
information and unclear semantics in short text.

In order to solve the problems of shortage of single
microblog content, lack of semantics and inability to inte-
grate global features by simple semantic classification. At the
same time, as the current distributed expression of words
can bring more semantic information and the training and
use of word vectors are becoming more and more stan-
dardized, this section proposes based on multifeature fusion.
*at is, the deep neural network model integrating statistical
features and semantic features. *e proposed model based
on multi-BiLSTM and statistical feature fusion is shown in
Figure 5. *is study adopts a deep learning model based on
the combination of semantic features and statistical features.
*e first part extracts the semantic features ofWeibo. Firstly,
the input Weibo data are transformed into time-series data.
Multi-BiLSTM has memory function and can find the de-
pendency between data. *erefore, the semantic features
that change with time can be learned through the multi-
BiLSTM model. *is study introduces the attention
mechanism to connect different modules and give the weight
value to each module in the global scope. *e more im-
portant the module with high weight value is in feature
selection, the lower the value and proportion of the module
with low weight value in semantic feature representation.
*e second part is used to extract the social features based on
user information, the social features of communication
content and the social features of Weibo content, vectorize
the three types of features, splice the vectorized features into
a one-dimensional vector, and then map them into a vector
with the same dimension as the semantic features through
the full connection layer. Finally, the semantic features and
statistical features are spliced, and the classification results
are obtained through the Softmax layer.

*e attention mechanism is introduced into the model
because the amount of information contained in the news
content is different at different times in the process of news
communication. *is is related to the communication mode
of language. In the early stage ofWeibo release, netizens may
carry out special communication because of the impossi-
bility or interest of rumors. However, as more and more
netizens participate in the discussion of the event, they will
doubt the authenticity of the event. At this time, there will be
similar “really?” and “impossible?” and other questionable
content appears and will also look for official certification.
With the development of the event, the news that is finally
certified as a rumor will be forwarded with the attitude of
popular science. At this time, there will be “this is false” and
“deceptive” and other contents. *erefore, in the process of
language communication, the importance of message con-
tent is different at different time points. For example, in the
early stage of forwarding, people only forwarded the interest
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of the original Weibo, and there is no questioning attitude in
the rumor characteristics. *erefore, the message weight of
this part can be appropriately reduced. In the middle or late
stage of new use communication, the emergence of rumor
pattern words brings more semantic information to the
forwarding comment content. At this time, the message
content can be given a higher weight.

In the model of multi-BiLSTM combined with statistical
features, the input of multi-BiLSTM is still represented by
paragraph vector divided by time. On the one hand, if each
Weibo is input into the model in the form of vector, it is
difficult for the model to learn dependent information. On
the other hand, the complexity of the model brings diffi-
culties to training and calculation. *erefore, it is necessary
to simplify the steps of the model. At the same time, in order
to get more semantic information, events are divided into
subevents. *e length of the model is equal to the number of
sub events, and the input of the model is the vector ex-
pression of subevents or paragraphs. For a given event Q, it is
divided into N subevents; then, the event representation is
Q � (Q1, Q2, ..., QN), and the subevent Qi is a one-dimen-
sional vector with the length of word vector multiplied by
the number of words and then multiplied by the number of
messages. Each subevent Qi is used as the input of multi-
BiLSTM to obtain the output vector yi. After a Weibo event
is all input into the network, the output sequence
yi � y1, y2, . . . , yN􏼈 􏼉 is obtained.

Considering the time dependence of LSTM, an attention
mechanism is introduced into the model. Taking the output
of the hidden layer as the input of the attention layer, the
formula of the attention layer is as follows:

ei � tanh Wwyi + bw( 􏼁, (2)

where Ww and bw represent the weight matrix and bias,
respectively.

*e output vector yi of the attention mechanism is
passed through a single-layer perceptron to obtain the

intermediate vector ei of the hidden layer state, and then, the
paragraph level vector vw is introduced to determine the
weight αi of the output vector yi by calculating the similar
values of the intermediate vectors ei and vw of the hidden
layer state. *e weight αi is implemented by a softmax
function:

αi �
exp e

T
i vw􏼐 􏼑

􏽐texp e
T
i vw􏼐 􏼑

. (3)

*e output sequence is given different weights, and the
semantic feature mE of the last event realized by weighted
summation is as follows:

mE � 􏽘
t

αtyt. (4)

When extracting statistical features, in order to obtain
the same amount of information as semantic features, the
statistical features are mapped into feature vectors with the
same dimension as the output mE through the full con-
nection layer. *e formula is as follows:

s � f Ws · fs + bs( 􏼁, (5)

fs � fu⊕fp⊕fc, (6)

where ⊕ indicates series operation, fu, fp, and fc, re-
spectively, represent social features based on user infor-
mation, social features based on communication content,
and social features based on Weibo content.

Finally, the mapped statistical feature vector s and se-
mantic feature vector are connected in series, and the two
classification results are made through the Softmax layer.
*e prediction results are as follows:

pd � Softmax mE⊕s􏼈 􏼉. (7)

*e cross-entropy loss function is adopted in this model:

L � 􏽘
d∈D

ydlogpd + 1 − yd( 􏼁log 1 − pd( 􏼁􏼂 􏼃, (8)

where d is the sample, D represents the sample dataset, yh

represents the true value of the sample, and pd is the pre-
dicted value of the sample. In the two classification results, 0
represents nonrumor and 1 represents rumor.

5. Experiment and Analysis

5.1. Simulation Environment Setting and Evaluation Index.
*e experiment environment adopts Linux system, and the
environment configuration is shown in Table 1.

*is study uses accuracy, precision, recall, and F1 score
to evaluate the performance of the algorithm. *e accuracy
indicates the number of correctly classified samples, but
when the positive and negative classes of the dataset are
unbalanced, this index cannot accurately reflect the per-
formance of the model, so it needs to be judged together with
other indexes. Recall and precision will affect each other.
Usually, one is high and the other is relatively low. In order
to deal with this situation, the harmonic parameter F1 score
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Figure 5: Multi-BiLSTM and statistical characteristics fusion
model.
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of recall and precision is introduced.*e calculation method
of these four indicators is shown in formulas (9) to (12):

Accuracy �
TP + TN

TP + TN + FP + FN
, (9)

Precision �
TP

TP + FP
, (10)

Recall �
TP

TP + FN
, (11)

F1 �
2 × Precision × Recall
Precision + Recall

. (12)

For the rumor detection task, TP indicates that the tag is
rumor and the classification result is rumor, TN indicates
that the tag is nonrumor and the classification result is
nonrumor, FP indicates that the tag is nonrumor, but the
classification result is rumor, and FN indicates that the tag is
rumor, but the classification result is nonrumor.

5.2. Comparison of Bid Evaluation Index Results of Each
Model. In order to verify the effectiveness of the model, the
proposed method is compared with the methods in [28, 29].
*e original Weibo content and their comments were used
for training, and the dataset was divided according to the
ratio of 9 :1 as training data and test data, respectively. *e
variation of accuracy, precision, recall, and F1 value with
word2vec word vector is shown in Figure 6–9.

It can be seen from Figure 6–9 that the proposed model
has greatly improved the accuracy, precision, recall, and F1

value compared with the methods in [28, 29]. When the
word vector dimension is 300, the accuracy of the proposed
method is 0.962, which is 4.113% and 1.477% higher than
0.924 in [28] and 0.948 in [29], respectively. *e precision of
the proposed method is 0.971, which is 5.773% and 1.996%
higher than 0.918 in [28] and 0.952 in [29], respectively. *e
recall rate of the proposed method is 0.957, which is in-
creased by 4.135% and 1.592% respectively compared with
0.919 in [28] and 0.942 in [29]. *e F1 value of the proposed
method is 0.964, which is increased by 5.011% and 1.795%,
respectively, compared with 0.918 in [28] and 0.947 in [29].
*e proposed method has advantages in the four indicators;
this is because the proposed method integrates statistical
features and semantic features. As a global feature in rumor
detection, statistical features distinguish rumor and non-
rumor attributes from the overall situation. However, the
statistical feature is only the statistics of attributes, and the
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Figure 6: Comparison of accuracy of each model under Word2vec
word vector.

Table 1: Experimental environment configuration.
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text semantics cannot be obtained. *e text content can
only be determined by special symbols or formats.
*erefore, the combination of statistical features and
semantic features expands the feature space in rumor
detection and describes the distribution of data in the
feature space to a greater extent, so as to improve the
classification performance of the network. While litera-
ture [28] method and literature [29] method do not ex-
tract text features at a deep level. Based on the four
experimental results, it can be seen that the proposed
method has reached an advanced level in rumor detection,
which shows the effectiveness of the model.

6. Conclusion

Aiming at the lack of feature extraction ability of rumor
detection methods based on the deep learning model, this
study proposes a rumor detection method based on deep
learning in social network big data environment. *e dis-
tributed word vector is used to encode text words, which
improves the operation efficiency of the system in the case of
a large number of corpus. In the optimization training stage,
hierarchical softmax and negative sampling are used to
improve the training efficiency. *e multi-BiLSTM network
and statistical feature fusion are constructed as the network
structure of feature extraction to deeply extract text features
and improve the classification efficiency. *e attention
mechanism is introduced to adjust the weight of the vector,
which improves the efficiency and accuracy of task
processing.

A problem in the existing research is that most of the
existing datasets are for special events in a certain period of
time, and the construction of data sets also depends on
manual crawling and labeling. *e dataset used in the ex-
periment cannot be compared with the amount of infor-
mation on the huge social network. In the follow-up work,
we can try to use transfer learning to improve the gener-
alization ability of the model.
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Alzheimer’s disease is characterized by the presence of abnormal protein bundles in the brain tissue, but experts are not yet sure
what is causing the condition. To find a cure or aversion, researchers need to knowmore than just that there are protein differences
from the usual; they also need to know how these brain nerves form so that a remedy may be discovered. Machine learning is the
study of computational approaches for enhancing performance on a specific task through the process of learning. (is article
presents an Alzheimer’s disease detection framework consisting of image denoising of an MRI input data set using an adaptive
mean filter, preprocessing using histogram equalization, and feature extraction by Haar wavelet transform. Classification is
performed using LS-SVM-RBF, SVM, KNN, and random forest classifier. An adaptive mean filter removes noise from the existing
MRI images. Image quality is enhanced by histogram equalization. Experimental results are compared using parameters such as
accuracy, sensitivity, specificity, precision, and recall.

1. Introduction

An Alzheimer’s patient’s memory, cognition, and conduct
are all affected by this brain illness. Symptoms normally
begin to appear gradually and steadily worsen over time,
until they become so severe that they interfere with daily
activities. (ere are many different types of dementia, and
Alzheimer’s is the most common, but it is also the most

dangerous form of memory loss [1]. It is not a normal part of
ageing, despite the fact that growing age is the greatest
recognized risk factor. Most of the patients of Alzheimer’s
disease are older than 65 years [2]. (e disease of Alz-
heimer’s is not just confined to the elderly. As Alzheimer’s
disease progresses over time, so does the disease’s severity
[3]. It is a sickness that worsens with time since it is de-
generative. It is easy to carry on a conversation and react to
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your surroundings when memory loss is minimal in its early
stages. (e creation of biomarkers is necessary for Alz-
heimer’s disease diagnosis [4, 5].

Alzheimer’s disease [6, 7] is distinguished by the de-
velopment of aberrant protein bundles in brain tissue, but
experts are unsure of what causes the disorder. Researchers
need to know more than simply that there are protein de-
viations from the norm in order to find a cure or aversion;
they also need to know how these brain nerves arise in order
to find a solution. Alzheimer’s disease progresses for reasons
that experts do not fully comprehend. Only a few distinct
elements are permitted. We become increasingly vulnerable
to Alzheimer’s disease as we become older. Many cases of
this condition have a family history.

Intelligent behaviour is strongly reliant on one’s ability
to learn new information [8]. Machine learning is the study
of computing approaches for improving performance on a
specific task via the learning process [9]. Cognitive, tech-
nological, or theoretical [9] goals may be the focus of ma-
chine learning research. (e goal of cognition is to simulate
some aspect of human learning. An example of a technical
goal is to automate the acquisition of knowledge for
knowledge-based systems. (eoretical analysis takes into
account, for example, the scope and constraints of learning
processes. Similar to artificial intelligence, machine learning
is an interdisciplinary field. In the field of machine learning,
for example, statistics are a common tool.

(ere is an enormous amount of data generated by
modern medicine that is maintained in medical records. (e
physician’s interpretation of the results of MRIs, ECGs,
blood sugar, blood pressure, cholesterol levels, and other
clinical data are examples of medical data. Scientific deci-
sion-making for disease diagnosis and therapy is becoming
more and more dependent on data mining.(is issue can be
solved using machine learning in the medical field [10].

According to the physician’s medical understanding, the
patient’s symptoms are assigned to one of several illness
groups. (e classification models for various neurodegen-
erative illnesses are hence the learning problem in this
research.

(is article presents an Alzheimer’s disease detection
framework consisting of image denoising of an MRI input
data set using an adaptive mean filter, preprocessing using
histogram equalization, feature extraction by Haar wavelet
transform, and classification performed using LS-SVM-RBF,
SVM, KNN, and a random forest classifier. (e algorithms
are compared on the basis of several performance metrics
such as accuracy, specificity, sensitivity, and recall.

2. Related Work

2.1. Literature Survey of Preprocessing of MRI Images.
Median filtering was proposed [11] to remove noise from
photographs, such as salt and pepper and Poisson noise.
Because of this, the output intensity of a median filter is
determined by sliding an image window along its length, and
then calculating its median intensity value by summing the
values of all pixels within that window. In addition, the
median filter preserves an image’s edges while reducing

random noise. All pixels have their values locked to the
median value of the pixels closest to them. In order to
remove these disturbances, a filter is utilized, and then the
bounding box technique is used to locate the tumor.

It was discovered [12] that the evolution of order sta-
tistics filters allows for a simple yet effective method of
reducing noise in medical images. Median and mean fil-
tering are combined to get the pixel value of an image with
no noise, as seen in this example. Additionally, it can be used
to reduce picture artefacts like Rician noise.

An anisotropic filter was developed by [13] to eliminate
background noise and safeguard the image’s edge points.
Using this method, both filtering and stitching in real time
can be carried out. Diffusion constant selection is dependent
on the noise gradient, and it smoothes the signal by re-
moving background noises that are introduced during fil-
tering with the appropriate threshold value.

MRI image enhancement is dependent on the modified
tracking algorithm, histogram equalization, and center
weighted median (CWM) filter developed by [14]. Two
methods are used in this procedure. Utilizing the updated
tracking technique to remove film artefacts, labels, and the
skull region is the initial step, followed by using the his-
togram equalization and CWM filter approaches indepen-
dently to enhance images.

For example, Bayesian denoising bootstraps itself by
optimising an information theory metric using the expec-
tation maximization (EM) algorithm in order to estimate
priors. (e NLM, a parametric filter for random noise
elimination, was developed by [15] to remove the random
noise present in multicomponent MRI images. (e spatially
averaged of identical pixels using information from all the
image components was used to carry out the denoising
process.

2.2. Literature Survey of Feature Extraction Methods. (e
authors [16] emphasized the need of incorporating not only
textual data, but also scan-derived picture visual features and
doctor-provided input. Features can have coefficients
matching an image spectral transform. Brain pictures can be
described using LBPs (local binary patterns) and DCT
(direct component transformation). Early detection of
Alzheimer’s disease can be improved by using visual picture
similarity. It demonstrates the accuracy of brain image
classification based on user feedback. (e photos are then
compared using a variety of classification methods.

MRI images were processed to extract both ROI and
HOG features, which were then mapped onto the ROI space
in order tomake them comparable and to confirm the higher
similarity value. When it comes to AD diagnosis, a support
vector machine is trained on both mapped HOG features as
well as actual ROI data. Using ROI features to map HOG
characteristics to, we are aiming to provide complementary
information so that the features from various perspectives
may be not only compared but also understood.

2.3. Literature Survey of Classification Methods. Classifiers
based on the Naive Bayes theorem have a rough as-
sumption of feature independence, which makes them
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part of the usual family of probabilistic classifiers. It has
been shown that the Bayesian network decision model
introduced by the researchers [17] outperforms other
popular classifiers. Although [18] introduced a multifold
Bayesian Kernalization technique that can discriminate
AD from NC with improved accuracy, they found un-
satisfactory results in the diagnosis of MCI-converter.

A hyperplane generated by an SVM in a high- or in-
definite-dimensional space may be used for classification,
regression, and other applications. If you have a few training
samples, SVMs are generally utilized to address pattern
classification issues because of their ability to minimize
generalization errors.

A SVM was used [19] as a feature selection criterion and
a classifier in MRI data for the diagnosis of Alzheimer’s
disease and obtained an accuracy of 86% and a specificity of
92%. Schmitter et al. used SVM to examine two different
VBM algorithms: the free surfer and an in-house technique.
Traditional whole-brain VBM techniques are comparable to
MorphoBox in terms of efficacy.

Authors [20] tested two methods for separating older
people from those with Alzheimer’s disease (AD) and MCI
(MRI). Every subject was first filtered and then normalized,
and then twelve features were extracted using K-nearest
neighbor (KNN) and support vector machine (SVM). In
order to choose the best characteristics for accurately
identifying classes, two classification methods, permutations
and combinations, were used to assess each feature once it
had been selected. Using SVM polynomial order three, we
were able to achieve an average accuracy of 97.92 percent,
and even better, researchers were able to achieve an accuracy
of 95.833 percent when using KNN. (e categorization
accuracy of the three clinical groups was found to be
comparable.

To extract the master features of the images, the authors
[21] used a rapid discrete wavelet transform (DWT), and
then used principal component analysis (PCA) to examine
the master features (PCA). Five different decision models
each receive a different subset size of the main feature
vectors. (e models that are included in the classification
models include the J48 decision tree and KNN, random
forest (RF), and LS-SVM with polynomials and radial basis
kernels.

Extraction of picture characteristics was done using a
method known as fiber-tract modeling, and the SVM
classifier was applied to distinguish AD from NC. (e SVM
classifier was found to be accurate (86.2% accuracy), sen-
sitive (88.0% accuracy), as well as specific (89% specificity).

Voxel-based morphometric and Fisher criterion were
used by [22] for feature selection and reduction over the
entire brain, which was then followed by SVM for classi-
fication. For independent diagnosis, whole brain approaches
have shown a high level of discriminative power.

Authors [23] investigated the multifeature combination
correlation technologies and improved the support vector
machine recursive feature elimination (SVM-RFE) algo-
rithm using the covariance technique. (e effectiveness of
the newly developed method is demonstrated by the com-
parison studies conducted on the accessible ADNI database.

It also indicates that combining many features is superior to
using a single feature alone.

3. Methodologies

(e Alzheimer’s disease detection methodology consists of
image denoising of the MRI input data set using an adaptive
mean filter, preprocessing using histogram equalization,
feature extraction by Haar wavelet transform, and classifi-
cation is performed using LS-SVM-RBF, SVM, KNN, and a
random forest classifier. (e block diagram is shown in
Figure 1.

To remove the noise that makes an image look better, the
adaptive median filter (AMF) algorithms [24] are used a lot.
To determine which pixels in an image are impacted by
impulse noise, the AMF algorithm performs spatial pro-
cessing like this. “Impulse noise” is a term used to describe
the appearance of a large number of pixels that are not
spatially aligned. As a result, noise pixels are hidden from
view by using the median value of the pixels in their im-
mediate vicinity that passed the noise labeling test.

(e simplest wavelet transform is the Haar wavelet
transformation [25]. (e Haar transform is a mathematical
process that connects Haar wavelets.(e Haar transform is a
sampling operation that is employed in all wavelet trans-
forms. (e Haar transform removes half of a signal’s length.
Both the first and second examples are running averages, but
the first is a running average by comparison.

Histogram equalization usually makes images look more
contrast, especially if the important data in the image is
shown in close contrast to the color of the background. To
make the histogram more even, you can make this change.
(is lets the parts of the picture that do not have as much
contrast get more contrast. Histogram equalization does this
by spreading out the intensity values that are most common.
(is is a good way to make images that have both bright and
dark parts. A big advantage of this method is that it is easy to
use and cannot be changed.(ere are two ways in which you
can get your original histogram back if you know how to
equalize the histogram: the calculation does not require a lot
of computing power [26].

A support vector machine (SVM) is a supervised
learning model and algorithms that look at the data for
classification and regression analysis. Given a set of
training examples, the SVM training algorithm creates a
model that categorizes new examples into one of two
categories, resulting in a nonprobabilistic binary linear
classifier. (e data points in the SVM model, which
represents examples in space, are partitioned into various
categories using as wide a gap as possible. To solve linear
equations and to find a training model for classification,
LS-SVM is an addition to SVM. (ere are two types of
SVMs: one for quadratic equations and the other for linear
equations. For less money, you can use an LS-SVM
classifier. To utilize LS-SVM, you only need to solve a set
of linear equations to understand how it works in com-
parison to SVM. Few parameters are required for LS-SVM
to work. SVM uses the RBF kernel, a radial basis
function [27].
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KNN is one of the most well-known and useful non-
parametric classifiers for pattern recognition and machine
learning. (e kNN algorithm is called the kNN algorithm.
(is “lazy learning” classifier is still very popular and used in
many places because of two main reasons. People use kNN
because Bayes’ error rate limits how bad it can be at classifying
things [9]. Second, the kNN algorithm is very easy to use
because it is very simple. (e kNN classifier is good because it
can compete even if you do not learn how to use it. In the
presence of learning, the classifier has a high level of accuracy
in both supervised and unsupervised learning frameworks.
(ere are a lot of interesting things about the kNN classifier,
but the most interesting thing is that it can be improved by
making changes to different parts of the algorithm without
changing its main principle. Some of these structural changes
may help the classifier be more accurate: the first step is to
choose the right distance and similarity measures, along with
some strategic changes in how scores are assigned to training
classes. (is is followed by choosing the dynamic number of
nearest neighbors for each test point, and then making sure
the algorithm is more robust to the presence of these outliers
in the dataset. Finally, multicriteria decisionmaking is used to
make the algorithm more flexible and robust to the presence
of outliers in the dataset. For a KNN classifier, there are two
components. Identifying how far the unknown image differs
from each of the images used in the training process is the first
step in this process.(e second step is to identify which of the
practice images is most likely to be a real-world test picture.
Objects are classified and their distances are measured using
the Euclidean distance. (e most popular approach to cal-
culate how far apart two places are from one another is using
the Euclidean distance [28].

Classification and regression tasksmay both benefit from
the use of random forest, which was first proposed by the
author [29]. A large number of decision trees are generated
during the training phase, and the results of each tree are
predicted using regression methods. For prediction pur-
poses, it has a low variance and links the various aspects of
the data quickly. People were first unimpressed with random

forest classification since it is difficult to understand. But it
has performed better in the prediction task [30].

4. Result and Discussion

In this experimental study, the OASIS [31] data set was
used. (is data set consists of a total of 416 samples.
Image enhancement is machine learning algorithms such
as LS-SVM-RBF, SVM, KNN, and random forest are used
for classification. Classification results are based on four
classes: Alzheimer’s disease, Huntington disease, mild
Alzheimer’s disease, and normal MRI images. Total 100
images are randomly selected, 25 images for each cate-
gory. Sample images are shown in Figures 2 and 3.

Five parameters such as accuracy, sensitivity, specificity,
precision, and recall are used in this study to compare
performance of different algorithms.

Accuracy°�°(TP +TN)/(TP+TN+FP+FN)
Sensitivity�TP/(TP+ FN)
Specificity�TN/(TN+FP)
Precision�TP/(TP+ FP)
Recall�TP/(TP+ FN)

where

TP� true positive
TN� true negative
FP°�°false positive
FN°�°false negative

(e confusion matrix of LS-SVM-RBF, SVM, KNN, and
random forest is shown in Table 1.

Figures 4–8 show the accuracy, sensitivity, specificity,
precision, and recall of LS-SVM-RBF, SVM, KNN, and
random forest for Alzheimer’s disease detection. (e ac-
curacy of LS-SVM-RBF is higher than that of the other
classifiers. (e KNN algorithm outperforms the other
classifiers in terms of sensitivity and recall. (e specificity of

Alzheimer's Disease Detection 

Classification -LS SVM RBF, SVM, KNN, Naive Random
Forest

Feature Extraction by Haar Wavelet Transform

Image Preprocessing -Histogram Equalization

Image Denoising Using AMF

MRI Image Data Set

Figure 1: A framework for Alzheimer’s disease detection.
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Figure 2: Normal brain MRI image.

Figure 3: Alzheimer’s disease MRI Image.

Table 1: Confusion matrix of machine learning algorithms.

Parameter RF KNN SVM LS-SVM-RBF
TP 53 56 56 58
TN 32 36 37 39
FP 8 4 3 2
FN 7 4 4 1
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Figure 4: Accuracy of classifiers for Alzheimer ‘s disease detection with Haar wavelet transform feature extraction.
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Figure 5: Sensitivity of classifiers for Alzheimer’s disease detection with Haar wavelet transform feature extraction.
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Figure 6: Specificity of classifiers for Alzheimer’s disease detection with Haar wavelet transform feature extraction.
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Figure 7: Precision of classifiers for Alzheimer’s disease detection with Haar wavelet transform feature extraction.
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LS-SVM-RBF is higher than that of the other classifiers.
Figure 9 depicts the overall comparison.

5. Conclusion

Alzheimer’s disease is distinguished by the formation of
abnormal protein bundles in brain tissue, but experts are
unsure what causes the condition. To find a cure or aversion,
researchers need to know more than just that there are
protein deviations from the norm; they also need to know
how these brain nerves arise in order to find a solution.
Machine learning is the study of computing techniques for
improving performance on a given task through the process
of learning. (is paper describes a framework for detecting
Alzheimer’s disease that includes image demising of an MRI
input data set with an adaptive mean filter, preprocessing
with histogram equalization, feature extraction with the
Haar wavelet transform, and classification with the LS-SVM-
RBF, SVM, KNN, and random forest classifiers.(e adaptive
mean filter is used to remove noise from preexisting MRI

images. Image quality is improved by histogram equaliza-
tion. To compare experimental results, the measures of
accuracy, sensitivity, specificity, precision, and recall are
used. LS-SVM-RBF outperforms the other classifiers in
terms of accuracy. In terms of sensitivity and recall, the KNN
method outperforms the other classifiers. LS-SVM-RBF has
a higher specificity than the other classifiers.
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In today’s era, social networking platforms are widely used to share emotions. )ese types of emotions are often analyzed to
predict the user’s behavior. In this paper, these types of sentiments are classified to predict the mental illness of the user using the
ensembled deep learning model. )e Reddit social networking platform is used for the analysis, and the ensembling deep learning
model is implemented through convolutional neural network and the recurrent neural network. In this work, multiclass
classification is performed for predicting mental illness such as anxiety vs. nonanxiety, bipolar vs. nonbipolar, dementia vs.
nondementia, and psychotic vs. nonpsychotic. )e performance parameters used for evaluating the models are accuracy,
precision, recall, and F1 score. )e proposed ensemble model used for performing the multiclass classification has performed
better than the other models, with an accuracy greater than 92% in predicting the class.

1. Introduction

Many people use social media to express their emotions and
thoughts [1]. Users frequently share their mental health
difficulties or illnesses anonymously on numerous social
media platforms or online social health forums [2]. It is
possible to express sympathy for individuals with compa-
rable symptoms by joining an online health community.
Users also frequently utilize social media to gather infor-
mation about their symptoms in an attempt at self-diagnosis.
Numerous academics have used social media to study
people’s emotional states and mental illnesses, including
depression, anxiety, and schizophrenia. According to the
study, recent research gathered tweets from people who had
reportedly been diagnosed with depression. Linguistic In-
quiry and Word Count (LIWC) was a tool used to analyze
and track changes in social interaction on Twitter using the
collected messages [3]. To better understand the risk of
postpartum depression among Facebook users, another
study used specialized psychometric measures to compare
the levels of postpartum depression between the pre-and

postnatal periods. Reece et al. [4] analyzed image data to
predict social network users’ depression in their research.
Instagram images were analyzed with face identification and
colorimetric analysis. Exploring user posts and N-gram
language modeling and vector embedding techniques helped
a prior study predict who might develop anxiety illnesses in
the future [5].

Several prior research found that social media data ef-
ficiently monitored or detected users’ moods or prospective
mental health issues. )is study’s objective is to build a deep
learning model that can detect various mental health
problems in users by accumulating social media-related
mental health-related data such as depression, anxiety, BPD,
schizophrenia, and autism. Groups (or “subreddits”) such as
r/depression and r/bipolar were employed to acquire data
from Reddit users. We collected data from six subreddits
that deal with mental health issues, including bipolar,
psychiatric disorders (such as schizophrenia and bipolar
disorder), and autism, to determine if someone is depressed
or anxious [6]. )e subreddits that have been previously
researched were utilized in this analysis. Mental health-
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related subreddits were discovered among the most popular
subreddits using a statistical methodology such as a semi-
supervised method and an assessment procedure by experts.
Subreddits such as R/depression and all others related to
depression are examples of this.

Reddit’s mental health subreddits helped us determine if
individual posts could be classified as relevant forms of
mental illness. )e symptoms of depression and bipolar
disease are so similar that patients with particular mental
disorders may not recognize their most appropriate diag-
nosis due to the difficulty in diagnosing bipolar disorder. At
first glance, we felt that people were seeking help by opening
up generic stories about themselves by using phrases such as
“mental health,” “mental ailment,” or “mental state.” Ini-
tially, individuals are more likely to communicate with
others on Reddit in a general health-related channel, but
they fail to recognize the unique health issues discussed
there. Consequently, we are trying to identify social media
users whomay be suffering frommental health problems [7].
)is investigation aims to answer the following research
question.

According to the World Health Organization (WHO)
Mental Disorders Fact Sheet in January 2020, more than 264
million individuals of all ages suffer from depression [8].
COVID-19’s spread has also been connected to increased
mental health disorders. It’s only a matter of time before
more people get the treatment they need for depression.
Suicide is a leading cause of death among people aged 15 to
29 due to a shortage of resources for those who have amental
illness. Every year, more than 80,000 individuals die due to
this dearth of medical care. )ere has been a steady rise in
major depressive episodes among adolescents in the United
States over the past decade. Mental illness is predicted to
have a global economic impact of more than 5 trillion dollars
by the year 2030, according to projections [9]. It’s quite
evident that preventative and intervention approaches are in
demand.

Researchers have found that a growing number of people
are using social media sites such as Twitter and Facebook to
express themselves and connect with others in real-time
[10]. As a result, a massive amount of social data is gen-
erated, containing traces of useful information about peo-
ple’s preferences, moods, and activities. About 57 percent of
the world’s population is predicted to be using social media
by the year 2021, according to Hootsuite. Over the past year,
the number of unique users worldwide has increased by 520
million, or more than 13 percent on an annual basis.
According to Conway and colleagues, people’s health
monitoring and mental health applications have used social
media data as a data source. Because of their usefulness as
medical decision support systems and the difficulty of di-
agnosing mental disorders using traditional approaches that
rely primarily on surveys and interviews, online screening
tools that can analyze indications of mental disorders are
valuable. As a result, new screening tools for mental disease
can be developed by predicting well-known symptoms from
social media data. Several studies have proven, for example,
that language patterns can serve as an indicator of a person’s
mental health state utilizing machine learning techniques.

)e following is a general outline of how deep learning
techniques are used in research: )ere are three steps in-
volved in this process: creating a file of various types of
mental illness diseases, fitting a model based on that data,
and testing estimation accuracy concerning that data. An
absence has hindered research on applied mental health
issues in the number of datasets available. Crisis informatics,
rapid diagnosis, action, and effective treatment can benefit
from a solution to this problem. Because recognizing risk
factors for mental illness often necessitates quick action,
creating successful intervention programs is hampered by
these gaps in time. Mentally ill individuals may also have less
cooperation with the research team. Textual elements (es-
pecially tweets) dominate the reviews, but many other types
of social data can investigate psychological signals [11]. For
example, visual qualities have received relatively little at-
tention. According to certain studies, photographs are the
most popular content posted on social media platforms,
despite their enormous volume. Many concerns remain
unresolved concerning the social data on mental illness, a
relatively new field of study.

)e paper’s organization is as follows: Section 1 describes
the introduction, and section 2 covers the literature survey.
)en, in section 3, proposed methodology is explained, and
section 4 shows the result. Finally, the last section describes
the conclusion and future work, followed by the reference
section.

2. Literature Survey

Data collection methods in the field of social media-based
mental illness prediction can be divided into two categories:
(1) collecting data directly from users with their permission,
using surveys and data collection tools, or (2) extracting data
from public posts through APIs (application programming
interfaces). First, researchers used crowdsourcing platforms
or data donation websites such as OurDataHelps to post
research information and invite users to participate in the
application by filling out questionnaires and consenting to
collect their social data. Two of the most commonly used
questionnaires for measuring depression are the Center for
Epidemiologic Studies Depression Scale (CESD) and the
Beck Depression Inventory (BDI). To detect suicidal idea-
tion, the Suicide Probability Scale (SPS) and the Satisfaction
with Life Scale (SWLS) can be useful instruments [12]. Since
social media platforms’ APIs allow developers to access
public data, the second approach collects related posts by
using keywords or regular expressions associated with those
keywords or phrases. Self-reported diagnosis can be defined
as the use of regular expressions such as “I was diagnosed
with (disorder)” for a variety of mental health issues in the
postretrieval process. APIs lead to a collection of posts that
need to be analyzed before they can be used in further
research. Suicide ideation denial, discussion of other peo-
ple’s suicide, or news or reports about suicide are considered
irrelevant and removed from the collection if they contain
relevant keywords/phrases. Only posts containing hypo-
thetical statements, rebuttals, or quotations are considered
positive samples in the self-report diagnosis process.

2 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

A common approach to validating regular expressions is
with human annotators, which many researchers suggest,
given the issues we discussed in the introduction. Predefined
datasets, such as those from the myPersonality project, the
Computational Linguistics and Clinical Psychology
(CLPsych) [13], and the eRisk workshops [14], can also be
used to collect data, as can other methods of collecting test
scores and social data. Before the actual analysis, most
studies preprocessed the collected data by removing stop
words, tweets, hashtags, and URLs as well as lowercase
characters [15]. ASCII-converted emojis were also used to
facilitate future analysis of the data. Selecting only the most
relevant features after feature extraction reduces training
time, stimulates interpretation, and increases the likelihood
that the model will generalise and avoid overfitting [16].
Support vector machines (SVMs) and a variety of kernels,
such as linear and radial basis functions (RBFs), as well as
different types of regression, such as linear, log-linear, and
logistic, as well as nave Bayes, decision trees, and random
forests, are the most widely used machine learning methods
for predicting mental disorders [17]. People with depression
and suicide-related psychiatric stressors have also been
studied using deep learning approaches [18]. Even though
feature normalisation and parameter tuning were not well
documented in most previous studies, the evaluation
mechanism is used to assess the classification model’s re-
liability after prediction. Several metrics and visualisation
tools in the literature can be used to evaluate the perfor-
mance of proposed models, such as classification accuracy,
confusion matrix, precision, recall, F1 score, and receiver
operating characteristics curve (ROC).

According to a few studies, machine learning methods
can identify relevant features [19]. )e study of new features
that can be used to train a classifier and lead to discovering
hidden patterns and relationships in the data is the primary
focus of this research, not the development of learning
methods. When it comes to mental illness, most research
relies on textual content and linguistic patterns. NLP
methods, such as those developed by Coppersmith et al. [20],
can gain insights into specific mental health disorders, such
as PTSD; depression; bipolar disorder; and seasonal affective
disorder (SAD).)ey also emphasised the strong connection
between mental disorders and language patterns, such as
first-person pronouns, anger words, and other negative
emotions. Linguistic Inquiry and Word Count (LIWC)
analysis contributed to these findings. With the help of
dictionaries that cover various psychological categories, it
has been manually built by psychologists. For instance, this
technique could extract personal pronouns and positive/
negative emotions from the text. Also, popular sentiment
analysis tools, SentiStrength [21] and OpinionFinder [22],
were used in selected research papers to measure the sen-
timent of textual expressions [23]. Latent Dirichlet Allo-
cation (LDA) is a topic modeling technique that has been
used in several efforts to uncover latent topics from user
postings [24].

Despite this, most studies focus on textual features, with
only a few incorporating image analysis techniques. For
example, Kang et al. used colour compositions and SIFT

descriptors as visual features to extract emotional meanings
from a Twitter image [25]. Using the image’s hue, saturation,
and brightness, Reece et al. [4] can predict Instagram users’
signs of depression. As Guntuku et al. [26] have shown,
using the VGG-Net [27] image classifier can also be used to
predict depression in more recent studies.

In the above discussed paper, the focus was on multiple
convolution neural network and these networks takes much
amount of time during the analysis. So, this proposed work
has used the limited number of convolution neural network
for the extraction of the features and later on recurrent
neural network is used for performing the classification.

3. Proposed Methodology

In this work, 4 different types of classification have been
performed based on the mental illness. )e four diseases
taken for the classification are anxiety_vs_non_anxiety,
bipolar_vs_non_bipolar, dementia_vs_nondementia, and
the psychotic_vs_non_psychotic. )ese four diseases are
classified using the deep learning model based on the En-
semble deep learning models. )e novelty of this work is to
apply the ensembled approach using the LSTM model and
the convolutional neural network for performing the clas-
sification of different types of mental illness. Let us discuss
the proposed methodology in detail.

3.1. Dataset. )e dataset has been collected from the reddit
using NLTK python library. )e dataset consists of 301746
records with labels such as anxiety_vs_non_anxiety, bipo-
lar_vs_non_bipolar, depression_vs_non_depression, and
the psychotic_vs_non_psychotic. )e dataset will be pro-
cessed through different process such as data cleaning and
lemmatization.)emost common category of mental health
disorders in America impacts approximately 40 million
adults 18 and older. Most parts of the dataset are taken from
the research paper [6].

3.2. Ensemble Deep Learning Models. In this work, two re-
current (bidirectional LSTM) and one convolutional neural
network is used for performing the classification. In the first
stage, dataset is preprocessed and then, the preprocessed
data are passed through multiple deep learning models such
as recurrent neural network and convolutional neural net-
work. Figure 1 shows the flowchart of the proposed work,
and the proposed methodology is discussed in detail.

3.2.1. Word Embedding through Continuous Bag of Words
Model (CBOW). In natural language processing, Word2vec
is widely regarded as a breakthrough. As a result, it is widely
accepted and widely used. An embedding technique called
Word2vec is utilized to turn the dataset’s text into vector
form, which a computer can recognize. )ere is a vector for
every word in your dataset, and the size of the vectors varies
with word length. For the CBOW model, context is con-
sidered and used as an input. Afterwards, it tries to forecast
words that are relevant to the context. When it comes to this,

Computational Intelligence and Neuroscience 3
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let us look at an example. In this example, the neural network
receives the word “depression” as an input and processes the
sentence, “Help with rejection, depression, suicide issues.”
Predicting the word “depression” is what we are aiming for
with this exercise. Input words will be encoded with one-hot
encoding, and the error rates of the encoded target word will
be measured. Predicting the result based on the term with
the least error is easier if we do this.

)e above diagram depicts the CBOW model’s archi-
tecture. Understanding the context of surrounding words
helps the model anticipate a target word. )is line, “Help
with rejection, depression, suicide issues,” is a good example.
)is sentence is broken down into word pairs using the
approach (context word, target word). )e user must cus-
tomise the window size. For example, if the context word has
a 2-word window, the word pairings would be as follows:
([help, with], rejection), ([with, rejection], depression), and
([rejection depression], suicide). When making predictions
with this set of word pairs, contextual terms are taken into
account. )e input layer will consist of four 1XW input
vectors if we employ four context words to predict a single-
target word. A WXN matrix is used to multiply these input
vectors in the buried layer. An element-by-element sum-
mation of the 1XN hidden layer output to produce the final
activation and output, as shown in Figure 2.

3.2.2. Convolutional Neural Network. In this work, a single
CNN model is used for performing the analysis. )e input
training samples are fed into convolution layers, which
extract features. Each convolution layer has a set of filters
that aid in extracting features. In general, the complexity of
features learned by convolution layers increases as the depth
of the CNN model increases. For example, the first con-
volution layer focuses on simple features, while the last layer
focuses onmore complex features of training samples.When
extracting features, the convolution of a portion of the data
sample is considered. Stride length and padding value de-
termine howmuch data the filter can process at a given time.
Before convolution, data samples may or may not be sub-
jected to zero padding. An activation unit called ReLU is
used further to process the convolutional output (rectified
linear unit). )e data is transformed into a nonlinear form
by this unit. )e ReLU output is clipped to zero when the
convolution output is negative. )e vanishing gradient
problem prevents sigmoid units from being used as

activation units. If the depth of CNN is large, the gradient
found at the input layer will have diminished greatly when it
reaches the output layer. As a result, the network’s overall
output varies slightly. As a result, the convergence rate is
either slow or nonexistent. ReLU is preferred to avoid such a
situation.

After that, a pooling layer receives the ReLU’s output.
During convolution, a pooling layer removes any redundant
features that were captured. As a result, the data sample is
smaller thanks to this layer. Pooling is based on the as-
sumption that the values of adjacent pixels in an image are
nearly identical. Pooling is performed using the average,
minimum, andmaximum four adjacent pixel values. Using a
2∗ 2 filter, the size of the input image is reduced by half.
Before pooling, the input data may or may not be subject to
zero padding. In the CNN model, this convolution and
pooling layer is repeated. Also, it is repeated 2–4 times for
educational purposes. Multilayer neural networks are used
to process the output of the convolution and pooling layers.
In this case, each neuron unit serves as a feature map for a
particular unit. By making the CNN model noise-resistant,
the dropout layer reduces overfitting. Layers like these are
typically inserted between two layers of a neural network
that are already fully connected. As a result, they temporarily
disrupted data flow between two completely interconnected
systems. )is is the same as teaching the model to classify
under noisy conditions accurately. As a result, the likelihood
of an overfitted model classifying incorrectly decreases. )e
SoftMax function is used to compute the CNN model’s
output. Rather than just≥ 0.5 for sigmoid output, SoftMax
provides the probability of outputs for various classes. )e
use of SoftMax to find output results based on the most likely
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Figure 1: Flowchart of the proposed work.
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Figure 2: Architecture of CBOW word embedding model.

4 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

class increases output accuracy.)emodel is mathematically
discussed as follows.

Using L and V as sentence and word vector lengths
measures is common. Let S ∈ RL,V be the sentence matrix. It
is necessary to apply a convolutional kernel C ∈ RL,W to an
array of W words before the new feature can be produced
using a convolutional operation. )ere are many ways to
generate features such as Fi, from S [∗ , i : i + W] such as

Fi � σ 􏽘

​
(S[∗ , i : i + W]oC) + b􏼠 􏼡. (1)

In the above equation (1), σ is the nonlinear function and
b ∈ R is a bias term. In this work, ReLu is the nonlinear
function and o is used to represent the Hadamard product.
Hadamard product of two matrices is “To generate a feature
map, the convolutional kernel is run on every possible
combination of words in the sentence. To identify the most
important feature in the feature map, we perform a pairwise
max-pooling operation. )e pooling operation can be
viewed as feature selection in natural language processing. A
max-pooling operation is also performed and specifically the
feature map, which results from convolution
F � [F1, F2, . . . , FL−W+1] is the pooling operation’s input.
Allowing for a two-fold reduction in input, let’s calculate
these two adjacent features in the feature map as follows:

Mi � max F2xi−1, F2xi( 􏼁. (2)

Maximizing the pooling operation yields the following
output:

M � M1, M2, . . . . . . . . . .M
L − W + 1

2
􏼔 􏼕, (3)

where M ∈ R(L− W+1/2).

3.2.3. Recurrent Neural Network. For the most part, our
classification model is based on an attention-based Bi-LSTM
architecture. Each word has a unique correlation with final
classification, even though CNNs reduce input features to be
used for prediction. We plan to use CNN and Bi-LSTM to
their full potential in this study. As a result, the Bi-LSTM is
able to encode word dependencies over long distances more
effectively. Figure 1 depicts the Bi-LSTM process. Using the
CNN stage’s features, it extracts the final hidden layer to
generate new features. )e information obtained by Bi-
LSTM can be viewed as two different textual representations

because it has access to both the preceding and subsequent
contextual information. A Bi-LSTM model generates a
representation of the sequence using the features obtained
from the CNN. In the end, the attention layer selects the
most correlated features to use for final classification. For
“I’m angry. I’m angry at myself,” the attention mechanism
assigns more weight to “angry” and less weight to “myself” in
order to classify the sentence as depression. )e point is to
demonstrate that despite the illness’s negative impact, the
“angry” attitude remains unfazed. )e attention mechanism
improves prediction accuracy and reduces the number of
learnable weights required by this process. )is model’s
attention mechanism uses the Bahdanau attention with the
following:

score(query, key) � V
Ttanh W1key + W2key􏼐 􏼑. (4)

4. Results and Discussion

)e proposed work is implemented through Python pro-
gramming language. )e parameters used for the evaluation
of the performance of the models are accuracy, precision,
recall, and F1 score.

Table 1 has shown the comparison of the existing model
with the proposed ensembled model. )e table has shown
that the proposed model has performed better than the
existing model based on convolutional neural network.

Table 1: Comparison table of the deep learning models.

Channel Class CNN Ensemble deep learning model
Accuracy (%) Precision Recall F1 score Accuracy Precision Recall F1 score

Anxiety Anxiety 77.81 87.54 41.44 56.25 80.13 89.63 50.14 64.30
Nonanxiety 75.92 96.91 85.14 77.16 98.13 86.39

Bipolar Bipolar 90.20 87.22 38.02 52.95 92.14 89.13 45.42 60.17
Nonbipolar 90.40 99.05 94.53 92.56 99.43 95.99

Dementia Dementia 75.13 89.1 71.75 79.49 80.45 90.46 76.17 82.7
Nondementia 58.66 82.04 68.41 64.23 86.04 73.55

Psychotic Psychotic 78.85 83.45 61.23 70.63
Nonpsychotic 76.73 70.94 73.75
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Anxiety
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Dementia Psychotic

Dementia
Psychotic
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Figure 3: Accuracy comparison of the proposed work.
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Among different fruits, mulberry is the most highlighted natural gift in its superior nutritional and bioactive composition,
indispensable for continuing a healthy life. It also acts as a hepatoprotective immunostimulator and improves vision, anti-
microbial, anti-cancer agent, anti-stress activity, atherosclerosis, neuroprotective functions, and anti-obesity action.-emulberry
fruits also help reduce neurological disorders and mental illness. -e main reason for that is the therapeutic potentials present in
the nutritional components of the mulberry fruit.-e available methods for assessing mulberry fruits are mainly chromatographic
based, which are destructive and possess many limitations. However, recently some non-invasive techniques, including chlo-
rophyll fluorescence, image processing, and hyperspectral imaging, were employed to detect various mulberry fruit attributes.-e
present review attempts to collect and explore available information regarding the nutritional and medicinal importance of
mulberry fruit. Besides, non-destructive methods established for the fruit are also elaborated. -is work helps encourage many
more research works to dug out more hidden information about the essential nutrition of mulberry that can be helpful to resolve
many mental-illness-related issues.

1. Introduction

Fruits and vegetables carry health-promoting and bioactive
constituents; consequently, consumers’ preference has been
shifted towards their extensive consumption [1]. Chemical
compositions of such food items can protect from various
diseases without harming the human body. Mulberry is also
a nutritious fruit cultivated 5,000 years ago in China, along
with sericulture. Different health-promoting compounds
such as moranoline, albafuran, albanol, morusin, kuwanol,
calystegine, and hydroxymoricin that can regulate metabolic

activities efficiently have been reported [2, 3]. Explorative
studies on mulberry fruit have investigated different health-
promoting compounds such as moranoline, albafuran,
albanol, morusin, kuwanol, calystegine, and hydroxymoricin
that can regulate metabolic activities efficiently [4, 5]. In
recent years, some reviews were published based on the
health benefits of mulberry fruits [6, 7], and only a few
studies discussed analysis methods for the mulberry fruit [8].
Moreover, with the recent global increase in demand for
nutrient-dense and high-quality foods, there is a strong
emphasis on the non-destructive methods of assessment
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with accuracy and high sensitivity for different phyto-
chemicals. Recently, many reviews have discussed the use of
non-destructive spectral imaging and spectroscopic tech-
niques for different food and agricultural applications such
as exploring the lycopene content, ripening, and maturity of
the fruits and quality assessment of alcoholic beverages and
spices [9–11].

-erefore, in the current attempt, we discussed non-
destructive and rapid methods for the non-invasive inves-
tigation of mulberry samples and also elaborated on the
importance of mulberry fruit as a nutritional and health-
promoting source.

2. Nutritional Significance of Mulberry Fruits

-e occurrence of ascorbic acid, carbohydrates, proteins,
fats, minerals, and vitamins (thiamine, nicotinic acid, and
riboflavin) and their precursors make mulberry fruit the
most nutritious agricultural product for consumers [12].
However, a broad range of topographical, climatic, and soil
conditions can affect plants’ nutritional and chemical status.
For example, moisture can range from 80.8± 2.81 g/100g
FW, ash can vary from 0.6± 0.09 g/100g DW, protein can
vary from 1.46± 0.18 g/100g DW, and the lipid can range
from 0.58± 0.06 g/100g DW. Likewise, crude fiber
(1.2± 0.40 g/100 g DW), carbohydrate (15.30± 1.27 g/100 g
DW), and energy (72.30± 3.25 kcal/100 g DW) can also
fluctuate [13, 14]. -e main sugars are fructose
(1.7–2.11 g/100 FW) and glucose (1.7–2.44 g/100 FW) in
mulberry fruit. -e pH and the total soluble solids (TSS) in
mulberry fruit range from 3.23 to 3.42 and 6.19to 9.32,
respectively [13, 14].

Moreover, the fruit also contains essential minerals el-
ements (both macro and micro), which aids in regulating
metabolic mechanisms. Potassium (K), calcium (Ca),
magnesium (Mg), and sodium (Na) are essential elements,
while the iron (Fe), zinc (Zn), and nickel (Ni) are among the
microminerals reported in different studies [14, 15]. Eval-
uation of essential minerals in different mulberry varieties
from different zones confirmed K as the predominant ele-
ment, ranging from 906.75± 41.49%. Trace elements
assessed were ranging in a reasonable amount in the fresh
matter, but selenium (Se), arsenic (As), and chromium (Cr)
are the least dominant elements [16].

In mulberry fruit, 18 different amino acids were also
determined, among which 9 were the essential amino acid
compulsory for our body. According to the protein ratio,
mulberry fruit is close to the sound quality protein foods such
as milk and fish. In mulberry essential, amino acid/total
amino acid (EAA/TAA) ratio is about 42% [17]. Similarly, in
mulberry fruit, the polyunsaturated fatty acid (PUFA) content
is higher than monounsaturated and saturated fatty acids.
Moreover, behenic acid (C22: 0) and palmitoleic acid (C16: 1)
are essential fatty acids reported in mulberry fruits only. All
the reported fatty acids in the fruit are displayed in Table 1.

Additionally, the mulberry fruit also contains riboflavin,
thiamin, folate, niacin, and vitamins B-6, A, K, and
E. Ascorbic acid is higher, ranging from 36 to 36.4mg/100/g
[20]. Similarly, tocopherols were also revealed by Gómez-

Mej́ıa et al. [23] in mulberry fruit, including α-tocopherol
(0.73mg/100 g FW), δ-tocopherol (2.2mg/100 g FW), and
c-Tocopherol (25mg/100 g FW). Besides, the fruit also
carries organic acids [22], making it a valuable, healthy
product, and plays a vital role in sensory properties by
imparting sugar and sour taste. Acids are primarily used as
an additive, specifically acidulates (malic, tartaric, ascorbic,
and citric acids), anti-oxidants (malic, tartaric, and citric
acids), or preservatives (benzoic and sorbic acids) [24].
Fruits’ base acids have no adverse health effects because
during the metabolism they are quickly oxidized. Other
vitamins and organic acids present in the fruit are presented
in Table 1.

3. Phytochemicals in Mulberry Fruit

Non-nutritive phenolic compounds protect from various
dysfunctions with no side effects to the consumer’s health
[25]. -e polyphenolic content reported in mulberry fruit
includes flavonoids, fibers, β-carotene, anthocyanins, an-
thraquinone, glycosides, and oleic acid [2, 7] (Figure 1).
Berries are a good source of polyphenolic and indicate the
large family, categorized by the structural attribute as
phenolic acids, flavonoids, tannins, stilbenes, and lignans,
which are indispensable for life [7]. In mulberry fruits, the
phenolic contents fluctuate with various cultivars. Beyond
the cultivars, the maturity stages of mulberry fruits also have
a notable influence on the phenolic values. With the increase
in the maturity stage of mulberry fruit, phenolic content also
enhances [12, 26].

3.1. Flavonoids. Flavonoids are among a large group of non-
nutritive polyphenolic compounds that exhibits anti-oxi-
dant attributes that play a pivotal role in curing oxidative
stress-related problems such as atherosclerosis [27]. -e
variation in flavonoids contents in various breeds of mul-
berries is notable. Chinese mulberries have higher flavonoid
contents (0.0024mg/kg) than Korean (0.0006mg/kg) [18].
Quercetin 3-O-β-D-(6″-O-malonyl) glucoside is the most
important flavonoid for delivering anti-oxidant properties in
the fruit [28]. -e kaempferol 3-O-glucoside content was
observed in mulberry to be 3.55–47.80mg/kg of fresh weight
in Morus atropurpurea cv Taiwanguosuang and Yuefenshen
[29]. Besides, mrin (flavonoid) was also revealed to suppress
cyclosporine in tissues. Cyclosporine is an effective immune
suppressive agent that reduces nitric oxide creation by the
activated macrophages [30]. Studies also demonstrated in-
hibition of the human cytochrome CYP3A process in a
pooled human liver microsome system by regular con-
sumption of black mulberry fruit juice [31]. Studies con-
ducted on mice also confirmed anti-stress activity in black
mulberry juice due to its valuable phytochemical compo-
sition [32].

3.2. Anthocyanins. Anthocyanins are color imparting pig-
ments, widely distributed in agricultural products including
fruits, vegetables, flowers, and others [33]. Numerous studies
confirmed the presence of health-promoting anthocyanins
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in mulberry fruit juice. Among them, cyanidin-3-O-glu-
coside and cyanidin-3-rutinoside are widely distributed
(Table 2) [41].

Moreover, cyanidin 3-O-β-D-glucopyranoside isolated
frommulberry fruits inhibited the cerebral ischemic damage
caused by oxygen-glucose deprivation in PC12 cells [42].
Similarly, anthocyanins from the mulberry fruit (black) were

also reported to prevent Cu-induced peroxidation of lipo-
somes [42]. Meanwhile, the co-oxidation of linoleic acid and
β-carotene confirmed that the extracts of mulberry (Morus
nigra) fruits show safeguard action against peroxidative
damage to biomolecules and their membranes [43]. Fur-
thermore, Jiang et al. [44] and Wu et al. [45] concluded that
the fruit anthocyanin and water extract could scavenge free
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Figure 1: Main mulberry functional components and their therapeutic properties.

Table 1: Fatty acid composition, vitamins contents, and organic acids profile in mulberry fruit.

Fatty acid
References

Name Concentration Name Concentration
Myristic acid 0.47–0.49 Behenic acid 1.3–1.37

[18, 19]

Palmitoleic acid 0.38–0.40 Tetracosanoic acid 1.0–1.04
Palmitic acid 20–22.26 9-Octadecynoic acid —
Heptadecanoic acid 0.26–0.28 10-Nonadecenoic acid —
Linoleic acid 26–26.45 Azeloic acid 0.23
Oleic acid 10.00–10.68 Oxiraneoctanoic acid 0.41
Stearic acid 8–8.62 11-Eicosenoic acid —
Eicosanoic acid 2.10–2.45 Brassidic acid 0.83
Linolenic acid 0.66 PUFA 74.11–79.52
MUFA 5.92–6.89 SFA 14.56–19.82

Vitamin ReferencesName Concentration Name Concentration
-iamin (B1) 0.026–0.029mg/100 g Folate DFEb 6.00 μg/100 g

[14, 20]

Riboflavin (B2) 0.900–0.101mg/100 g Vitamin A, RAEc 1.00 μg/100 g
Nicotinic acid 0.700–0.800mg/100 g Vitamin A, IUa 25 IU/100 g
Ascorbic acid 36.00–36.40mg/100 g Vitamin E (α-tocopherol) 0.80–0.87mg/100 g
Niacin 0.600–0.620mg/100 g Vitamin K 7.60–7.80 μg/100 g
Vitamin B-6 0.030–0.050mg/100 g

Organic acids ReferencesName Concentration Name Concentration
Malic acid 9.095mg/g Citric acid 1.805mg/g

[21, 22]Tartaric acid 0.145mg/g Oxalic acid 0.660mg/g
Fumaric acid 0.213mg/g Succinic acid 2.836mg/g
Lactic acid 0.662mg/g Acetic acid 0.053mg/g
∗Fatty acids results: Results are described as percentage over the total peak area content of gas chromatography-mass spectrometry analysis.
aIU� international unit, bDFE; dietary folate equivalents, and cRAE; retinol activity equivalents.
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radicals, prevent low-density lipoprotein oxidation, reduce
blood lipid, and also be found to prevent atherosclerosis.

3.3. Flavonols and Flavanols. Flavonols and flavanols are
flavonoids subgroups, and the structures of these flavonoids
are almost the same but different in some positions, such as
C-2, C-3, and C-4. In flavonols, a double bond exists between
C-2 and C-3 and, in the C ring, the carbonyl group at C-4
compared with flavanols. Mulberry fruit consists of many
flavonols such as quercetin, rutin, kaempferol, and myr-
icetin, and the derivatives of kaempferol and quercetin are
the main components. Some kaempferol in glycosylated
form has been found in some cultivars of mulberry
fruit, such as kaempferol 3-O-rutinoside and
kaempferol 3-O-glucoside [46, 47]. Usually, the flavanols do
not exist as a glycoside naturally. But, in mulberry fruit,
epigallocatechin gallate, catechin, procyanidin B1, epi-
catechin, and procyanidin B2 have been reported (Table 2).

3.4. PhenolicAcids. Mulberry fruit consists of different types
of phenolic acids. Benzoic acid and hydroxycinnamic acids
are the leading derivatives that represent the phenolic acids
in the fruit. Ferulic acid, cinnamic acid, chlorogenic acid,
o-coumaric acid, caffeic acid, and p-coumaric acid are the
leading derivatives of hydroxycinnamic acid found in the
samples. -e gallic acid, protocatechuic acid, hydrox-
ybenzoic acid, and vanillic acid are the essential derivatives
of benzoic acid in mulberry fruit (Table 3). In mulberry fruit,
the most abundant phenolic acid is chlorogenic acid ranging
from 5.3 to 17.3mg/100 g DW [49]. Furthermore, Butkhup
et al. [40] reported that cinnamic acid varied from 11.63 to

15.04mg/100 g DW and gallic acid fluctuated from 7.34 to
23.35mg/100 g DW, which is the most prominent phenolic
acids in different cultivars of the fruit.

3.5. Polysaccharides. Polysaccharides play significant parts
in pathological and physiological activities [50–52]. Dif-
ferent polysaccharides were purified from the mulberry fruit
with hypoglycemic and anti-oxidant activities using nu-
merous purification methods as presented in Table 4. A
glycoprotein extracted from the lyophilized powder and fruit
juice of mulberry fruit exhibit good anti-inflammatory and
anti-apoptosis agents in rats’ primary splenocytes [54].

4. Biosynthesis of Anthocyanin and Phenolic
Contents in Mulberry

Anthocyanins are the phenylpropanoid metabolic pathway
responsible for exhibiting red, purple, and bluish colors to
the mulberry fruits. Its biosynthesis begins with amino acid
phenylalanine that is converted by phenylalanine ammonia-
lyase (PAL), cinnamate 4-hydroxylase (C4H), and 4-cou-
marate-CoA ligase (4CL) to ρ-coumaroyl-CoA (anthocya-
nin, flavonols, and lignins precursor). Anthocyanins
(cyanidin 3-O-rutinoside) are primarily synthesized by
chalcone synthase (CHS), chalcone isomerase (CHI), fla-
vanone-3-hydroxylase (F3H), flavonoid-3′-hydroxylase
(F3′H), dihydroflavonol reductase (DFR), anthocyanidin
synthase (ANS), anthocyanidin 3-O-glucosyltransferase
(3GT), and UDP-rhamnose: anthocyanidin-3-glucoside
rhamnosyltransferase (3RT). -is biosynthesis is regulated
by transcription factors (TFs), including MYB and basic

Table 2: Composition of flavonoids in mulberry fruit.

Class Subclass Compound Contents References

Flavonoids

Anthocyanins

Cyanidin 3-O-(6″-O-a-rhamnopyranosyl-β-D-glucopyranoside) 57mg/g CMA [34]
Cyanidin-3-rutinoside 108.78mg/g MAE [35]
Cyanidin-3-glucoside 301.74mg/g MAE [36]

Cyanidin 3-O-(6″-O-α-rhamnopyranosyl-β-D-glucopyranoside) 270mg/g CMA [34]
Cyanidin 3-O-β-D-glucopyranoside 233mg/g CMA [34]
Cyanidin 7-O-β-D-glucopyranoside 33mg/g CMA [34]

Pelargonidin-3- glucoside NA [37]
Pelargonidin-3-rutinoside NA [37]

Petunidin 3-O-β-glucopyranoside 5.1mg/g CEE [38]

Flavonols

Rutin 0.065–7.728mg/100 g FW [39]
Myricetin 0.66–1.18mg/100 g DW [40]
Quercetin 31.88–58.42mg/100 g DW [40]

Quercetin 3-O-glucoside 1.069mg/100 g FW [29]
Quercetin 3-O-rutinoside 2.869mg/100 g FW [29]
Quercetin 3-O-galactoside 0.002mg/100 g FW [29]

Kaempferol 0.24–1.61mg/100 g DW [40]
Kaempferol 3-O-rutinoside 2.00–14.00mg/100 g DW [18]
Kaempferol 3-O-glucoside 1.623mg/100 g FW [29]

Flavanols

Catechin 309.26–750.01mg/100 g DW [40]
Epicatechin 8.47–17.12mg/100 g DW [40]

Epigallocatechin gallate 0.033–0.086mg/100 g DW [39]
Procyanidin B1 59.64–224.41mg/100 g DW [40]
Procyanidin B2 1.02–5.66mg/100 g DW [40]

MAE, mulberry anthocyanin extract; NA, not available; CEE, crude ethanol extract; CMA, crude mulberry anthocyanin; DW, dry weight; and FW, frozen
weight.
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helix-loop-helix (bHLH) TFs and WD40-repeat proteins
also [59]. Cyanidin-3-rutinoside and cyanidin-3-glucoside
are the major anthocyanins isolated from mulberry fruits
[59].

Among flavonoids, rutin, quercetin, and kaempferol are
the major existing ones in mulberry fruits. Some mulberry
cultivars have been reported with glycosylated forms of
quercetin and kaempferol, including quercetin 3-O-ruti-
noside, quercetin 3-O-glucoside, quercetin 3-O-galactoside,
kaempferol 3-O- glucoside, and kaempferol 3-O-rutinoside
[20]. Moreover, rutin was reportedly the most abundant
phenolic acid contributing approximately 44.66% of the total
phenolic acid content in eleven different mulberry fruit
samples [20].

5. Mulberry Homeostasis in Human Guts

-e gut response was observed in evaluating anti-oxidant
studies (ABTS and FRAP) of mulberry cultivars, whereas, on
stimulation of gastrointestinal digestion, white mulberry
cultivars exhibited insufficient anti-oxidant activity as
compared to their black counterparts. Compared with FRAP
assay, white cultivars on digestion possess better anti-oxi-
dant capacity, while the black cultivar showed better results
in the non-digested form [60]. Human gut microbiota
fermentation effect on the anti-oxidant and phenolic content

was observed, where the black mulberry variety showed
higher anti-oxidant activity than white in ABTS scavenging
activity, while, for the FRAP assay, ferric reducing capacity
showed fluctuations in results collected at 0, 2, 6, 12, and 48
hours. Similarly, the phenolic acid content decreased after
fermentation in white while in black initially increased to
960.42mg gallic acid equivalent (GAE)/100 g FW 24 hours.
Still, it then significantly decreased to 543.03 GAE at 48
hours. Anthocyanins were also reportedly increased at 0 h,
but with a change in pH, a structural modification was
observed during fermentation producing different phenolic
metabolites. After in vitro digestion, mulberry anthocyanins
degraded owing to the alkaline condition of intestinal di-
gestion. Studies showed that acidic pH was considered more
stable for anthocyanins’ structural integrity [60, 61]. Studies
indicate the potential of digested and fermented mulberry
samples in suppressing the outbreak of reactive oxygen
species (ROS), as highlighted in Figure 2 [62]. Anthocyanins
and catechins also act as a cellular signaling messenger to
regulate the anti-oxidant enzymes and activate the Keap1/
Nrf2 signaling pathway that could increase the gene ex-
pression of anti-oxidant enzymes and resultantly maintain
the cellular redox balance [60, 63]. Black mulberry cultivars
exhibited higher bioactive compounds with potent in vitro
anti-oxidant activity and cellular ROS scavenging activity
among the different tested cultivars.

Table 3: Composition of phenolic acid in mulberry fruit.

Class Subclass Compound Content References

Phenolic acid

Hydroxycinnamic acid

Chlorogenic acid 5.3–17.3mg/100 g DW [48]
Cinnamic acid 11.63–15.04mg/100 g DW [40]
p-Coumaric acid 0.024–0.142mg/100 g DW [39]
o-Coumaric acid 0.015mg/g FW [22]

Ferulic acid 0.057–2.949mg/100 g DW [39]
Caffeic acid 1.06–8.17mg/100 g DW [40]

Benzoic acid

p-Hydroxybenzoic acid 0.028–0.154mg/100 g DW [39]
Protocatechuic acid 0.264–0.794mg/100 g FW [39]

Gallic acid 7.34–23.35mg/100 g DW [40]
Vanillic acid 0.008mg/g FW [22]
Syringic acid 0.049mg/g FW [22]

FW, frozen weight and DW, dry weight.

Table 4: List of isolated polysaccharides from the mulberry fruit.

Compound name Molecular weight Bioactivities References
FMAP 130 — [53]
MP — Anti-apoptotic and anti-inflammatory [54]
PMF-1 71.68 —

[55]PMF-2 84.33 —
PMF-3 103.17 —
MFP — Hypoglycemic and anti-oxidant

[56]MFP-1 — Hypoglycemic and anti-oxidant
MFP-2 — Hypoglycemic and anti-oxidant
MFP-1 7.9, 1.0, 0.7 Hypoglycemic and anti-oxidant

[35]MFP-2 149, 9.3, 2.6.1.5 Hypoglycemic and anti-oxidant
MFP-3 167, 5, 1.5 Hypoglycemic and anti-oxidant
MFP-4 185, 64.4, 1.5, 0.2 Hypoglycemic and anti-oxidant
MFP3P 136.6 Hypoglycemic and anti-oxidant [57]
JS-MP-1 1639 Anti-obesity and immunomodulation [58]
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6. Medicinal Value

Due to the health-promoting nutritional composition of
mulberry fruit, its applications extend to medicine, eco-
nomic enhancement, industrial by-products, clinical and
domestic fields [32, 42]. Numerous authors stated that
mulberry (fruit, roots, and bark) has vital importance in
Chinese folk medicine, reported using since 659 AD for the
treatment of different ailments such as preventing diabetes,
anemia, hypotension, anti-phlogistic, hepatoprotective, di-
uretic, hypotensive, anti-pyretic, analgesic, expectorant, and
also effective against arthritis [18, 64–67]. Furthermore, the
fruit and its extracts are useful against epileptic convulsions,
mental problems, and hemicranias. -e fruit can also pre-
vent asthma, vitiated conditions, rheumatism, and inflam-
matory issues [42].

Nonetheless, for many years, mulberry fruit juice has
also been consumed as a folk medicine for tumors of fauces,

diarrhea, aphtha, flue, cough, dyspepsia, edema, fever,
headache, hypertension, and rapid healing of injuries [68].
Moreover, mulberry juice is provided in febrile disorder and
malaria to reduce the body temperature because the juice
(mulberry) is a natural refrigerant [69]. Similarly, the
products (especially syrups and recipes) prepared using
mulberry fruits effectively alleviate constipation problems,
insomnia, premonitory, and apoplexy dysfunctions [31].

Moreover, the fruit is also effective in treating loss of
appetite problems, flatulence, controlling intestinal para-
sites, and, most importantly, improving the production of
body fluids. Different experiments also proved its anti-
hyperlipidemic properties, hypertension preventive agent,
anti-hyperglycemic, and anti-allergic properties (Table 5)
[7, 32, 33, 42, 69].

Chinese pharmacopeia enlists all parts of mulberry
(fruit, root bark, stem, and leaves) as a critical constituent in
medicinal preparations [84, 85]. Additionally, it poses an

Figure 2: -e primary health effects mechanism of mulberry’s polyphenols designed from available literature. GSH-Px: glutathione
peroxidase, CPT-1: carnitine palmitoyltransferase-1, PGC1α: peroxisome proliferator-activated gamma coactivator 1-α, PPARα: perox-
isome proliferator-activated receptor alpha, UCP1: uncoupling protein 1, PRDM16: PR domain containing 16, HMG-CoA: 3-hydroxy-3-
methyl-glutaryl-coenzyme A reductase, SREBP-1c: sterol regulatory element-binding transcription factor 1, LDLR: low-density lipoprotein
receptor, AMPK: AMP-activated protein kinase, ABCA1: ATP-binding cassette transporter A1, SR-B1: scavenger receptor class B type 1,
GLUT4: glucose transporter type 4, G6Pase: glucose 6-phosphatase, AS160: Akt substrate of 160 kDa, PEPCK: phosphoenolpyruvate
carboxykinase, AKT: protein kinase B, FOXO1: fork head box protein O1, GSK-3β: glycogen synthase kinase-3β, MMPs: matrix met-
allopeptidases, NF-kB: nuclear factor kappa-light-chain-enhancer of activated B cells, ROS: reactive oxygen species, AP-1: activator protein
1, u-PA: urokinase plasminogen activator, p53: phosphoprotein p53, Apaf1: apoptotic peptidase activating factor 1, Bcl-2: b-cell lymphoma
2, Bace2: beta-secretase 2, AST: aspartate aminotransferase, PI3K: phosphatidylinositol-3 kinase, ALT: alanine aminotransferase, COX 2:
cyclooxygenase-2, iNOS: inducible nitric oxide synthases, and ALP: alkaline phosphatase. Note: Orange boxes indicate increase and red
boxes indicate decrease.
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Table 5: -erapeutic properties of mulberry fruit.

-erapeutic properties Intake type Bioactive compounds Health effects References

Hypolipidemic

Mulberry freeze-dried
powder

Fatty acids, dietary fiber,
phenolics, anthocyanins,
flavonoids, and vitamins

A significant decline in serum and liver
triglyceride levels, total cholesterol,

serum low-density lipoprotein
cholesterol, and a decrease in the

atherogenic index, while the serum high-
density lipoprotein cholesterol was

significantly increased

[70]

Mulberry water extract Phenolics, anthocyanins,
flavonoids, and vitamins

Significant reduction in the levels of low-
density lipoprotein, cholesterol, and

triglyceride
[71]

Mulberry freeze-dried
powder Anthocyanins

Significant reduction in the low-density
lipoprotein cholesterol and total

cholesterol
[72]

Anti-atherosclerotic Mulberry water extract Phenolics, anthocyanins,
flavonoids, and vitamins

Significant decrease in severe
atherosclerosis in the aorta by 42–63% [71]

Anti-diabetic

Ethyl acetate-soluble
extract

Phenolic compounds (25
different types)

Significant reduction in the glycosylated
serum protein and fasting blood glucose
and increase anti-oxidant enzymatic
activities (SOD, CAT, GSH-Px) in

streptozotocin (STZ) induced diabetic
mice

[73]

Mulberry fruit
polysaccharides extract Polysaccharides

Significant reduction in fasting blood
glucose, oral glucose tolerance test,

fasting serum insulin levels, homeostasis
model of assessment-insulin resistance,
glycated serum protein, and triglycerides

[74]

Mulberry anthocyanin
extract Anthocyanin

Significant improvement in the
dysfunction in diabetic mice and

mitigated insulin resistance in HepG2
cells via activation of PI3K/AKT

pathways

[75]

Ramulus mori
polysaccharides extract

Ramulus mori
polysacchguoarides

Blood glucose-lowering and
metabolism-normalizing roles and also
improvement in the function of the

pancreas by inhibiting the inflammatory
response and attenuating the oxidative

stress in pancreas tissue

[76]

Anti-obesity

Mulberry water extracts Gallic acid, chlorogenic acid,
rutin, and anthocyanins

Regulation of lipolysis and lipogenesis,
which exerted the hypolipidemic and

anti-obese effects
[77]

Mulberry leaf extract and
mulberry fruit extract

Cyanidin-3-glucoside, 1-
deoxynojirimycin, rutin, and

resveratrol

Potential anti-obesity effects through
modulation of oxidative stress and

obesity-induced inflammation in high
fat diet-induced obesity

[78]

Anti-tumor Mulberry anthocyanins
rich extract Anthocyanin

Targeting c-jun and p38/p53 pathways
suppress tumorigenesis and cell survival
but produce apoptotic death in AGS cells

[79]

Hepatoprotective

Extract Anthocyanin Potent protective effect on CCl4-
induced liver fibrosis in rats [80]

Mulberry anthocyanin
extract Anthocyanin

Occurrence of the hypolipidemic effects
of mulberry anthocyanin extract via
inhibition of lipid biosynthesis,
phosphorylation of AMPK, and

stimulation of lipolysis

[81]

Neuroprotective Mulberry extract Cyanidin-3-O-beta-d-
glucopyranoside

Neuroprotective effects on the PC12
cells exposed to hydrogen peroxide in
vitro and on cerebral ischemic damage

in vivo

[82]
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and atherosclerosis [86]. -is widely grown fruit also has
corrective action against bronchitis, edema, influenza, eye
infections, and nosebleeds [85]. Traditionally, mulberry can
also be used to treat weakness, fatigue, premature hair falling
and graying, urinary problems, tinnitus, dizziness, and
hypoglycemic action [42]. In contemporary medicine,
mulberry is used to prepare oral syrups, add flavor, or impart
color to different drugs [87].

6.1. Anti-Oxidant Potential. Natural anti-oxidants in pro-
duce continuously inactivate the reactive species (which
damage cells) and keep them in minor amounts, required for
normal cell functioning [88].-e in vitro free radical’s assays
are the most generally employed methods in estimating the
anti-oxidant potential of mulberry fruits (Table 6). Gener-
ally, the anti-oxidant activity of the whole frozen fruits was
0.21–8.15%, 50.18–86.79%, 16.53–62.83%, and
0.03–38.45 μM ascorbic acid by using a metal chelating
ability, DDPH activity, superoxide anion radical scavenging
methods, and FRAP activity, respectively [93]. Different
experiments have concluded that fruits containing anti-
oxidant compounds significantly reduce specific chronic
ailments [94]. Berthollide compounds, one of the secondary
metabolites, were also detected in mulberry fruits. -ese
bioactive ingredients are free radical scavengers to protect
the cell from oxidation [95]. According to another study, the
fruit also strengthens the oxidation safeguarding mechanism
and inactivates the red-blood-cell-damaging ingredient in
diabetes-induced mice [96].

Moreover, research was conducted to compare the anti-
oxidant potential of different fruits. Among the tested
samples, the mulberry pulp was characterized highest anti-
oxidant (ferric reducing the power of 4.11mmol/100 g wet
weight) exhibiting fruit [97]. Furthermore, a spectroscopic
assessment also showed the fruit juice contains efficient
scavenging characteristics against superoxide, hydroxyl, and
nitric acid.

6.2. Immunostimulator. -e immune system (IS) is the
primary regulatory systemmanaging the body’s homeostasis
and plays an essential part in developing life from childbirth
to death. -e IS can be balanced and guarded by using
different immunostimulators. Mulberry carries a more
significant amount of bioactive flavonoids, particularly
anthocyanins and other bioactive compounds that play an
essential role in improving the consumer’s immunity [98].
Morus alba extracts also improved cell-mediated and hu-
moral immunity during experimental animal studies [99].

6.3. Anti-Cancer Agent. Cancer disease is one of the main
reasons for the death of both humans and animals [100].
Anthocyanins extracted from the mulberry fruit exhibit
inhibitory results on migration and invasion of highly
metastatic A549 carcinoma cells (human lung) in a dose-
dependent method [64]. -e methanolic extract of M. alba
subdued the production of tumor necrosis factor-α (TNF-α)
in macrophages. It inhibited or blocked the production of
nitrogen oxide, which was LPS-activated RAW2647 [101].
Mulberry fruit extracted hydroxycinnamic acid derivatives
to enhance ROS production by playing as pro-oxidants and
destroying the cancer cells [102]. In another study, Huang
et al. [79] proposed that mulberry anthocyanins suppressed
tumorigenesis and cell survival in AGS gastric cancer xe-
nograft model cells by attacking the c-jun and p38/p53
signaling pathways. Besides, more clinical trials and eval-
uations verified the curative properties of anthocyanins
toward cytotoxic cells, a low-cost and readily accessible
source for cancer medication, and decreased cancerous cells
[103].

6.4. Hepatoprotector. -e liver is one of the essential organs
in the human body responsible for nutrients, growth, bio-
chemical pathways, energy supply, and several other basic
mechanisms. Hepatotoxins are dangerous elements that can
harm the liver [104]. Some specific bioactive compounds in
mulberry fruit, such as coumarin, flavonoids, anthocyanins,
and stilbenes, were described to own hepatoprotective ac-
tivity [67]. Furthermore, the hydroalcoholic extract of
mulberry was verified to decrease isoniazid-produced
hepatotoxicity, a specific enzyme (alanine aminotransferase
and aspartate aminotransferase) deficiency ailment [105].

6.5.Atherosclerosis. Atherosclerosis is the deposition of hard
yellow plaques of cholesterol in arteries’ inner layers, pro-
ducing heart attack or coronary thrombosis. Investigations
on human health proved that dietary intake of natural anti-
oxidants inhibits coronary cardiovascular diseases. Oxida-
tion of low-density lipoprotein (LDL) and cholesterol de-
position are two essential factors of atherosclerosis. -ough,
anti-oxidants supplementation could reduce the growth of
atherosclerosis ailments [106]. Valuable bioactive com-
pounds such as quercetin and anthocyanins are proclaimed
for their shielding effects as anti-oxidant nutrients. Quer-
cetin and its conjugates are principal representatives of the
flavonol group of the mulberry; flavonols have potent in-
hibitory results on oxidative modification of human LDL in
vitro [107]. Liu et al. [108] examined the mulberry antho-
cyanin extract (MAE) and mulberry water extracts (MWE)
for the anti-atherosclerosis effect in vitro. -e MAE and

Table 5: Continued.

-erapeutic properties Intake type Bioactive compounds Health effects References

Protective against
cytotoxicity and
oxidative stress

Mulberry juice
purification and
mulberry marc
purification

Total flavonols, total phenolic
acids, and anthocyanins

contents

Potent anti-oxidant and anti-fatigue
properties [83]
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MWE scavenged the DPPH radicals and repressed the
electrophoretic mobility, the production of thiobarbituric
acid reactive substances, and Cu2+ induced ApoB frag-
mentation in oxidation LDL (p< 0.05). MAE andMWE also
suppress the formation of foam cells and oxidative LDL-
induced macrophage death (p< 0.05).

6.6. Neuroprotective. According to studies, one of the
principal causes of neurodegeneration is caused by free
radicals [109]. In mulberry fruit, the occurrence of cyanidin
and its 3-O-β-D-glucopyranoside (Cyn3-O-β-D GP) com-
pounds protect consumers against cerebral ischemia [7].
Cyn3-O-β-D GP is a prominent neuroprotective component
of mulberry fruit extract [82]. Furthermore, Cyn3-O-β-D
GP has free radical scavenging and inflammation sup-
pressing activity and protects the brain from endothelial
dysfunction [110]. Similarly, mulberry fruit extract and
Cyn3-O-β-D GP can prevent reactive oxygen species pro-
duction and suppress neuronal disorders. Moreover, in
PC12 (oxygen-glucose-deprived) cells, Cyn3-O-β-D GP
improves the viability of cells and acts as a neuroprotector
against cerebral ischemia.

6.7.HypolipidemicandAnti-ObesityAction. -e anti-obesity
activity of mulberries was conducted both in animal and cell
models by various mechanisms (Figure 2). Obesity is defined
as an elegant fat collection that increases the risk of health.
Obesity hurts diabetes, hypercholesterolemia, atheroscle-
rosis, hepatic steatosis, and hyperlipidemia and reduces the
number of sugar absorption that ends in body weight.
Research on mulberry extract showed the inverse rela-
tionship on the melanin-concentrating hormone (MCH)
receptor, which is very helpful to reduce body weight [111].
MWE consists of polyphenols such as chlorogenic acid,
gallic acid, anthocyanins, and rutin. MWE reduced visceral
fat, body weight induced by a high-fat diet accompanied by
hypolipidemic effects by lowering cholesterol, serum tri-
acylglycerol, the LDL/HDL ratio, and free fatty acid. Protect
the liver from impairment by lowering the hepatic lipids. In a
study, MWE significantly raised the receptor α and carnitine
palmitoyltransferase-1 of the hepatic peroxisome, while 3-

hydroxy-3-methylglutaryl−coenzyme A reductase and fatty
acid syntheses enzymes were suppressed. -e results indi-
cated that the MWE regulates lipolysis and lipogenesis that
eventually imparts hypolipidemic and anti-obese effects
[77]. Lately, the mulberry anti-obesity mechanism was
revealed. -e illustrative mulberry anthocyanin could im-
prove the mitochondrial function via the p38-AMPK-
PGC1α pathway [112]. Moreover, mulberry pelargonidin
and cyanidin controlled various obese signs inmale C57BL/6
mice, including a high-fat intake [113]. Peng et al. [77]
described that after six weeks of feeding with polyphenol-
rich extracts of mulberry, the free fatty acids and bodyweight
of high-fat intake old male hamsters were decreased.

7. Non-Destructive Techniques and Food
Quality Evaluation

With the rapid increase in population and awareness, good
quality food is an emerging challenge globally. -erefore,
researchers focus on establishing reliable approaches for
authenticating agricultural products’ quality parameters,
including internal and external attributes. Non-destructive
powerful spectroscopic techniques have been studied for
applications in milk, fish, meat, fruit, vegetable, and bev-
erages [114–118]. -e spectral imaging technique is also an
accessible option, which combines digital imaging and
spectroscopic techniques to provide a powerful analytical
device. Such imaging approaches can deliver both spatial
and spectral information simultaneously, enabling the de-
tection of the sample down to molecular levels [11, 119].

Non-destructive assessment techniques are the central
part of high-quality control functions, and they assist the
different established techniques as well. Non-interruptive
examination leads to the surface testing of agricultural
products without any interfering technique concerning the
food quality and appearance. -ese techniques provide data
on food properties such as mechanical, chemical-physical,
and structural properties. -e employment of a non-de-
structive assessment is the most suitable way for food
processing [120]. Agricultural products possess anti-oxidant
attributes due to bioactive compounds such as lycopene,
anthocyanins, quercetin, and polyphenols, preventing

Table 6: Anti-oxidant potential of mulberry fruit measured through various methods.

Species ORAC, mmol
TE g−1

ABTS, mg TE
100g−1

FRAP, mg TE
100g−1

DPPH, mg TE
100g−1

Cuprac, mg TE
100g−1 References

Black mulberry
Nr 2,788.0 1,836.0 946.0 4,046.0 [31]
Nr 0.68–1.44 0.73–1.69 Nr Nr [89]
Nr Nr Nr 11.5–14.5 Nr [90]

Red mulberry Nr 0.51–0.73 0.37–0.77 Nr Nr [89]
0.301–1.728 Nr Nr Nr Nr [91]

White mulberry Nr Nr Nr 29.19–44.71 Nr [92]
Nr Nr Nr 10.7–12.9 Nr [90]

Different cultivars Nr 0.44–1.39 Nr Nr Nr [22]
Nr 0.0384–0.2073 Nr 0.0362–0.1291 Nr [18]

Ten cultivars of red, black,
and white mulberry Nr 1.0–325.55 Nr 1.0–160.0 Nr [29]

Nr: not reported.
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cellular oxidation. However, these functional components
are highly unstable and can be destroyed by conventional
methods such as high-performance liquid chromatography,
gas chromatography, thin-layer chromatography, and other
techniques. -erefore, to ensure the quality assessment of
such nutritious compounds, non-destructive spectroscopic
and imaging methods are the best available options.

7.1. Non-Destructive Technique and Mulberry Fruit
Assessment

7.1.1. Chlorophyll Fluorescence (CF). CF estimation is a non-
interruptive and straightforward tool, widely applied to
calculate the degree of pigment changes during ripening
stages of different agricultural products [121]. In general, the
light absorbed by photosynthetic organisms (using chlo-
rophyll) can undergo three different pathways, whether it
can be employed to carry out the photosynthesis process
result in heat production, or reemitting fluorescence (red).
All the operations occur in the competition; therefore, an
increase or decrease in one pathway affects the intensity of
others. Moreover, estimation of the total yield of fluores-
cence (chlorophyll) can provide information about changes
in the power of photochemistry and heat generation
(Figure 3(a)) [124, 125].

Handheld equipment is cost-effective and readily
available in the market. Numerous studies have been re-
ported recently using CF to monitor the ripening stages of
fruits, including tomato fruit [124], jujube (Ziziphus jujuba
Mill.) [126], and tobacco seeds [127].

Furthermore, in another study, CF measurements and
red, green, and blue (RGB) intensity were used to investigate
sugars, total phenols, ABTS cation, total flavonoid, and
DPPH radical scavenging properties during different rip-
ening stages non-destructively. -e fitted relationship
showed a high correlation relationship between CF and RGB
intensities with the tested parameters. A high correlation
between CF and tested parameters was estimated from 0.82
to 0.94 during the 4–7 ripening stages, while the correlation
between RGB and internal tested parameters (R2) fluctuated
from 0.93 to 0.97 for stages 4–7. -e study concluded that
the CF and RGB intensity values could non-destructively
and rapidly assess the quality of fruits during different
ripening stages [128].

7.1.2. Image Processing (IP). In recent years, a combination
of machines proved promising in different research areas.
For example, machine vision integrated with artificial in-
telligence delivered the best results for identifying and
classification quality attributes of agricultural commodities
[123, 129]. Besides, IP and machine vision also aid in the
quality control of food items with high accuracy and rap-
idness and in a non-destructive manner [130, 131]. Nu-
merous research works have been conducted using machine
vision efficiently on different fruits and vegetables such as
date [132], carrot [133] apples [134], banana [135], potato
[136], olive [137], and pomegranate [138]. -e main

components of a typical IP and essential steps are presented
in Figure 3(b).

Similarly, a study was also designed for grading mulberry
fruits based on maturity (ripe, unripe, and overripe) using IP
and classification methods. Each segmented sample’s color
and textural attributes were extracted by employing a cor-
relation-based feature selection subset (CFS) and consis-
tency subset (CONS) as two different feature reduction
models. Simultaneously, artificial neural networks (ANN)
and support vector machines (SVM) were helpful in the
sample classification. ANN classification combined with the
CFS subset feature extraction method delivered accuracy of
100%, 100%, and 99.1% and the least mean square error
(MSE) calculations of 9.2×10−10, 3.0×10−6, and 2.9×10−3

for training, validation, and test sets, respectively. Moreover,
the ANN approach integrated with the CONS subset feature
extraction approach delivered an acceptable model with the
accuracy recorded as 100%, 98.9%, and 98.3%, and MSE
resulted as 4.9×10−9, 3.0×10−3, and 3.1× 10−3 for training,
validation, and test sets, respectively, in a study [138].

7.1.3. Hyperspectral Imaging (HSI). A combination of
spectral and imaging tools proved promising in numerous
food applications recently. -e method’s sensitivity is due to
the generation of three-dimensional data cubes by con-
verting spectral information into spatial data. Hence, HSI
can provide a spatial map composed of spectral variations at
each pixel [139]. -e vibrational attributes of C–H, H–O,
C–O, and N–H bonds in the food system can be easily
studied by employing the HSI system [140]. Compared to
traditional computer vision and human vision, the HSI
system has natural advantages that can highlight some of the
problematic or impossible features to extract with con-
ventional computer vision systems [141, 142]. With the
advancement in optical sensing and imaging approaches, the
HSI system has recently become a scientific and effective tool
for monitoring and evaluating the quality of fruits and
vegetables. -e main components of a typical HSI are
presented in Figure 3(c).

Due to its high sensitivity and non-destructive nature,
HSI was employed to detect different constituents in
complex food matrices. For example, visible and near-in-
frared (Vis-NIR) HSI (covering 400–1,700 nm range) has
been investigated for non-destructive pectin polysaccharides
detection in Dashi and Guihuami intact mulberry varieties.
Also, four types of pectins (DASP,WSP, CSP, and TSP) were
stored in the room and at low temperatures to analyze the
prediction efficiency. Results revealed easier detection of
pectins in Dashi samples than others, and the samples stored
at room temperature delivered good prediction compared to
low temperature stored samples [143]. Similarly, total an-
thocyanin values and anti-oxidant attribute was also de-
termined by Huang et al. [144] in mulberry fruit using the
Vis-NIR HSI method. -e best prediction method for total
anthocyanins and anti-oxidant property showed R2

val of
0.959 and 0.995, and RPD was calculated as 4.96 and 14.25,
respectively. Moreover, the non-destructive method was also
used to monitor various pectins in mulberry fruits at
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different storage temperatures. Dilute alkali-soluble
pectin (23.52–91.78 g/kg), water-soluble pectin
(17.33–117.44 g/kg), chelator soluble pectin (22.91–135.52 g/
kg), and total soluble pectin (63.77–344.75 g/kg) were an-
alyzed in the study. -e best prediction outcomes were
recorded from dilute alkali-soluble pectin and total soluble
pectins in the Dashi cultivar stored at room temperature,
delivering satisfactory residual predictive deviation results of
2.31 and 1.93, respectively [145].

8. Conclusion and Future Prospects

Investigations on mulberry fruit’s health-promoting
bioactive compounds proved the disease-fighting attri-
butes in treating various chronic dysfunctions. Clinical
trials proved its positive impact against cardiovascular
problems, HIV, diabetes, different type of cancers, and
obesity and that it can prevent body cell damage,
strengthen the nervous system, and can also alleviate
many other chronic ailments. Despite these efforts, future
work can be focused on the detection of new phyto-
chemicals with more effective and green extraction
methods, such as ultrasonication, supercritical fluid ex-
traction, cold plasma method, low polarity water, pulsed
electric field, and their integration with other non-
thermal methods. In addition, due to the rich phyto-
chemicals and anti-oxidants, the fruit is more worthy for
dieticians and health care industries in future research
domains. However, some of the polyphenols mechanism

in the human body is still not clear yet, need to be
thoroughly studied in future works. Furthermore, the
stability of polyphenols is also a challenge and further
work can be addressed by proposing novel methods in
enhancing their stability.

Likewise, fast, green, label-free, and non-destructive
methods are also required for accurate and non-interruptive
assessment of mulberry fruit attributes. Numerous imaging
methods (such as soft X-ray imaging, laser backscattering
imaging, multispectral imaging, resonance imaging, thermal
imaging, microwave imaging, and others) and spectroscopic
approaches such as surface enhance Raman spectroscopy,
near-infrared spectroscopy, Fourier transforms infrared
spectroscopy, and others may be the smart choice in up-
coming projects.
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Watershed algorithm is widely used in image segmentation, but it has oversegmentation in image segmentation. /erefore, an
image segmentation algorithm based on K-means and improved watershed algorithm is proposed. Firstly, Gaussian filter is used
to denoise human skeleton image. K-means clustering algorithm is used to segment the denoised image and the connected
component with the largest area is extracted as the initial human skeleton region. /e initial bone region was morphologically
opened and then morphologically closed to eliminate the noise. Morphologically open operation is used to disconnect other
human tissues that adhere to the human bone region and eliminate the background noise with small area, while closed operation
smoothes the edge of the human bone region and fills the fracture in the contour line. Secondly, the watershed segmentation
algorithm is implemented on the image after morphological operation./e similarity degree of two blocks is defined according to
the mean difference of gray level of adjacent blocks and the mean value of standard deviation of gray level of pixels in the edge of
the block 4-neighborhood. /e adaptive threshold T is generated by Otsu method for histogram of gradient amplitude image. If
the similarity degree is greater than T, the image blocks will be merged; otherwise, the image blocks will not be merged. /e
proposed image segmentation algorithm is used to extract and segment the human bone region from 100 medical images
containing human bone. /e number of blocks segmented by watershed algorithm is 2775 to 3357, but the number of blocks
segmented by the proposed algorithm is 221 to 559. /e experimental results show that the proposed algorithm effectively solves
the oversegmentation problem of watershed algorithm and effectively segments the image target.

1. Introduction

A series of classic image segmentation algorithms—such as
watershed segmentation algorithm, active contour growth
methods, threshold-based segmentation methods, regional
growth methods, clustering algorithms, and artificial
neural network segmentation methods—have been applied
to image segmentation over recent years [1]. /e watershed
transformation algorithm combining morphology algo-
rithm and regional growthmethod features good extraction
of enclosure edges and high precision of target segmen-
tation. Image segmentation refers to a process whereby an
image is segmented in accordance with certain rules into a

number of parts or subsets; it works as a key step from
image processing to image analyzing [2]. To well perform
image segmentation and processing, watershed transfor-
mation has been extensively used. Reference [3] segmented
by using watershed transformation the gray and white
target objects from medical nuclear magnetic resonance
(MR) images. /is algorithm introduces geographical
definitions of such as mountain ridge lines and catchment
basin into the recognition of image targets, where the gray
pixel is considered as the altitude. /is algorithm starts
with a lower threshold which, however, enables effective
target segmentation and achieves the most optimal seg-
mentation progressively as the threshold increases, while
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keeping adjacent targets from merging. In this way, it
cracks the problem where adjacent targets cannot be
segmented correctly by global thresholding because of their
closeness. Watershed transformation is sensitive to noises
and potential for excessive image segmentation, though
featuring rapidness, simplicity, and directness and a good
performance in segmenting images with lower contrast and
in simplifying subsequent processing [4].

Fuzzy clustering segmentation algorithm is highly
concerned in the research of image segmentation. It adopts
the degree of membership to represent the category to which
a pixel belongs and the fuzzy C-means algorithm to segment
MR images. /is algorithm, however, increases the com-
plexity of computation and notably, requires further im-
provement on its antinoise performance [5–7]. Compared
with the fuzzy C-means algorithm, the K-means algorithm
features a lower complexity of computation and a lower
degree of overlapping of its segmentation targets [8, 9].

We come up with a new image segmentation algorithm
that integrates K-means clustering algorithm and improved
watershed algorithm. First of all, we used K-means clus-
tering algorithm to carry out initial clustering and, thus, to
extract the interested targets. /en, a 4-neighboring zone
similarity-based improved watershed algorithm was pro-
posed to segment target zones on the images initially
clustered by the K-means. Finally, the human bone zones
were extracted from 100 medical bone images. /e ex-
perimental results demonstrate that our proposed algo-
rithm effectively cracks the excessive segmentation
problem of watershed algorithm and also enables the
segmentation of image targets. Compared with the wa-
tershed segmentation algorithm, the proposed algorithm
can solve the problem of image oversegmentation and is
easy to be disturbed by noise.

2. Methods and Materials

2.1. Gaussian Filter Denoising. It is necessary to denoise the
images before the target segmentation on them; the purpose
of Gaussian filter denoising was making the target boundary
clearer in the image and removing noise from the image.
Gaussian filter is a linear filter, which can effectively suppress
noise and smooth images./e working principle is similar to
the mean filter, which takes the mean value of pixels in the
filter window as the output. However, the coefficients of the
window template are different from those of the mean filter.
/e template coefficients of the mean filter are all the same as
1, while the template coefficients of the Gaussian filter de-
crease with the increase of distance from the center of the
template. /erefore, compared with the mean filter,
Gaussian filter has less blur on the image. Gaussian filter was
used to carry out the denoising. Its template coefficient
decreased as its distance to the center of the template ex-
pands, and the images it processed featured a lower degree of
fuzziness [10, 11]. /erefore, the Gaussian filter is capable of
controlling noise effectively and flattening images when in
comparison with other mean filters. /e 2-dimensional
Gaussian filter used for image denoising is shown as

h(x, y) � e
x
2

+ y
2

2σ2
, (1)

where (x, y) represents the coordinates of pixels in an image
and σ the standard deviation. /e larger the standard de-
viation σ is, the more blurred image will be after noise
elimination by Gaussian filtering. /erefore, in order to
make the subsequent target contour clearer, the value of σ is
set to a smaller range from 0 to 1.

2.2. K-Means Clustering Algorithm. Clustering is to divide a
data set into different classes or clusters according to a
specific standard (e.g., distance) so that the similarity of data
objects in the same cluster is as large as possible, and the
difference of data objects not in the same cluster is as large as
possible. After clustering, the data of the same class should
be gathered together as much as possible, and the data of
different classes should be separated as much as possible.

K-means is the most commonly used clustering algo-
rithm based on Euclidean distance, which holds that the
closer the distance between two objects, the greater the
similarity. K-means has the following advantages: easy to
understand, the clustering effect is good, although it is local
optimal, but often local optimal is enough [12]. When
dealing with large data sets, the algorithm can ensure good
scalability. /e effect is good when the cluster approximates
Gaussian distribution. /e algorithm has low complexity.
/e K-means clustering algorithm is an unsupervised
clustering algorithm and capable of initializing the seg-
mentation. /ere are usually a host of zones with similar
greyscale, which could lead to a great many local minimums.
Given this account, the K-means clustering algorithm was
first used to perform initial clustering in order to decrease
the excessive segmentation of the original watershed algo-
rithm. Also, this algorithm features rapidness, simplicity,
and effectiveness in categorizing [13]. Let us set (x, y) as the
pixel coordinates of digital images and f (x, y) as the greyscale
function. Meanwhile, Q(i)

j represents the jth zone after the
ith clustering and μ

(i+1)
j the mean of the jth category (the

clustering center) after the i+ 1th clustering.
After the K-means segmented the image clustering into

K categories, the connected components with the largest area
Si (i� 1,2, . . ., k) were extracted to be the human bone zones
given the fact that the bone zones are often a piece of
connected zone, which is relatively completed and largest in
area in a medical image [14]. Let Si be a pixel subset of an
image. If there are connection paths between all the pixels of
the Si, then the pixels are considered to be connected with
each other. To extract the objects of interest to the maximum
extent, the 8-neighboring pattern was applied. For any pixel
p in Si, the set of pixels that connects to this pixel in Si is called
the connected component of Si. /e area of the connected
component Si is the count of the number of pixels in Si.
argmaxi represents that if the maximum area zone value in
the brackets is corresponding to Si, then the corresponding
zone Si is the human bone zone.

Si � argmaxi S1, . . . , Si, . . . , Sk( 􏼁. (2)
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2.3. Denoising by Morphological Operations.
Mathematical morphology developed from set theory, which
was originally used to analyze the geometric structure of
metal materials and geological samples. It uses structural
elements with certain morphology to measure and extract
the corresponding shape features in the image so as to
achieve the purpose of image analysis and recognition [15].
At present, mathematical morphology has become a new
method in the field of digital image processing and pattern
recognition, and image processing using mathematical
morphology has some unique characteristics.

(1) It reflects the logical relationship between pixels in
an image, not the simple numerical relationship

(2) It is a nonlinear image processing method and has
irreversibility

(3) It can be implemented in parallel
(4) It can be used to describe and define various set

parameters and features of images

Mathematical morphology firstly takes binary images as
the research object, which is called binary morphology.
Later, it extends binary morphology to gray image pro-
cessing, which is called gray morphology. Basic operations
include Dilation, Erosion, Opening, and Closing, from
which various morphological processing algorithms can be
derived and combined.

/e bone zone connection components extracted may be
mingled with background images, so the bone zone con-
nected component images Si extracted were converted into
binary images BW. /ese images were denoised by first
morphological open operations and then morphological
close operations, where ⊕ denotes the morphological dila-
tion and Θ the morphological erosion.

Morphological close operation:

A•B � (A⊕B)ΘB. (3)

Morphological open operation:

A ∘B � (AΘB)⊕B. (4)

Binary dilation could fill the small holes (compared with
the structural elements) in the image and the small concave
parts at the edge of the image so as to filter the outside of the
image; binary erosion, in contrast, could remove the smaller
structural constituents of the image so as to filter the inner of
the image and shrink the image [16]. /e process of erosion
first and dilation then is an open operation, which enables
smoothening the contour of the image and cutting off the
disconnections and eliminate the tiny convex objects [17].
/e process of dilation first and erosion then is a close
operation, which also smoothens the contour but, oppo-
sitely, removes the narrow disconnections and the long, thin
gaps to clear up the small holes and patch the fractures in the
contour line [18].

2.4. Watershed Segmentation Algorithm. Watershed seg-
mentation based on mathematical morphology is widely
used in the field of image segmentation. Judging from the

description and definition process of watershed segmenta-
tion, each local minimum in the image to be segmented
corresponds to a separate region in the segmentation result,
and the region contour of the object to be segmented will be
obtained at the end of segmentation [19]. /e number of
regions is determined by the number of local minima. Due to
noise and local irregularity in the image to be segmented, the
number of local minima will be larger than the target object
with practical significance in the image, resulting in a large
number of false contours, which interferes with the recog-
nition of the target contour of interest in the image. /is
phenomenon is called “oversegmentation.”When watershed
transform is directly applied to gradient images, the influ-
ence of noise and some local irregularities of gradient images
often leads to oversegmentation. A commonmethod to solve
this problem is to preprocess the image to be segmented,
bring prior information into the segmentation process, and
limit the number of regions allowed to be segmented. /e
main idea of the watershed segmentation based on markers
is to use the forced minimum calibration algorithm to de-
termine the minimum region in the gradient image first and
to compulsorily take the extracted markers as the minimum
value of the gradient image to modify the original gradient
image. Based on the modified gradient image, watershed
segmentation is applied to complete image segmentation.
/e watershed segmentation algorithm based on markers
adopts internal markers and external markers [20]. A
marker is a connecting component. /e internal marker is
related to a target of interest and the external marker is
related to the background. /e selection of tags includes
preprocessing and defining a set of criteria for selecting tags.
Marker selection criteria can make gray value, connectivity,
size, shape, texture, and other features. After having the
internal marks, only these internal marks are used as the
minimum value regions for segmentation, and the water-
shed of the segmentation result is used as the external mark.
/en, other segmentation techniques, such as thresholding,
are used for each segmented region to separate the back-
ground from the target. In this paper, a watershed seg-
mentation algorithm based on markers is implemented by
combining morphological preprocessing.

3. Improved Watershed
Segmentation Algorithm

Watershed transformation is a typical segmentation method
that is based on zones. Its conception originated from ge-
ography, and a watershed is geographically defined as the
line that separates the zones in which rainwater accumulates
(i.e., the catchment basins). Another conception is that the
catchment basin is being immersed in the water and there is
a hole at its local minimum point (the lowest part of the
catchment basin). From this lowest point, the water slowly
flows into the catchment basin. When the water originally in
different catchment basins is about to converge together,
dams are established to stop their convergency. When the
immersing completes, each basin is inundated by the water
and completely enclosed by the dams. /ese dams are
termed as the watershed line, or the watershed for short [21].

Computational Intelligence and Neuroscience 3
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/e specific procedure of the watershed segmentation
algorithm is as follows:

Let M1, M2, . . ., Mk be the local minimum points of
image f (x, y), respectively, and B1, B2, . . ., Bk be the sets of all
points in the catchment basin corresponding to each local
minimum point. Bn

k represents the set of all points in the
catchment basin Bk at the nth phase, and Bn represents the
set of all Bn

k. fmin and fmax represent the maximum and the
minimum of the image greyscale, respectively. In the light of
the description above, we obtain

B
n

� ∪
k

k�1
B

n
k( 􏼁. (5)

And the set of all catchment basins is

B
fmax+1

� ∪
k

k�1
Bk( 􏼁. (6)

T (n) represents the set of the points immersed in the
water in the image; that is, T (n)� {(i, j)|f (i, j)< n}, and then,
there is

B
n
k � Bk ∩T(n). (7)

In this way, a binary image corresponding to the original
image could be structured. If the point of the original image
has f (i, j) ∈T (n), then this point is set as 0, and otherwise, as
1. By this way of counting the “0,” the number of points
below the water level at the nth phase could be acquired [22].
/e specific steps are as follows.

First, the set of initial catchment basins was set as
Bfmin+1 �T (fmin+1), and then, the algorithm begins the re-
cursive step. /e water level rose from n� fmin + 1 to
n� fmax + 1 by integer value, and the sets of points immersed
in each phase were recorded as T (n). Let there be Q con-
nected components Bn

q at the nth phase T (n), where q≤Q.
Let there be an established Bn−1 at the n− 1th phase. For each
q, the connected components Bn

q and B
n−1 were compared. If

the two components meet different relationships, then
different operations are carried out.

(1) Bn
q ∩B

n−1 �Φ, then a new connected component
appears; that is, a new catchment basin comes into
being. Bn

q and Bn−1 are merged.
(2) Bn

q ∩B
n−1 contains a connected component of

Bn
q
∩Bn−1. /is indicates the presence of this

catchment basin in Bn−1. Bn
q and its corresponding

part in Bn−1 are merged.
(3) Bn

q ∩B
n−1 contains two or more connected compo-

nents of Bn−1.

A watershed is required to establish in Bn
q, and its

structure may adopt the morphological dilation operation in
order to stop the combination of catchment basins [23]. If
the images are segmented by the original watershed algo-
rithm, excessive segmentation will be engendered, usually.
Here, we come up with an improved watershed algorithm,
which mainly aims to subsequently process the segmenta-
tion results and to merge the excessively segmented pieces in

accordance with certain rules. /e specific steps are as
follows:

(1) Let the image be segmented by watershed segmen-
tation into N pieces, and each piece be Si and as large
as ni (where 0< i<N), and the greyscale at (xi, yi) ∈ Si,
(xi, yi) be I (xi, yi). /e mean greyscale of each pieces
Mi is counted by

Mi ��
1
ni

􏽘
xi,yi

I xi, yi( 􏼁. (8)

(2) Let Si and Sj be neighboring pieces; then, the grey-
scale mean difference of the two pieces Mij is

Mij �

����������

Mi − Mj􏼐 􏼑
2

􏽲

. (9)

(3) Let Si and Sj be neighboring pieces, (xi, yi) ∈ Si, (xj,
yj) ∈ Sj; and let (xi, yi) and (xj, yj) be two neighboring
points on the edge of the segmented piece, and both
meet the 4-neighboring zone relationship. Nij rep-
resents the number of pixel points on the edge of the
segmented piece, which meets the 4-neighboring
zone relationship. /e mean greyscale standard
deviation of these pixel points is defined as

Pij �
1

Nij

􏽘

xi,yi( ) xj,yj( 􏼁

�������������������

I xi, yi( 􏼁 − I xj, yj􏼐 􏼑􏼐 􏼑
2

􏽲

. (10)

(4) /e similarity of two neighboring segmented pieces
is defined as

Cij�

����������

Mij + Pij􏼐 􏼑
2

􏽱

2
. (11)

(5) Neighboring pieces are merged.

/e histogram based on gradient amplitude images
generates a self-adaptive threshold T. /e gradient ampli-
tude of the image is first computed. /e gradient of the
image function f (x, y) is a vector with size and direction at
point (x, y). Let Gx and Gy represent the gradients in the x-
direction and y-direction, respectively. /e vector of this
gradient can be expressed as the following formula:

Δf(x, y) � Gx, Gy􏽨 􏽩
T

�
zf

zx
,
zf

zy
􏼢 􏼣

T

. (12)

Vector amplitude is

mag(Δf) � g(x, y) �

���������

z
2
f

zx
2 +

z
2
f

zy
2

􏽶
􏽴

. (13)

Direction angle is

ϕ(x, y) � arctan
zf/zy

zf/zx

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
. (14)
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For digital images, difference is often used to approxi-
mate derivatives:

Gx � f(x, y) − f(x − 1, y),

Gy � f(x, y) − f(x, y − 1).
(15)

After the gradient amplitude of the image is computed,
the Otsu method [24] is employed for global thresholding,
and the globally optimal threshold T is self-adaptively
generated. Let us assume that the histogram distribution of
an image is expressed as

pr rq􏼐 􏼑 �
nq

n
, q � 0, 1, 2, . . . , L − 1, (16)

where n represents the sum of pixels in the image, nq the
number of pixels of greyscale q, and L all the possible
greyscales in the image. Let the initially selected threshold be
T, C1 be the pixel at the greyscale {0, 1, . . ., k}, and C2 be a
group of pixels at the greyscale [k+ 1, . . ., L− 1]. /e Otsu
methods selects the threshold T such that interclass
variance between C1 and C2 maximizes. /e ratio of in-
terclass variance to overall image greyscale variance is a
measurement that can divide the image greyscale into two
categories [25], and its value range is [0, 1]. At last, the
threshold T generated was used to threshold the neigh-
boring segments.

if Cij >T, Si and Sj do notmerge,

if Cij <T, Si and Sj merge.
⎧⎨

⎩ (17)

4. Experimental Results and Analysis

/e algorithm proposed was compared with the original
watershed algorithm in terms of the segmentation perfor-
mance, where 100 2D medical images of human bones were
selected as the experimental subjects. /e bone images in-
terfered with salt-and-pepper noise served as the experi-
mental subjected (shown as Figure 1) and denoised by

Figure 1: Medical image of human bones interfered by noises.

Figure 2: Denoising by Gaussian filter.

Figure 3: K-means clustering effect (K� 4).

Figure 4: K-means clustering segmentation greyscale image.

Figure 5: Otsu thresholding binary image.

Computational Intelligence and Neuroscience 5
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Gaussian filter (shown as Figure 2), the standard deviation σ
of Gaussian filter is 0.8. /e K-means was applied to carry
out initial clustering, with the parameter K� 4, since the
medical images of human bones are regularly made up of
bones, soft tissues, fats, and background. /e effect is shown
in Figure 3. Computer hardware environment: the CPU
model is Intel Core I7-4510, the main frequency of the
computer is 2GHz, and the memory is 16G.

/e algorithm proposed was applied to segment the
images of human bones. First, Figure 3 was converted into a
greyscale image, shown in Figure 4. /e greyscale image was

then converted by Otsu thresholding into a binary image,
shown as Figure 5. Next, Figure 6 was processed by mor-
phological close operations to remove the noise after by
morphological open operations, where a 7× 7 structure unit
was selected as the morphological operation structural unit.
By the morphological open operations, the human bones
were cut off from the connection with other human tissues,
and the background noises of a smaller area were also re-
moved. Meanwhile, the morphological close operations
flattened the edges of the bone zones, bridged the narrower
disconnections, eliminated the smaller hollows, and patched
the fractures in the contour line [12]. /e results are shown
in Figure 7. /e watershed transformation in Figure 7 was
segmented. Corresponding results were shown in Figure 8.
/e connectivity of watershed transformation was set to 4.

Since excessive segmentation is the most critical problem
of the original watershed algorithm, the number of segments
was used as the index for comparison. 100 human bone
images were selected to carry out the target segmentation
experiment; the numbers of segments made by the original
watershed algorithm, the improved watershed algorithm,
and the proposed algorithm were compared. /e results are
shown in Figure 9.

5. Conclusion

We come up with an image segmentation algorithm by
combining K-means clustering and an improved watershed
algorithm in order to crack the excessive segmentation and
the noise sensitivity that result from the original watershed
algorithm. First of all, K-means initial clustering was carried
out upon the removal of gauss noise from images, followed
by threshold division using the Otsu method. /en, mor-
phological open and close operations were employed to
eliminate human body noises and thereby to extract human
bone zones. On the basis of watershed transformation, next,
the similarity was computed for segment integration and
precise segmentation of human bone zones. After the ap-
plication of our proposed algorithm to medical segmenta-
tion of bone zones, the experimental results demonstrate the
good viability of this algorithm in solving the excessive
segmentation of the original watershed algorithm and in
segmenting the bone zones from other human tissues. Our
research findings are of practical significance to medical
image segmentation, providing a reliable means to both
computer auxiliary therapy and clinical diagnoses. In this
article, however, we experimented only on the medical
images of human bones. /erefore, further in-depth ex-
plorations are required for the ways of applying our algo-
rithm to a wider range of medical images of other tissues,
organs, and so forth. Since the target to be segmented in the
image is constantly changing, but the number of targets’
classification needs to be known when using the K-means
algorithm for initial segmentation, the proposed image
segmentation algorithm is still not ideal in the number of
image blocks generated after image segmentation. All these
aspects should be studied in depth. At the same time, the
algorithm proposed in the article may be useful for brain

Figure 6: Denoising by morphological operations.

Figure 7: Target boundary extraction by watershed
transformation.

Figure 8: Segmentation of bone images.

6 Computational Intelligence and Neuroscience
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imaging detection of mental illness, and further research is
needed.
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With the rapid development of mobile medical care, medical institutions also have the hidden danger of privacy leakage while
sharing personal medical data. Based on the k-anonymity and l-diversity supervised models, it is proposed to use the classified
personalized entropy l-diversity privacy protectionmodel to protect user privacy in a fine-grainedmanner. By distinguishing solid
and weak sensitive attribute values, the constraints on sensitive attributes are improved, and the sensitive information is reduced
for the leakage probability of vital information to achieve the safety of medical data sharing. )is research offers a customized
information entropy l-diversity model and performs experiments to tackle the issues that the information entropy l-diversity
model does not discriminate between strong and weak sensitive features. Data analysis and experimental results show that this
method can minimize execution time while improving data accuracy and service quality, which is more effective than existing
solutions. )e limits of solid and weak on sensitive qualities are enhanced, sensitive data are reduced, and the chance of crucial
data leakage is lowered, all of which contribute to the security of healthcare data exchange. )is research offers a customized
information entropy l-diversity model and performs experiments to tackle the issues that the information entropy l-diversity
model does not discriminate between strong and weak sensitive features.)e scope of this research is that this paper enhances data
accuracy while minimizing the algorithm’s execution time.

1. Introduction

With the rapid development of mobile medical technology,
the gradual expansion of medical data sharing, and the
continuous updating of data mining technology and deep
learning technology, the sharing of medical data between
different hospitals has become more convenient.)emining
and sharing data and information also create enormous
economic and social values. However, a problem cannot be
ignored in data release and sharing. To calculate the

anonymous cost, this article presents a technique based on
the extension level. )e different aggregate levels of the
attribute must be built first. )at is, the privacy of medical
patients is leaked. If medical institutions do not fully con-
sider data privacy issues when sharing data, illegal users
(attackers) can use data released by other institutions to
speculate in series or even use data vulnerabilities released by
the same hospital at different times to obtain medical pa-
tients’ privacy sensitivity and information, thereby causing
an unpredictable risk of leakage to patient privacy. In the
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past, when medical institutions shared or released medical
data for privacy protection, they would choose to remove
some personal identification information, such as name,
address, and phone number. However, attackers can still
obtain some insensitive user information through other
means. For example, this information is used to correspond
with the user’s disease diagnosis data to get the patient’s
privacy about the disease. )is attack is also called a link
attack [1].

Table 1 is a medical datasheet. )e hospital did not
explicitly give the patient’s name when released. However,
assuming that the attacker obtains the voting table of the
voters in the user’s jurisdiction, as shown in Table 2 on the
network, the attacker can link the common attributes of the
two tables, such as zip code (430056), to infer the patient’s
status, name (Kevin), and the disease “overweight.” If an evil
attacker sells this information to a weight loss center, it will
directly leak the patient’s (Kevin) private information.

)is research paper is organized as follows: Section 1
describes the introduction. )e privacy protection based on
the principle of anonymity is described in Section 2. Section
3 describes the information entropy I-diversity model. )e
personalized information entropy is described in Section 4.
Section 5 describes experimental results and analysis. )e
conclusion is described in Section 6.

2. Privacy Protection Based on the
Principle of Anonymity

Privacy protection based on the principle of anonymity
mainly processes the relevant attributes in the data table
through technical means, such as data generalization and
data suppression [2, 3], before data are released or shared
and do not release or restrict the release of specific data. In
this way, personal identification information loses associa-
tion with sensitive attributes and achieves the purpose of
privacy protection [4, 5]. Researchers are also proposing
various security protocols for keeping the information
confidential and secure which is shared among the users and
servers in wireless network using several IoT devices [6].

2.1. k-Anonymous 7ought. Among the many privacy pro-
tection methods based on the anonymity principle, k-ano-
nymity has become a necessary technical means for privacy
protection in data release because it protects private in-
formation while ensuring data availability [7, 8]. )e core
idea is to publish low-precision data through generalization
and concealment techniques. Each record has at least the
same quasi identifier attribute value as the other k− 1 data in
the data table, reducing privacy caused by link attacks
leakage [9].

Definition 1. k-anonymity: given a data table U {B1, B2, . . .,
Bn}, the quasi-identifier of U is RI, if and only if each value
sequence in U[RI] in U[RI] appears at least k times. It is said
that table U satisfies k-anonymity on QI. T [QI] represents
the projection of the tuple of table U on RI.

2.2. k-Anonymity. )e essence of k-anonymity requires that
every record in the dataset has the same projection on the
quasi identifier with at least k− 1 records. )erefore, the
probability that the form where an individual is located is
determined that does not exceed 1 k. Generalization [10] is a
technical way to achieve anonymized privacy protection. Its
essence is to replace specific values with generalized values
or intervals and increase attackers’ difficulty in obtaining
individual private information by reducing data accuracy.
Table 3 is an anonymous medical data table satisfying k� 2
after generalization.

2.3. k-AnonymityDisadvantages. Although the k-anonymity
algorithm improves the security of published information, it
loses part of the data availability due to the need to generalize
and conceal specific attributes of the data table. At the same
time, the k-anonymity algorithm has the disadvantage of
inaccurate query results during the calculation process,
especially in the scenario where users are scarce. In addition,
it will generate a larger anonymous area, thereby increasing
the communication overhead.

3. Information Entropy l-Diversity Model

)e generalized data table satisfies k-anonymity, which
ensures that a particular user is in the set of k individuals of
the same category so that individual users with the same
quasi identifier are indistinguishable, thereby achieving a
certain degree of anonymity protection. However, we sup-
pose that k tuples in the same equivalence class have the
same value on the sensitive attributes. Because it preserves
private information while preserving availability of data,
k-anonymity has now become a necessary technical tech-
nique for privacy protection in data release. )e main
concept is to use generalization and concealing methods to
release low-precision data. Every record in the datasheet
seems to have at least the very same quasi-identifier pa-
rameter value as the other k− 1 data, limiting privacy risks
caused by link threats. )e advantages of this algorithm are

Table 1: )e sheet of medical data.

Age Sex Zip Disease
22 F 103658 Short breath
24 M 158083 Influenza
25 M 158086 Fever
27 F 350186 Insomnia
29 M 213045 Influenza
33 F 120654 Hepatitis
35 M 430056 Obesity
36 M 131548 Emphysema

Table 2: )e list of voter poll.

Name Age Sex Zip Party
Tim 25 M 132635 Member
Linda 28 F 151346 N/a
Kevin 35 M 430056 Member
Mary 37 F 350186 Member

2 Computational Intelligence and Neuroscience
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released information; it reduces the data accessibility by
requiring the generalizations and concealment of certain
data table properties. In that case, the individual user records
will be attacked by homogeneity and cause attribute leakage,
such as the second equivalence class in Table 3.

To solve the privacy leakage problem caused by ho-
mogeneity attacks, literature [11] proposes the l-diversity
model, which requires each equivalence class to contain at
least l well-presented sensitivities. Attribute value, taking
into account the constraints on sensitive attributes. If each
equivalence class in the data table has l different sensitive
attribute values, then the data table is said to satisfy the l-
diversity rule. Literature [7] also gives an information en-
tropy l-diversity rule.

Definition 2. Entropy l-diversity: given a data tableU {B1, B2,
. . ., Bn}, the quasi-identifier attribute is RI{Bi, Bi+ 1, . . ., Bj},
the sensitive attribute is TA, and T� {Ti, Ti+ 1, . . ., Tj} is the
sensitive attribute value. Table U satisfies k-anonymity, and
its equivalence class set is F� {F1, F2, . . ., Fn}, if and only if
for each equivalence class Fi � 1, 2, . . ., n ⊆ F, all satisfy. In
formula (1), it is said that the data table U satisfies the in-
formation entropy l-diversity.

P(Ei, s)lgP(Ei, s)≥ lg(1), (1)

􏽘
t∈T

Q Fi, t( 􏼁lgQ Fi, t( 􏼁≥ lg(l). (2)

Among them, Q(Fi, t) is the frequency of the sensitive
attribute value s in the equivalence class Fi;
􏽐t∈TQ(Fi, t)lgQ (Fi, t) is the information entropy of the
equivalence class Fi, also known as the information entropy
diversity sex, denoted as entropy (Fi). Information entropy
reflects the distribution of attributes. )e larger the infor-
mation entropy, the more even the distribution of sensitive
attribute values in the equivalence, and the more difficult it is
to derive specific individuals. By type

(1) It can be seen that if the equivalence class satisfies the
information entropy l-diversity, then the information en-
tropy of the equivalence class is at least lg(l). Table 4 is an
equivalent class in the anonymous data table.

Table 4 shows that the information entropy l-diversity
calculation results of an equivalence class are as follows:

4
5
lg
4
5

+
1
5
lg +

1
5
≈ 0.217 ≈ lg1.165. (3)

From the results, for the equivalence class, the diversity of
information entropy is lg1.65, and the value of parameter l

cannot exceed 1.65. Only one attribute can be taken, consid-
ering the definition of l-diversity. )ere is at least one different
sensitive attribute value in the price category. For the published
datasheet, this conclusion is obviously of little significance.

And 4 of the sensitive attributes in the equivalence class
are “flu.” For many patients, this is not a sensitive attribute.
We suppose that the equivalence class contains four sensitive
details: “tuberculosis” sensitive points. Assuming that the
attacker knows that someone is in the equivalence class, the
attacker is confident to speculate that the person has the
characteristics of “emphysema” disease tendency, which is
unacceptable for the patient [12]. Medical information
contains many nonsensitive attribute values such as “flu” or
“fever,” and the disclosure of these attribute values will not
infringe on individual privacy. )erefore, the information
entropy l-diversity model does not distinguish between
sensitive attribute values and cannot reflect the risk of
privacy leakage in this case. )is paper proposes a per-
sonalized information entropy l-diversity model to protect
users’ medical data privacy.

4. Personalized Information Entropy
l-Diversity Model

4.1. Personalized Information Entropy. Diversity model
definition has given the deficiencies of the information
entropy l-diversity model; on the one hand, it is necessary to
increase the information entropy value of the equivalence
class. On the other hand, it is essential to distinguish sen-
sitive attribute values and reduce information leakage with
solid and sharp attributes.

)erefore, the sensitive attribute value can be divided
into a robust and sensitive value SV (sensitive value) and a
weak sensitive value DV (do not care value), modifying the
information entropy l-diversity rule to obtain a new per-
sonalized information entropy l-diversity rule.

Definition 3. Personalized information entropy l-diversity:
given a data table U {B1, B2, . . ., Bn}, RI{Bi, Bi+1, . . ., Bj} is the
quasi identifier ofU, and TA is the sensitive attribute, T� {Ti,
Ti+1, . . ., Tj} is the set of sensitive attribute values, SV
represents the strong sensitivity value, DV is the weak
sensitivity value, |SV| is the number of strong sensitivity
values, |DV| is the weak sensitivity value Number. Table U
satisfies k-anonymity, and its equivalence class set is F� {F1,
F2, . . ., Fn}, if and only if for each equivalence class Fi � 1, 2,
. . ., n ⊆ F, all satisfy. In formula (2), it is said that the data
table U satisfies the individualized information entropy
l-diversity.

Table 4: )e meeting 5- anonymous equivalence class.

Age Sex Zip Disease
(20, 30] M 1236∗∗ Influenza
(20, 30] M 1236∗∗ Influenza
(20, 30] M 1236∗∗ Influenza
(20, 30] M 1236∗∗ Diabetes
(20, 30] M 1236∗∗ Influenza
∗∗ signifies the approximate value.

Table 3: )e meeting 2- anonymous data sheet.

Age Sex Zip Disease
(20, 30] M 1211∗∗ Pneumonia
(20, 30] M 1211∗∗ Influenza
[30, 40] F 1315∗∗ Diabetes
[30, 40] F 1315∗∗ Diabetes
(40, 50] ∗ 1526∗∗ Heart disease
(40, 50] ∗ 1526∗∗ Hypertension
∗ signifies the approximate value.

Computational Intelligence and Neuroscience 3
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|DV| +|SV|

|SV|
10􏽐SV∈SQ Fi,SV( )lgQ Fi,SV( ). (4)

Among them, Q(Fi, SV) is the frequency of strong and
sensitive attribute values appearing in the equivalence class.
Rate |DV| + |SV|/|SV|10􏽐SV∈SQ(Fi,SV)lgQ(Fi,SV) is the letter of
personalized equivalence class diversity of information
entropy.

It can be seen from formula (2) that it is necessary to
calculate the frequency Q(Fi, SV) of the susceptible attribute
value in the equivalence class instead of calculating the
weakly sensitive attribute value that will reduce the value of
Q(Fi, SV)lgQ(Fi, SV) frequency of occurrence. Formula (2)
is used to calculate the information entropy of the equiv-
alence class in Table 4. )ere are DV� {flu}, SV� {em-
physema}, |DV|� 1, |SV|� 1, and SV appears in the
equivalence class. )e probability is 1/5, and then the im-
proved diversity of information entropy is

1 � 1 + 1 1 × 10 − 15lg15 ≈ 2.2828,

m �
1 + 1
1
∗ 10

−
1
5
lg
1
5 ≈ 2.2828.

(5)

According to the calculation result, the value of l does
not exceed 2.282 8. )en, l is 2, and the equivalence class
satisfies 2-diversity. Personalized information entropy l-
diversity is compared with information entropy l-diversity, it
improves the information entropy of the equivalence class
and reduces the correspondence between the private in-
formation and the identity information derived from the
link in the equivalence class.

4.2. Information Loss Measurement. )e anonymous pri-
vacy protection model based on k-anonymity and its
improvement will inevitably produce information loss
while protecting private information, which will affect
data accuracy [13]. )is is the anonymization cost. )e
anonymity cost is generated when the original data are
generalized and suppressed in preprocessing operations.
)e anonymity cost measurement is an indicator to
measure the information loss after the data is anonymized,
and it can also judge the optimization degree of the
anonymized dataset. )e smaller the information loss, the
greater the data accuracy, and higher is the data avail-
ability, and vice versa. )erefore, in the process of ano-
nymization operation, the cost of anonymity should be
reduced as much as possible.

)is article adopts the method based on the general-
ization level to measure the anonymity cost and to use this
method to measure the anonymity cost. It is necessary to
construct the domain generalization level of the attribute.
)e amount of information in each layer in the domain
generalization hierarchy is different. Generally, for the same
quality, data at a higher level of generalization have less
information than data at a lower level. It is calculated as
follows:

Qre(ST) � 1 −
􏽐

N
i�1 􏽐

NA

j�1 h/ DGHBi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

N∗NA

. (6)

Among them, Qre represents the accuracy of the data,
which is the original data table; ST is the generalized data
table;Nmeans the number of attributes in the data table;NA
is the number of records in the dataset; |DGHBi| is the
generalized hierarchical structure of the attribute Bi Height;
h represents the height of the attribute Bi in the general-
ization hierarchy.

Definition 4. Domain generalization hierarchy: let A be the
attribute of data table U; there is a function fh: h� 0, 1, . . .,
n− 1 such that B0⟶ h0B1⟶ h1 · · · .⟶ hn�1Bn, and
B�B0, |Bn|� 1; then, the generalization domain layer of
attribute A on fh: h� 0, 1, . . ., n− 1 can be expressed as
∪ n

h�0h, denoted as |DGHB |.
{A0, A1, A2, A3} shows the bottom-up generalization

process of Zip attributes, and each layer represents a gen-
eralization domain of the fact. As the DG keeps going up, the
generalization degree of the quality gets higher and higher
until it finally reaches the inhibited state. )e generalization
process is described as follows:

A3 � {∗∗∗∗∗}
↑
A2 � {021∗∗}
↑Z
A1 � {0213∗, 0214∗}
↑
A0 � {02138, 02139, 02141, 02142}

5. Experimental Results and Analysis

)is experiment uses the incognito algorithm proposed in
[14] to complete the anonymous operation process. )e
basic idea of the Incognito algorithm is to use global
recoding technology to perform generalization operations
on the original dataset in a bottom-up breadth-first manner,
and at the same time, perform necessary pruning and it-
erative functions on the generalization graph to make the
original dataset gradually optimize, to achieve anonymity
effect. )e main premise behind the incognito algorithm is
to use worldwide recoding techniques to accomplish bot-
tom-up breadth-first generalization operations on the entire
dataset, while also performing required pruning and re-
petitive features on the generalization graph to progressively
enhance the actual information set and achieve secrecy.
With an adjustable sequence reduction limit, the incognito
algorithm constructs a set of all potential k-anonymous full-
domain extensions of T. )e approach checks monosubsets
of the quasi-identifier first, and iterates, testing k-anonymity
with regard to considerably larger subsets, in a similar
fashion of the subset characteristic. )e program in this
paper mainly considers the algorithm execution time and the
information loss of the data table.

4 Computational Intelligence and Neuroscience
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5.1. Experimental Data and Experimental Environment.
)e dataset used in the experiment is the Adult database in
UCI [15], which is the most commonly used data source for
k-anonymity research. )e database has 32,206 pieces of
data with a size of 5.5MB, and the dataset contains a total of
15 attributes. We select eight attributes as the attribute set of
quasi identifiers and select the Disease attribute as the
sensitive attribute. Table 5 describes the structure of the
experimental dataset.

)e experiment uses MySQL 5.5 to store data; the al-
gorithm is implemented in Java; the experiment running
environment is a 3.3 GHz Intel® Corei5 processor with 4GB
RAM.

We select Disease as the experimental sensitive attribute.
)e Disease attribute contains ten values, randomly gen-
erating disease types and using sensitivity weights to mea-
sure sensitivity [16]. )e larger the value, the higher the
sensitivity, as shown in Table 6. In the experiment, diseases
with a sensitivity weight lower than 0.5 are set as weakly
sensitive attributes.

5.2. Time Complexity Analysis. )e solution in this paper
first needs to calculate the personalized information entropy
of the solid and sensitive value |SV| and the weak sensitive

value |DV| diversity |DV| + |SV|/|SV|10
􏽐

SV∈S
Q(Fi,SV)lgQ(Fi,SV)

,
[1] so the computational cost is linear. )e time complexity
is P(n). Secondly, the information loss metric needs to be
calculated: Qre(ST) � 1 − 􏽐

N
i�1 􏽐

NA

j�1 h/|DGHBi|/N∗NA,
and there are two cumulative multiplication operations in
the calculation process, so the calculation overhead at this
stage is P(n2). Finally, the attributes need to be processed at
the domain generalization level. )e computational cost of
each generalization is linear, so the computational com-
plexity is P(n).

5.3. Execution Time Analysis. It can be seen that Figure 1
with Table 7 shows that as the number of RIs increases, the
execution time of the three models will increase. )is is
because as the RI value increases, the equivalence class also
rises.

More quasi-identifier attributes must be recorded, which
requires more generalization times. )is process also re-
quires the algorithm to execute more cycles to increase the
execution time.

At the same time, it can be seen that as the QI value
increases, the execution time of the proposed scheme is
shorter than that of the information entropy l-diversity
model. )is is because it takes longer for the information
entropy l-diversity model to judge the strong and weakly
sensitive attributes in the equivalence class.

Figure 2 with Table 8 describes the change of data ac-
curacy with the value of k or l in the three anonymous
models when QI records increase from 0 to 1,000. )e
abscissa is the number of documents, and the ordinate is the
time to execute different algorithms. It can be seen that the
solution in this paper improves the data accuracy while
reducing the execution time of the algorithm.

5.4. Precision Analysis. Figure 3 with Table 9 describes the
change of data accuracy with the value of k or l in the three
anonymous models when QI records increase from 1,000 to
3,500. )e abscissa is the number of documents, and the

Table 5: )e structure of Adult dataset.

Attributes Difference value Weights
Age 74 4
Gender 2 2
Race 5 2
Educate 16 4
Employer 7 3
Country of citizenship 41 3
Profession 14 2
Disease 10 —

Table 6: )e weight of disease.

Numbering Disease Weights
1 Influenza 0.11
2 Obesity 0.12
3 Fever 0.13
4 Angrily kick 0.31
5 Insomnia 0.41
6 Chest pain 0.42
7 Hepatitis 0.51
8 Myocarditis 0.91
9 Tuberculosis 0.92
10 Depression 0.93

30 40 50 60 70 80
0

50

100

150

200

250

300

l-diversity
l-diversity
k-diversity

Figure 1: Comparison of execution time with the number of quasi
identifiers.

Table 7: Comparison of execution time with the number of quasi
identifiers.

S. No. l-diversity l-diversity k-diversity
30 50 60 70
40 55 65 75
50 80 90 100
60 130 140 150
70 230 240 250

Computational Intelligence and Neuroscience 5
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Table 8: Comparison of execution time with the number of records.

S. No. l-diversity l-diversity k-diversity
200 50 60 70
400 55 65 75
600 100 150 200
800 250 300 350
1000 400 380 500

1000 1500 2000 2500 3000 3500
0.71

0.72

0.73

0.74

0.75

0.76

0.77

0.78

l-diversity
l-diversity
k-diversity

Figure 3: Comparison of data accuracy with the number of records.
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Figure 2: Comparison of execution time with the number of records.

Table 9: Comparison of data accuracy with the number of records.

S. No. l-diversity l-diversity k-diversity
1000 0.72 0.73 0.74
1500 0.725 0.735 0.745
2000 0.73 0.735 0.74
2500 0.745 0.75 0.755
3000 0.755 0.76 0.765
3500 0.76 0.768 0.77
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ordinate is the data accuracy of the unknown dataset. It can
be found that as the number of records increases, the ac-
curacy of this solution is higher than other solutions.

5.5. Information Loss Analysis. Figure 4 with Table 10 de-
scribes the change of data accuracy with the value of k or l in
the three anonymous models when the number of QIs is 0–8.
)e abscissa is the value of k and l, and the ordinate is the
data accuracy of the anonymous dataset.

Figure 3 describes as the values of k and l increase, the
accuracy of the data shows a downward trend. As the im-
portance of k and l increases, the number of tuples that need
to be generalized in the equivalence class increases. )e
higher the generalization level, the greater is the information
loss, and the data accuracy will decrease. Under the same
circumstances, the information loss of personalized infor-
mation entropy l-diversity is higher than that of information
entropy l-diversity. )is is because customized information
entropy l-diversity has more substantial constraints on
anonymity than information entropy l-diversity. Higher-
level generalization needs to be aligned with the identifier, so
the information loss is relatively significant.

6. Conclusion

Aiming at the problem that the information entropy l-di-
versity model does not distinguish between strong and weak
sensitive attributes, this paper proposes a personalized in-
formation entropy l-diversity model and conducts

experiments. )e privacy of the proposed model is better
than other models. Because it secures personal data while
preserving data availability, k-anonymity, based on the in-
cognito principle, has become an essential technical tech-
nique for privacy protection in data release. )e basic
concept is to use generalizations and concealing methods to
publish data with low accuracy. Each record in the datasheet
has at least the same quasi-identifier attribute value as the
other k− 1 data in the database, decreasing security leaks
caused by connection threats. )e drawback of the proposed
algorithm is that erroneous query results throughout the
calculating process, especially when users are scarce. It will
also create a broader anonymous area, which will increase
the communication overhead. )e experimental results
show that the performance of this solution in terms of
execution time and data accuracy is better than the infor-
mation entropy l-diversity model and k-anonymity model,
and it has better privacy. It can be used in mobile medical
systems to protect medical users. Private data will not be
leaked.)e scope of this research is that the data analysis and
trial findings reveal that this strategy is more effective than
previous alternatives in terms of reducing execution time
while boosting data accuracy and service quality.
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Table 10: Comparison of data accuracy with l, k value.

S. No. l-diversity l-diversity k-diversity
2 0.8 0.78 0.75
3 0.7 0.73 0.7
4 0.65 0.6 0.64
5 0.6 0.55 0.58
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7 0.25 0.29 0.3
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Aiming at the problems of low prediction accuracy and low sensitivity of traditional ischemic stroke recurrence prediction
methods, which limits its application range, by introducing an adaptive particle swarm optimization (PSO) algorithm into the
Long and Short-Term Memory (LSTM) model, a prediction model of ischemic stroke recurrence using deep learning in mobile
medical monitoring system is proposed. First, based on the clustering idea, the particles are divided into local optimal particles and
ordinary particles according to the characteristic information and distribution of different particles. By updating the particles with
different strategies, the diversity of the population is improved and the problem of local optimal solution is eliminated. .en, by
introducing the adaptive PSO algorithm into the LSTM, the PSO-LSTM prediction model is constructed. .e optimal super
parameters of the model are determined quickly and accurately, and the model is trained combined with the patient’s clinical data.
Finally, by using SMOTE method to process the original data, the imbalance of positive and negative sample data is eliminated.
Under the same conditions, the proposed PSO-LSTM prediction model is compared with two traditional LSTM models. .e
results show that the prediction accuracy of PSO-LSTMmodel is 92.0%, which is better than two comparisonmodels..e effective
prediction of ischemic stroke recurrence is realized.

1. Introduction

Researches show that the death caused by cerebrovascular
diseases ranks first and second among the causes of death in
China. .e incidence rate of ischemic stroke accounts for
more than 75% of cerebrovascular diseases [1]. In recent
years, advanced technologies such as deep learning methods
and mobile medical monitoring have been developed and
widely applied in medicine. In response to the high inci-
dence rate, high mortality rate, and high recurrence rate of
ischemic stroke, the coping strategies gradually changed
from treatment-based to prediction-based [2, 3]. Early re-
currence prediction and effective response measures for
cerebrovascular diseases are the key factors for the pre-
vention and treatment of stroke recurrence, which is also the
focus of research in the medical industry [4–6].

At present, more than 94% of ischemic stroke is caused
by specific and controllable factors such as lifestyle, hy-
pertension, and aging [7, 8]. .erefore, the incidence rate
and mortality rate of ischemic stroke patients can be sig-
nificantly decreased according to the main causes and
current physiological state of ischemic stroke [9, 10]. In [11],
elderly patients, who had early transient ischemic attack and
had a poor prognosis, were divided into recurrence group
and nonrecurrence group..e criterion for judging the poor
prognosis was whether there was recurrence onemonth after
the onset. According to logistic regression analysis, the
clinical characteristics of the two groups were compared, and
a guidingmethod that can predict the recurrence of ischemic
stroke was proposed. However, this method only analyzes
the characteristics after the early onset of the disease, which
has some limitations. Reference [12] took patients with
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depression and cerebrovascular diseases as the research
object and used the diagnosis of depression as the index date
to track and record the recurrence of cerebrovascular dis-
eases. .e results showed that the risk of cerebrovascular
diseases recurrence mainly depends on age and physical
health but had little relationship with depression and psy-
chotropic drugs. .is method mainly analyzed the effect of
depression on the recurrence of cerebrovascular diseases but
did not give the specific factors affecting the recurrence of
cerebrovascular diseases. .e results of [13] showed that
asymptomatic cerebral infarction is an independent pre-
dictive factor of clinical cerebrovascular events and can be
used as a prediction index of cerebrovascular events re-
currence to predict ischemic stroke. However, this method
only proves the predictive effect of asymptomatic cerebral
infarction on cerebrovascular diseases and cannot be applied
to most patients. Reference [14] obtained relevant feature
information by learning the clinical characteristics of stroke
patients using the bidirectional LSTMmethod and enhanced
the utilization efficiency of index information according to
the attention mechanism. .e authors proposed a risk
prediction model of ischemic stroke based on the bidirec-
tional LSTM (BiLSTM) network and attention mechanism.
However, this method does not classify the clinical char-
acteristics of patients in detail, and the prediction accuracy is
not optimal. Reference [15] obtained the patient’s charac-
teristic information by learning the electronic medical re-
cord of patients with cardiovascular and cerebrovascular
diseases using the Recurrent Neural Network (RNN), pro-
posed a cardiovascular and cerebrovascular disease risk
prediction model based on electronic medical record data
mining, and improved the prediction accuracy of the model
by fusing various types of clinical data. However, this
method does not consider the difference of pathogenesis in
different patients, and there are some defects. Reference [16]
designed the embolization mechanism of Shuxuetong in-
jection in prevention of acute ischemic stroke recurrence
and carried out relevant experiments. .e experimental
results provided an effective basis for the effectiveness and
safety of Shuxuetong injection in reducing stroke recurrence
in patients with ischemic stroke. However, this method only
studied and verified the preventive effect of Shuxuetong
injection and did not put forward a substantive prediction
basis. Reference [17] scored patients with acute ischemic
stroke based on Cox regression analysis, divided the risk of
ischemic stroke recurrence under different scores by
establishing a scoring mechanism, and realized the pre-
diction of ischemic stroke recurrence by calibrating and
distinguishing the scores. However, the score of this method
has not been fully verified when applied to external data sets
and has poor prediction accuracy.

Based on the above analysis, aiming at the problems of
small application scope and low accuracy of most existing
ischemic stroke recurrence prediction methods, an ischemic
stroke recurrence prediction model using deep learning in
mobile medical monitoring system is proposed..e adaptive
PSO algorithm can improve the population diversity and
solve the problem of falling into the local optimal solution. It
can effectively predict the recurrence of ischemic stroke by

introducing PSO into LSTM and combining the patient’s
clinical data.

2. Model Establishment

2.1. Problem Description. .e recurrence prediction of is-
chemic stroke can bemathematically described as the feature
mapping relationship between the prediction index of the
current time or a future time t and the corresponding label.

For the historical data of h patients, set the prediction
index data set as A � a1, a2, a3, . . . , ah􏼈 􏼉 and the label set
corresponding to the data set as B � b1, b2, b3, . . . , bh􏼈 􏼉. On
the basis of constructing the prediction model of ischemic
stroke recurrence, the feature mapping relationship between
the prediction index data set A and the corresponding label
set B is obtained by training the model. According to the
obtained feature mapping relationship between the pre-
diction data and the corresponding label, for the newly
emerging patients outside the label set, based on the patient’s
prediction data, the optimal risk prediction result
B′ � b1′, b2′, b3′, . . . , bh

′􏼈 􏼉 is obtained through the ischemic
stroke recurrence prediction model.

2.2. LSTMNeural Network PredictionModel of Adaptive PSO

2.2.1. PSO Algorithm of Adaptive Learning Strategy. .e
establishment of the prediction model is based on the
adaptive PSO algorithm, and the traditional adaptive PSO
algorithm is improved by introducing LSTM to construct the
ischemic stroke recurrence prediction model. It can use the
PSO algorithm of adaptive learning strategy to match the
data features of ischemic stroke patients with the topology of
LSTM neural network, so as to achieve higher prediction
performance.

In order to improve the diversity of the initial population
asmuch as possible, the clustering idea is the basic idea in the
process of model construction. First, based on the feature
information of different particles in the particle swarm and
their respective distribution, the whole particle swarm is
divided into multiple subgroups with different features.
.en, different learning strategies are adopted for different
subgroups to improve the diversity of the whole population
[18].

.e process of dividing particle swarm is based on
simplified PSO algorithm and simplified PSO algorithmwith
extreme value disturbance [19]. .e algorithms can auto-
matically obtain the cluster center of the sample data set and
can realize high-performance clustering and fast search for
any shape of data. .e basic basis is that the cluster center
contains two basic features surrounded by points with low
local density, and the information of the two features is far
away from the points with high local density. .e basic
principle is as follows:

If there is a population E in the search space of W di-
mension, and the population is composed of e particles, the
population E can be expressed as E � lk􏼈 􏼉

e

k�1, where lk
represents the k-th particle in the population E, which
contains W dimensions and can be expressed as
lk � lk1, lk2, lk3, . . . , lkW􏼈 􏼉. Two variables are given from the
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w-th dimension of the k-th particle: local density and dis-
tance. .e local density of the particle is defined as ρkw, and
its expression is as formula (1):

ρkw � 􏽘
k≠j

exp −
Dkj

2

DT

⎡⎣ ⎤⎦, (1)

where Dkj represents the Euclidean distance between the
k-th particle and the j-th particle. DT represents the
truncation distance.

.e distance between the k-th particle and the j-th
particle with higher local density is defined as σkw, and its
expression is as follows:

σkw � min
j:ρjw>ρkw

Dkj􏽮 􏽯. (2)

For the sample data with the largest local density ρkw, the
value of σkw is max

j
Dkj􏽮 􏽯.

As can be seen from formula (2), if the density of lkw is
the maximum local density, σkw will be much greater than
the distance σ of its nearest particle. .erefore, the center of
each divided subgroup is generally some particles with very
large σ, and the local density ρ of these particles is also
relatively large. When selecting the cluster centers for dif-
ferent subgroups, particles with relatively large distance σ
and local density ρ can be selected. For the particles other
than the cluster center, according to the ljw of the particle,
the particle can be divided into subgroups where the sample
with local density greater than ljw and closest to ljw is
located.

After the overall division of particle swarm, according to
the division results of subgroups, the particles in each
subgroup are reclassified into two categories: locally optimal
particles and ordinary particles, and they are iteratively
updated by different update methods to achieve the purpose
of increasing population diversity.

Ordinary particles expand the local search ability under
the guidance of the optimal particle and update iteratively
based on

lkw � α · lkw + β1R1w LPOkw − lkw( 􏼁 + β2R2w IPOkw − lkw( 􏼁.

(3)

In formula (3), α represents the inertia weight coefficient. β1
and β2 represent learning factors. R1w and R2w represent
random numbers which obey uniform distribution in the
interval [0,1]. LPOkw represents the optimal position infor-
mation of the w-th dimension of the k-th particle. IPOkw

represents the optimal location information in the i-th
subgroup.

For locally optimal particles, in order to strengthen the
information interaction between different subgroups, they are
generally updated by collecting the information of different
subgroups. .e update process is shown in formula (4).

lkw � α · lkw + β1R1w LPOkw − lkw( 􏼁

+ β2R2w

1
I

􏽘

I

i�1
IPOkw − lkw

⎛⎝ ⎞⎠.

(4)

In formula (4), I represents the total number of
subgroups.

From the above analysis, it can be seen that, in a certain
subgroup, the main function of local optimal particles is to
guide the search direction of the whole subgroup. .ey can
not only guide other ordinary particles to learn, but also
undertake the task of information exchange between dif-
ferent subgroups. If the local optimal particle updates with
the same update strategy as other ordinary particles, the local
optimal particle will lose the ability to interact with other
subgroups, and its search direction is likely to deviate from
the optimal search direction. At this time, the subgroup will
fall into the trap of local optimal solution. .erefore, the
local optimal particle needs to break through the constraints
of the subgroup and interact with other subgroups in the
process of updating, so as to ensure the correctness of the
search direction by obtaining effective information from
other subgroups, as shown in (4). In this way, information
sharing among different subgroups can improve population
diversity.

2.2.2. PSO-LSTM Prediction Model. .e clinical data of
patients with ischemic stroke can be regarded as a time
series. .ere are many factors inducing their disease re-
currence, and all the factors are very complex, uncertain,
nonlinear, and unstable [20]. In order to accurately predict
the factors inducing disease recurrence to the greatest extent,
a prediction model for ischemic stroke recurrence is con-
structed based on LSTM according to the common features
of time series.

.e network structure of LSTM is mainly affected by
some parameters in the model [21]. In order to make LSTM
more suitable for the prediction of ischemic stroke recur-
rence, a new LSTM ischemic stroke recurrence prediction
model based on PSO algorithm is constructed by fusing and
optimizing the adaptive PSO algorithm and LSTM.

It can be seen from the previous analysis that the
adaptive PSO algorithm has many unique advantages, such
as simple algorithm design, fast calculation speed, and
convergence speed, andmakes up for the defect that it is easy
for the ordinary PSO algorithm to fall into the trap of local
optimal solution. .e adaptive PSO algorithm greatly im-
proves the performance in finding the optimal solution [22].
PSO algorithm combined with LSTM can quickly and ac-
curately determine the optimal super parameters and finally
realize the effective prediction of ischemic stroke recurrence.

.e basic structure of LSTM ischemic stroke recurrence
prediction model based on PSO algorithm is shown in
Figure 1 below.

.e model construction process mainly includes the
following steps:

(1) .e adaptive PSO algorithm is used to optimize some
parameters of LSTM, including time window pa-
rameters, the number of hidden layer units, and
batch processing parameters. .e position infor-
mation of different particles in particle swarm op-
timization is initialized based on the value range of
super parameters.

Computational Intelligence and Neuroscience 3
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(2) Based on local density of the particle ρkw and the
distance σkw between this particle and the particle
with higher local density calculated by formulas (1)
and (2), finally, the adaptive partition of particle
swarm is realized, and several subgroups are
obtained.

(3) Based on the super parameter value corre-
sponding to the particle position information, the
LSTM is constructed. .e training data are used to
learn and train the constructed model. .en use
the validation data to predict and verify the
trained LSTM.

(4) Construct fitness values for particles. .e definition
of fitness function is shown in formula (5), which is
the average absolute percentage error of the model
on the validation data set.

F �
1
Sv

􏽘

Sv

i�1

ni
′ − ni

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

ni

. (5)

In formula (5), Sv represents the total amount of data
in the validation data set. ni

′ represents the predicted
value of the i-th validation data. ni represents the true
value of the i-th validation data.

Data Input

The number of
units in the

LSTM second
hidden layer

The number of
units in the
LSTM first

hidden layer

Batch sizeTime window
size

t1

t2

tN

Calculate the
loss function

LSTM model training
and iterative calculation

Output The prediction
results

Adaptive PSO algorithm

Figure 1: .e structure of the LSTM ischemic stroke recurrence prediction model based on adaptive PSO.
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(5) .e fitness values of particles in all different sub-
groups are calculated, and based on their fitness
values, these particles are divided into ordinary
particles, subgroup optimal particles, and global
optimal particles. On this basis, for different classes
of particles, their position information is calculated
and updated with the formulas shown in equations
(3) and (4).

(6) Determine whether to terminate the calculation. If
the termination conditions are met, it means that the
global optimal solution of the optimization objective
has been obtained. If the termination conditions are
not met, the subpopulation should be regrouped
according to the updated particle position infor-
mation, and steps 2–5 should be repeated until the
termination conditions are met. .e global optimal
solution of the super parameter is obtained.

(7) .e LSTM is constructed according to the global
optimal solution of the obtained hyperparameters,
and the model is trained and predicted based on the
clinical data of patients with ischemic stroke.

3. Prediction of Ischemic Stroke Recurrence

3.1.Multifactor Determination. Because the factors affecting
the recurrence of ischemic stroke are very complex, it is
necessary to screen the relevant indicators. In the medical
field, logistic regression analysis is usually widely used to
analyze and study the causal relationship between inde-
pendent variables and dependent variables [23]. Next, lo-
gistic regression analysis is used to analyze and determine
the multiple factors affecting the recurrence of ischemic
stroke. .e dependence between independent variables and
dependent variables can be characterized by regression
coefficients, and the calculation of regression coefficients can
be obtained by calculating category probability [24]. .e
calculation methods of category probability and regression
coefficient are shown in formulas (6) and (7), respectively.

P(b � c|a) �
exp ηc + 􏽐

M
m�1 λcmam􏽨 􏽩

1 + 􏽐
C−1
c�1 ηc + λcMaM( 􏼁

, (6)

ln
P(b � c|a)

P(b � C|a)
􏼢 􏼣 � ηc + 􏽘

M

m�1
λcmam. (7)

In formulas (6) and (7), a represents the independent
variable. c represents the dependent variable. M represents
the number of independent variables.

When M � 1, there is only one independent variable. At
this time, the model carries out single factor analysis to
analyze the impact of a single independent variable on the
dependent variable. When M> 1, the number of indepen-
dent variables is more than one; the model carries out
multifactor analysis to analyze the comprehensive impact on
the dependent variables when multiple independent vari-
ables change at the same time. Finally, the model com-
prehensively analyzes the risk factors of ischemic stroke

recurrence by changing the number of independent
variables.

3.2. Determination of Input and Output Variables.
According to the problem description, the main problem to
be solved in constructing the prediction model of ischemic
stroke recurrence is the feature mapping relationship be-
tween the prediction index data set A and the corresponding
label set B, that is, the feature mapping relationship between
input variables and output variables. In order to predict the
recurrence of ischemic stroke, firstly, it should be clear
whether the input variables and output variables meet the
requirements of the model. Given two data sets
D � (di(t−1), dit)􏽮 􏽯

h

i�1 and G � gi ∈ 0, 1{ }􏼈 􏼉, where i repre-
sents the i-th patient, di(t−1) represents the predictive index
data of the i-th patient at the time t − 1 and contains a group
of multiple incentives affecting the recurrence of ischemic
stroke. G represents the diagnostic label of each sample.

.e following is an analysis of the input variable (the
prediction data set A) and the output variable (the corre-
sponding label set B).

(1) .e input variable (the prediction data set A)
First, the LSTM ischemic stroke recurrence predic-
tion model based on PSO algorithm is calculated
through the determined d. For the i-th patient, based
on the data index dt−1 of the current time t − 1, the
change dt

′ of the continuous value in the data index
dt of the future time t is fitted. .e fitting process is
shown as follows.

dit
′ � μ PSO − LSTM di(t−1), dit􏼐 􏼑􏽨 􏽩. (8)

On this basis, the data indexes of time t − 1 and time
t are combined to form the prediction index data
input variable A, as follows.

A � concat di(t−1), dit
′􏽨 􏽩. (9)

(2) .e output variable (the corresponding label set B)

For the i-th patient, the real label set B of the patient is
obtained by converting the obtained sample diagnostic label
G into a one-dimensional array, as follows.

B � b1, b2, b3, . . . , bh􏼈 􏼉. (10)

In formula (10), bi ∈ gi, i � 1, 2, . . . , h.
After obtaining the prediction index data set A and the

corresponding label set B, the proposed prediction model
searches the feature mapping relationship between A and B

and finally obtains the prediction results of ischemic stroke
recurrence risk, as shown in formula (11).

B′ � softmax[LSTM(A, B)]. (11)

3.3. Data Acquisition and Preprocessing. Before using LSTM
ischemic stroke recurrence prediction model based on PSO
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algorithm to predict the recurrence risk, it is necessary to
collect patient data and preprocess these data.

Data collection is mainly carried out through the big data
management platform for stroke patients. .e platform is
mainly based on data access and import tools. It takes the
medical institutions, sanitary places, healthcare institutions,
physical examination centers, and institutions of various
hospitals scattered all over the country as the collection
objects and collects the source data of different stroke pa-
tients. Finally, a uniquely researchable and structured patient
case information database about stroke patients was formed
[25]. Data collection for patients mainly includes the fol-
lowing aspects: Personal information, past medical history,
family history, laboratory data, inpatient diagnosis and
treatment data, periodic follow-up data and physical exam-
ination data, etc. .e data import tool of the platform can
provide a compatible heterogeneous data acquisition inter-
face for different types of stroke heterogeneous data sources
and can import data from a variety of relational databases
from different patients and institutions. In terms of data
acquisition strategy, the data import tool of the platform can
realize the access and import of full, batch, and real-time data.
For offline data, the platform can also import log data files
such as HDFS, FTP, and text files. In addition, it can also
import streaming data such as Flume and Kafka in real time.

.e purpose of data preprocessing is to clean, interpolate
missing values, eliminate abnormal data, and standardize
data format and other operations for the source data of
stroke patients with complex, extensive, and diverse data
forms and types. Data preprocessing unifies the data format
of stroke patients to improve the overall data quality to a
certain extent [26]. On this basis, the influencing factors of
ischemic stroke are assigned as the independent variables of
modeling. Finally, these data are more suitable for the re-
quirements of model construction.

3.4. Model Training. In order to find the best model pa-
rameter, in the process of training the model, the calculation
error is calculated by calculating the loss function at each
step, and on this basis, the optimizer is used for reverse
adjustment and update.

In the binary classification loss problem, the cross-en-
tropy loss function is widely used to calculate the loss. It can
reflect the effect of model training by calculating the error
between the predicted value and the real label. .e cross-
entropy loss function is shown in formula (12).

FLce � − 􏽘
h

i�1
bilog bi
′( 􏼁. (12)

In formula (12), h represents the total number of sample
data.

.e difference between the probability of ischemic stroke
recurrence bi

′ and the real label bi was calculated by maxi-
mum likelihood operation.

In the process of reverse adjustment and update using
the optimizer, in order to reduce the loss of model training
and avoid falling into the trap of local optimal solution,

Adam optimizer is used for reverse calculation to adjust the
weight parameters of the network. On this basis, the adaptive
learning rate is designed by calculating the first-order
moment estimation and second-order moment estimation
of the gradient.

.e gradient ∇t at time t is calculated based on the loss
function FLt of the target. .e calculation process is shown
in formula (13).

∇t⟵ΔcFLt ct−1( 􏼁. (13)

In formula (13), c represents the update parameter
corrected by moment estimation.

According to the gradient ∇t at time t calculated by
formula (13), the first-order and second-order moment
estimates m1t and m2t are calculated..e calculation process
is shown in formulas (14) and (15), respectively.

m1t⟵ ξ1m1t−1 + 1 − ξ1( 􏼁∇t, (14)

m2t⟵ ξ2m2t−1 + 1 − ξ2( 􏼁∇t2. (15)

In formulas (14) and (15), ξ1 and ξ2 represent the at-
tenuation index of moment estimation, and their values are
ξ1 � 0.900 and ξ2 � 0.999.

4. Experiments and Analysis

4.1. Parameter Setting. .e parameters of the model are set
before the experiment. .e proposed PSO-LSTM model in
this paper mainly includes four parts: the input layer, the
first LSTM layer, the second LSTM layer, and the output
layer. .e loss function adopts the cross-entropy loss
function, the optimizer adopts the Adam algorithm opti-
mizer, and the construction of the network model is
completed based on the Keras framework. .e super pa-
rameters in LSTM model mainly include time window size,
batch size, training times, and the number of neurons in
hidden layer.

In order to minimize the error and influence of human
factors on the model as much as possible, four super pa-
rameters in the LSTM model are set based on the clinical
data of actual ischemic stroke patients, which are as follows:
the value range of time window size is set to [1, 20], the value
range of batch size is set to [1, 60], and the value range of the
number of neurons in the hidden layer is set to [10, 30]. .e
training times are mainly determined by the loss of the
model. Since the loss function of the model will gradually
converge after 500 iterations, the training time of the model
is 500. In addition, other relevant parameters are set as
follows: the total number of particles in the particle swarm is
set to 50, the maximum number of iterations is set to 300, the
inertia weight of velocity is set to α � 0.85, and the sum of
acceleration coefficient is set to 1.8.

4.2. Evaluation Index. In order to effectively measure the
accuracy of LSTM ischemic stroke recurrence prediction
model based on PSO algorithm, the following five evaluation
indexes are used to evaluate the experimental results.
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(1) Accuracy: the calculation method is

Ea �
STT + SFF

STT + STF + SFT + SFF

. (16)

(2) Sensitivity: the calculation method is

Ese �
STT

SFT + SFF

. (17)

(3) Specificity: the calculation method is

Esp �
SFF

SFT + SFF

. (18)

(4) Positive prediction rate: it is calculated as follows:

Ep �
STT

STT + SFT

. (19)

(5) Negative prediction rate: it is calculated as follows:

En �
SFF

STF + SFF

. (20)

(6) F1_score: the calculation method is shown in the
following equation:

EF1 �
2Ep · Ese

Ep + Ese

. (21)

In formulas (15)–(21), STT represents the number of
patients who are actually with recurrent ischemic stroke and
are correctly predicted as the patients with recurrent is-
chemic stroke. STF indicates the number of patients who are
actually with recurrent ischemic stroke but are incorrectly
predicted as patients without recurrent ischemic stroke. SFT

indicates the number of patients who are not with recurrent
ischemic stroke but are incorrectly predicted as patients with
recurrent ischemic stroke. SFF indicates the number of
patients who are not with recurrent ischemic stroke and are
correctly predicted as patients without recurrent ischemic
stroke.

4.3. Normalization. During the experiment, the clinical data
of all ischemic stroke patients, i.e., the input sample values,
were normalized to compress the values within the value
range [0, 1] [27]. Next, it takes 2000 total cholesterol con-
centration sample data as an example for normalization..e
numerical changes of sample data before and after nor-
malization are shown in Figure 2.

It can be seen from Figure 2 that, after normalization, the
total cholesterol concentration of the sample data is com-
pressed from [0, 18] to [0, 1] on the basis of maintaining the
basic characteristics of the original data.

4.4.ExperimentalResults. In order to eliminate the influence
caused by the imbalance of positive and negative sample data
in the process of data collection, the collected sample data

are balanced by Synthetic Minority Oversampling Tech-
nique (SMOTE)..e data processed by SMOTEmethod not
only solves the problem of data imbalance between positive
and negative samples but also expands the diversity of data
samples to a certain extent. .e calculation results of dif-
ferent evaluation indexes before and after SMOTE method
are shown in Table 1 below.

It can be seen from Table 1 that, compared with the
results of ischemic stroke recurrence prediction using the
original data, the accuracy, sensitivity, specificity, positive
prediction rate, negative prediction rate, and F1_score of
recurrence prediction using the data processed by SMOTE
method have improved. .e prediction accuracy reached
92%, with a relative increase of 14%. In addition, it can be
seen that, before using SMOTE method to process the data,
the specificity of the prediction results is 81%, the sensitivity
is 69%, and the difference between them is 12%, which shows
that the negative sample has more feature information than
the positive sample in the data used in the learning process of
the model, and there are more omissions in predicting the
recurrence of ischemic stroke patients. .e positive pre-
diction rate is 62% and the negative prediction rate is 86%,
with a difference of 24%, which shows that the model has a
high probability of misjudgment in the prediction process.
When the SMOTE method is used to process the data, the
specificity of the prediction results is 90%, and the sensitivity
is 91%. .ey are basically the same. .e positive prediction
rate is 85%, and the negative prediction rate is 83%..ey are
also basically the same. .e test results of positive and
negative samples have been significantly improved and
achieved a relatively balanced effect.

Next, the prediction results of PSO-LSTM ischemic
stroke recurrence prediction model proposed in this paper
are compared with the prediction methods proposed in
[14, 15]. .e prediction results are shown in Table 2 below.

It can be seen from Table 2 that the accuracy of PSO-
LSTM ischemic stroke recurrence prediction model pro-
posed in this paper is 92.0%, which is improved compared
with the other two prediction models. .e sensitivity and
specificity of the other two prediction models are lower than
that of PSO-LSTM model. .is is because the model pro-
posed in [14] has relatively poor learning ability for time-
series feature data set. Reference [15] does not introduce
attention mechanism, while PSO-LSTM model assigns
corresponding attention weight to each time-series feature,
so the sensitivity and specificity of the model have been
improved. In addition, it can be seen that the positive
prediction rate and negative prediction rate of the prediction
results of PSO-LSTM model are relatively high. .is is
because the adaptive PSO optimization algorithm is not
introduced in [14, 15], and the introduction of PSO can
reduce the prediction omission in the prediction process. In
addition, SMOTEmethod is used to process the sample data,
which eliminates the imbalance of positive and negative
sample data and makes F1_score increase.

In order to better illustrate the consistency between the
prediction results of PSO-LSTM ischemic stroke recurrence
prediction model proposed in this paper and the actual
results, the receiver operating characteristic (ROC) curve of

Computational Intelligence and Neuroscience 7
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the model is analyzed below. .e ROC curve of PSO-LSTM
prediction model is shown in Figure 3.

As can be seen from Figure 3, the ROC curve of PSO-
LSTM prediction model is relatively far from the 45° classifier
baseline with discrimination of 0, and the lower area of ROC
curve reaches 0.89, which shows that PSO-LSTM prediction
model has strong discrimination and good performance. By
introducing the adaptive PSO algorithm into LSTM, the rapid
determination of the optimal super parameters is realized
based on the historical characteristics of patient clinical data.
By using SMOTE method to process the original data, the
effective prediction of ischemic stroke recurrence is realized
and the prediction accuracy is improved.

5. Conclusion

According to the historical clinical data of ischemic stroke
patients, reasonable prediction of stroke recurrence can
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Figure 2: Sample data before and after normalization. (a) Initial source data. (b) Normalized data.

Table 1: Calculation results of different evaluation indexes before and after processing by SMOTE method.

Evaluation index Before SMOTE processing (%) After SMOTE processing (%)
Accuracy (Ea) 78.2 92.0
Sensitivity (Ese) 69.3 91.2
Specificity (Esp) 81.1 90.5
Positive prediction rate (Ep) 62.6 85.3
Negative prediction rate (En) 86.4 83.7
F1_score (EF1) 65.8 88.5

Table 2: Evaluation indexes for prediction results of different methods.

Evaluation index
Model

PSO-LSTM (%) Reference [14] Reference [15]
Accuracy (Ea) 92.0 86.2 85.1
Sensitivity (Ese) 91.2 84.4 83.5
Specificity (Esp) 90.5 82.2 80.1
Positive prediction rate (Ep) 85.3 82.6 83.1
Negative prediction rate (En) 83.7 80.7 80.2
F1_score (EF1) 88.5 82.5 81.9
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Figure 3: ROC curve of PSO-LSTM prediction model.
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effectively reduce the mortality of patients. .erefore, an
ischemic stroke recurrence prediction model using deep
learning in mobile medical monitoring system is proposed
by introducing adaptive PSO algorithm into LSTM. In order
to solve the clustering and searching problem of the existing
prediction models for the clinical data of stroke patients, the
proposed model introduces adaptive learning strategy based
on PSO algorithm. By dividing the types and update
methods of particles, it avoids the possibility of falling into
local optimization on the basis of improving the diversity of
the population and improves the clustering performance
and searching speed of the model. Experiments based on the
data from big data management platform for stroke patients
show that the accuracy of PSO-LSTM ischemic stroke re-
currence predictionmodel proposed in this paper is 92% and
F1_score is 88%, which are better than the prediction
performance of the other two models. In addition, the
sensitivity and specificity, positive prediction rate, and
negative prediction rate of PSO-LSTM prediction model are
improved compared with the other two models, and the
lower area of ROC curve reaches 0.89, which has better
performance. Future work will further study the prediction
effect of the proposed PSO-LSTM prediction model on
patients with ischemic stroke and other types of diseases and
study the performances of different diseases on the pre-
diction model.
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-e Internet plays a fundamental part in relentless correspondence, so its applicability can decrease the impact of intrusions.
Intrusions are defined as movements that unfavorably influence the focus of a computer. Intrusions may sacrifice the reputability,
integrity, privacy, and accessibility of the assets attacked. A computer security systemwill be traded off when an intrusion happens.
-e novelty of the proposed intelligent cybersecurity system is its ability to protect Internet of -ings (IoT) devices and any
networks from incoming attacks. In this research, various machine learning and deep learning algorithms, namely, the quantum
support vector machine (QSVM), k-nearest neighbor (KNN), linear discriminant and quadratic discriminant long short-term
memory (LSTM), and autoencoder algorithms, were applied to detect attacks from signature databases. -e correlation method
was used to select important network features by finding the features with a high-percentage relationship between the dataset
features and classes. As a result, nine features were selected. A one-hot encoding method was applied to convert the categorical
features into numerical features. -e validation of the system was verified by employing the benchmark KDD Cup database.
Statistical analysis methods were applied to evaluate the results of the proposed study. Binary and multiple classifications were
conducted to classify the normal and attack packets. Experimental results demonstrated that KNN and LSTM algorithms achieved
better classification performance for developing intrusion detection systems; the accuracy of KNN and LSTM algorithms for
binary classification was 98.55% and 97.28%, whereas the KNN and LSTM attained a high accuracy for multiple classification
(98.28% and 970.7%). Finally, the KNN and LSTM algorithms are fitting-based intrusion detection systems.

1. Introduction

-e Internet of -ings (IoT) could be defined as interlinked
systems that focus on standardized mechanisms that com-
municate large amounts of data [1] between Internet-
connectedmachines. Artificial intelligence (AI), or the quality
of being smart, is being introduced to gadgets, devices, houses,
businesses, and maybe even communities as a result of the
current innovations in IoT. IoT is considered one of the most
rapidly evolving disciplines of present technology advance-
ment, contributing significantly to a variety of domains
ranging from agriculture to self-driving cars. Because it in-
teracts with each and every form of linked system in everyday
life, IoT is known as the use of Internet through everything
that can help people in their daily lives.

Fundamental firewalls are static defense systems that act
as channels. -ey are not fit for perceiving an attack. -ey
generally obstruct all traffic with the exception of the packets
coordinating a few guidelines; for example, packets are
bound to a specific port or originate from the secure Internet
Protocol (IP) addresses. -ese rules are constructed phys-
ically by the system overseer as indicated by the network
security approach. -is implies that the productivity of a
firewall relies on how talented the administrator is [2].

-e quantity of smart interconnected devices is expected
to reach 1 billion in 2025 [2]. IoT is made up of numerous
layers, which includes a specific layer called the network
layer. -e architecture of the network layer depends on the
Internet, which is based on different communication layers,
and is primarily capable of sending network packets among
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servers. Furthermore, the network layer is a complicated and
vulnerable component of the IoT structure that contributes
to a variety of security problems.

Nonetheless, a number of security mechanisms exist to
solve security concerns[3]. To enable a set of connected
devices to function successfully and address security issues,
these mechanisms must be installed in the IoT ecosystem
and/or endpoints. However, many security devices require a
significant amount of computing power and storage space
[4]. To address these limitations, several techniques, in-
cluding lightweight cryptography and authentication pro-
cesses, can be used [5]. -e vast number of sensors, nodes,
servers, or machines associated and interlinked through the
IoTarchitecture is indeed amajor source of security concern,
as a security incident in either a single node or sensor might
cause the entire system to collapse. Cyberattacks, distributed
denial-of-service (DDoS) hacks, ransomware, distant
monitoring, packet-forwarding attacks, and privacy
breaches are by far the most prevalent security vulnerabil-
ities that IoTsystems confront. A firewall is generally the first
point of security against intrusions in IoT devices, although
this is not an efficient option due to the wide range and
complication of IoT infrastructures. Intrusion detection
systems (IDSs) have risen in importance as a result of its
reliability. In 1980, Spafford and James [6] offered a de-
scription of an IDS for the very first time. IDSs are designed
to detect intrusions in a certain network domain. An in-
trusion through an IoT context can become a host that
attempts to access neighboring nodes without taking per-
mission. An IDS has three major components: a client, a
screening test, and a reaction module. -e client is entirely
accountable for managing data from the tracking actions
data stream. -e intrusion prevention mechanism detects
evidence of intrusion and delivers alarms.-en, the reaction
module can be activated using the results that the analysis
engine provides. IDSs have improved in reliability and ef-
ficiency over time, but hackers have created more diverse
attack tactics to circumvent these tracking systems. Fur-
thermore, typical IDSs are incapable of dealing well with
IoT’s numerous network elements, such as interconnected
layers [7].

Researchers have been urged to use decentralized IDSs in
addition to different machine learning techniques, including
artificial neural networks (ANNs), deep learning, and op-
timization algorithms, because of recent advances in intel-
ligent machines. Typical ANNs are limited in their ability to
cope with the complications of IDS systems. Enhanced
technology by addressing such limitations is necessary for
IDSs to achieve their potential. -e major objective of this
paper is to apply blockchains to a multi-agent system and to
evaluate its performance using a benchmarking dataset
[8, 9].

-e main contribution of this study is to apply various
machine learning and deep learning algorithms to detect
intrusion intelligently. A smart IDS can help to protect the
IoT environment from any updated attacks. -e system has
the ability to detect and prevent cyberattacks in IoT net-
works. In this study, we investigate various machine learning
and deep learning to detect attacks with binary and multiple

classes to determine the performance of each model. -e
network dataset has many network features that obstruct the
IDS system from quick detection, enabling the selection of
significant features that can help the system save time with a
high detection rate. In this study, we use the correlation
method to find features that have a significant relationship
with classes. Finally, different AI algorithms are investigated
to improve the performance and efficiency of IDS systems.

2. Related Work

Although the techniques of the Internet of -ings are es-
sential for enhancing real-world intelligent systems, such as
applications used in smart cities, home automation, and
smart factories, and their massive scale and omnipresence
have presented unique security concerns [10, 11]. Addi-
tionally, because IoT systems are typically used in an un-
controlled environment, an intruder with malevolent aims
may gain access to these systems [12, 13]. Snooping can
sometimes be employed to get confidential details from such
a transmission medium, since IoTcomponents are generally
interconnected across wireless networks [14, 15]. Due to
their limited power and computing capabilities, IoT-con-
nected devices may not have installed advanced security
measures to address the upper edge of such security con-
cerns. Specific attack interfaces emerge on something like a
constant basis as a result of the IoT’s complexity and in-
terrelated settings [16, 17].

As a result, particularly in contrast to typical computing
systems, IoT networks are much more exposed. To mitigate
threats faced by IoT-connected devices, appropriate diag-
nostic and preventive strategies must be developed. Fur-
thermore, a line of defense in distributed systems must be
established to defend IoT systems from cyberattacks. IDSs
are used to solve this problem [18, 19]. Machine learning-
based IDSs that provide security for IoT networks or
exploited IoT systems have been reported in many studies.
IDSs that are implemented in cloud-based IoT networks
[20], sensor networks [21, 22], cyber-physical applications
[20], and wireless mobile networks [23, 24] have all been
covered by the literature. Classical IDS approaches, on the
other hand, are much less efficient or effective for the
provision of security networks due to their unique attributes,
such as limited power, pervasiveness, diversity, constrained
bandwidth utilization, and global connectivity, as noted
above. Deep learning and machine learning-based ap-
proaches have recently found traction for detecting cyber
threats, particularly those affecting IoTnetworks. -is is due
to the fact that machine learning- and deep learning-based
approaches may detect both benign and malignant abnor-
malities in an IoT network.

To discover the characteristics of patterns, IoT servers
and network flow can be monitored and examined. Any
divergence from all learned norms can be leveraged to spot
abnormal activity and unusual behavior. Moreover, tech-
nologies based on machine learning and deep learning have
been used to predict unknown or zero-day cyberattacks. As a
result, machine learning- and deep learning-based tech-
niques provide reliable security measures for IoTdevices and
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systems. Several studies have investigated various strategies
for developing IDSs for IoTapplications, but the majority of
the abovementioned surveys did not include the adoption of
machine learning or deep learning approaches, such as
detection methods in IoT networks and associated compact
components. -e focus of several studies [25–30] was on
investigating IoT security challenges broadly and their
categorization in different layers related to applications,
networks, cryptography, and access restrictions. An inclu-
sive study that provides a comprehensive evaluation of
machine learning and deep learning algorithms that can be
adopted in IDS applications in IoT network settings is still
needed, as is a key emphasis of this work.

-e researchers in [31] focused on the problems with IoT
security somewhere within the network layers. A study
published in [32] investigated IDS technologies for IoT
networks. A preliminary examination of machine learning’s
applicability in the domain of IoT confidentiality and pro-
tection was addressed in [33]. Furthermore, they highlighted
bandwidth limitations, processing power limitations, and a
lack of suitable space as obstacles in applying any machine
learning-based security mechanisms for IoT interconnected
systems. Other studies [34, 35] explored the possibility of
using machine learning and data mining algorithms to
identify malicious attacks and intrusions in IoTnetworks by
incorporating these algorithms in IDSs and recognizing
abnormalities or using network data classification. -e
authors in [20] pointed out differences among IDSs that
operate on cellular broadband and wireless communication
networks, particularly IoT networks. Due to basic archi-
tectural differences, applying machine learning approaches
to IoT IDSs involves special attention to the details of
cyberattacks, supporting protocols (including both tele-
communications and networking), and the application layer.
A further study reported in [21] explored how IDSs can be
implemented in mobile ad hoc networks. -ree major kinds
of IDS layouts can be used in mobile ad hoc networks
(MANETs). A layered architecture is the first layout that is
organized with several hierarchical layers. For deployment
in a decentralized and collaborative setting, the second
architectural is also flattened. -e third layout can be a
combination of the first two employed in mobile agents. An
additional study [22] explored a number of intrusion de-
tection techniques for mobile ad hoc-based IDS architec-
tures. -ese IDS techniques, as per the authors, can indeed
be divided into several classified methods based on the basic
principles employed to identify an intrusion. Rules, metrics,
optimizations, signatures, contexts, popularity scores, or
pathways can always be utilized as principles in IoT systems.
Anomaly discovery, exploitation, signature-based algo-
rithms, and evolutionary algorithms were eventually in-
cluded in the list of hybrid technologies.

Other classification criteria have been proposed as well
[22]. For example, these include real-time/offline, attack
type, and effectiveness of detection (scalability, reliability,
timeliness, etc.). Other authors provided further classifica-
tion criteria, such as legitimacy, intrusion patterns, and
identification efficacy (scalability, reliability, timeliness, etc.)
[22]. In a different study, the author discussed a

categorization of IDS for wireless sensor networks (WSN)
depending on the IDS agent’s configuration model [29]. -e
configuration model might be decentralized, centralized, or
mixed, with the last model being recommended as the ideal
fit for WSNs. A similar survey presented in [30] categorized
WSNs relying on IDS by utilizing IDS detecting class criteria.
Outlier detection, abuse detection, and recognition based on
configuration were among the categories discovered. A
further facet of the virtualized IoT ecosystem was examined
and described in [15] in which the authors of this study
evaluated and categorized several cloud-based IDSs that
influence the confidentially, authenticity, and reliability of
cloud computing that depend on IoTnetworks. Hypervisor-
based IDS, host-based IDS (HIDS), network-based IDS
(NIDS), and scalable IDS were all discussed as well. -e
authors in [29] introduced a research study on IoT-based
IDS and specifically focused on IDS design. -ey looked at
current IoT standards, protocols, and solutions, as well as
IoT privacy concerns and detecting categories, before pro-
posing an IoT IDS design. In [36], the authors presented a
new multiphase anomaly identification technique based on
Boruta Firefly aided partitioning density-based spatial
clustering of applications with noise (BFA-PDBSCAN).
Furthermore, they assumed that their suggested approach
provided better experimental results in matching the
specified methods of density-based spatial clustering of
applications with noise (DBSCAN) and hierarchical density-
based spatial clustering of applications with noise
(HDBSCAN).

-e researchers in [37] presented an integrated data
processing approach for outlier identification and classifi-
cation that incorporates grey wolf optimization (GWO) and
convolutional neural network (CNN) algorithms. -e re-
searchers stated that their method outperformed existing
state-of-the-art IDSs in terms of effectiveness and detection
accuracy. A sophisticated autoencoder-based anomaly de-
tector system was utilized to analyze and diagnose IoT
botnet intrusions [38]. -e approach involved obtaining
statistical properties from behavior snapshots of typical IoT
edge device data patterns and developing a deep learning-
based autoencoder just on extracted features from the used
dataset. Furthermore, the reconstruction of errors for traffic
measurements was matched to a threshold to determine
whether they are normal or abnormal. -e authors assessed
the suggested identification approach using the BASHLITE
and Mirai botnets dataset created with the help of industrial
IoT systems.

3. Materials and Methods

Figure 1 displays the formwork of the proposed system for
detecting intrusion from a real dataset.

3.1. Dataset. -e KDD Cup dataset was employed to in-
vestigate our proposed system. -e NSL-KDD is an updated
version of the KDD Cup dataset proposed by McHugh [39].
Furthermore, each record consists of 41 features, and these
features can be described as either normal or attacks. -e
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KDD Cup and NSL-KDD datasets contain three major
intrusions, namely, denial-of-service (DOS), probe, root to
local (R2L), and user to root (U2R). Table 1 demonstrates the
feature names for the KDD Cup dataset.

Furthermore, the attack types of the KDD Cup datasets
are clustered into four different attack classes: (1) DoS, which
includes attacks that cause the slowing or shutting down of a
machine by sending more traffic information to the server
than the system is able to handle. DoS attacks affect legit-
imate network traffic or access to services; (2) R2L includes
attacks that provide illegal local access to a machine by
sending remote deceiving packets to the system; (3) U2R
includes attacks that provide root access, and in this case, the
hacker finds out the system vulnerability and starts using the
system as a normal user; and (4) probe includes attacks that
can avoid security control systems by gathering information
about the network.-e attack categories of the KDDCup are
reported in Table 2.

3.2. Preprocessing. -e processing method was applied to
select significant features from the dataset.

3.2.1. One-Hot Encoding. One-hot encoding was proposed
to convert categorical features, namely, protocol type, ser-
vice, and flag, into numerical features. One-hot encoding is
used to assign each string to a new binary value [0, 1]. Table 3
shows the categorical features of both datasets.

3.2.2. Normalization Method. After transforming the cate-
gorical features, the data were processed using min-max
normalization methods for normalizing the data to avoid
overlap in the training process that can occur when handling
the largest dataset. In the normalization method used to
scale the dataset in the same range, we put the scaling range
of data between 0 and 1.

zn �
x − y
x−y

xi − yi( 􏼁 + yi, (1)

Datasets
Processing
approaches

categories features

Normalization

Feature selection
Method

SVM

Select significant
features

Machine learning /Deep learning models
Attacks

DoS

R2L

U2R

Probe

KNN

LSTM Autoencoder

Figure 1: Proposed system.

Table 1: Feature names of the KDD Cup dataset.

S. No Feature names
1 Duration
2 Protocol type
3 Service
4 Src-byte
5 Dst-rate
6 Flag
7 Land
8 Wrong_fragment
9 Urgent
10 Hot
11 Nume_faild_login
12 Logged_in
13 Num_compromised
14 Root_shell
15 Su_atte- +mpted
16 Num_root
17 Num_file_creation
18 Num_shells
19 Num_acces_shells
20 Num_outbound_cmds
21 Is_hot_Login
22 Ist_guest_Login
23 Count
24 Serror_rate
25 Rerror-rate
26 Same-Srv-rate
27 Diff-Srv-rate
28 Srv_Count
29 Srv_serror_rate
30 Srv_rerror_rate
31 Srv_Diff_host_rate
32 Dst_host_count
33 Dst_host_srv_count
34 Dst_host_same_srv_count
35 Dst_host_diff_srv_count
36 Dst_host_same_src_port_rate
37 Dst_host_srv_diff_host_rate
38 Dst_host_serror_rate
39 Dst_host_srv_serror_rate
40 Dst_host_rerror_rate
41 Dst_host_srv_rerror_rate
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where y and x are the minimum and maximum data, re-
spectively. -e maximum range is represented by yi,
whereas the minimum range is indicated by xi [0].

3.2.3. Feature Selection Method. Correlation analysis was
used to find correlations between the features and classes. It
is also used to find significant patterns between features of
datasets for intrusion detection.

R �
n􏽐

​
(x × y) − 􏽐 x( 􏼁 􏽐 y( 􏼁

n 􏽐 x
2

􏼐􏽨 􏼑 − 􏽐 x
2

􏼐 􏼑􏽩 × n 􏽐 y
2

􏼐􏽨 􏼑 − 􏽐 y
2

􏼐 􏼑􏽩
× 100%,

(2)

where R is Pearson’s correlation coefficient approach, x is
input training, and y is target (classes). We considered the
threshold value to be 0.50, the features with a greater-than-
0.50 relationship with classes were selected, and everything
else was excluded. Table 4 shows the selected features among
41 features of the KDD Cup datasets. According to the
results of the correlation analysis method, the same_srv_rate
had a high correlation among 75% all features; therefore, we
considered these features as significant.

3.3. Classification Algorithms. In this section, the classifi-
cation algorithm is presented.

3.3.1. Support Vector Machine (SVM). -e support vector
machine (SVM) is a prevalent supervised nonlinear tech-
nique that can be applied to distribute data sequentially and
nonsequentially for classification tasks. SVM is used for text
classification, image processing, and anomaly analysis.
Furthermore, it has the ability to deliver good accuracy for
high-dimensional vector space data and symbolizes data
training features in space maps. -e data features of the

several classes are distinguished based on a maximum
margin in the hyperplane.-e decision boundary that can be
achieved by the SVM technique is represented by the ex-
treme margin space for determining the distance between
the training samples of two or more classes.-e equation for
the SVM classifier is given as follows:

K X, X′( 􏼁 � exp −
‖X − X′‖

2

2σ 2
⎛⎝ ⎞⎠, (3)

where X, X′ is the feature vector for the training of the
evaluated dataset, ‖X − X′‖2 denotes the squared Euclidean
difference among two feature inputs, and σ is a free
parameter.

3.3.2. KNN Algorithm. When the KNN algorithm is adopted
for the classification task, it performs the classification of
various feature values by computing the distance between each
pair. An integer number not more than 20 usually specifies the
k parameter in this algorithm. While working on the KNN
algorithm, the decided neighbors can be represented by various
objects that have been accurately identified and categorized.
-is technique only identifies the class of the sample and can be
based on the class of the neighboring one or various samples in
the decision making regarding categorization. KNN is utilized
to determine the k values, which are near a set of values through
the training dataset, and the majority of these k values fall to a
confirmed class; furthermore, the input sample is classified.-e
equation that was applied for the KNN algorithm is written as
follows:

Table 2: All types of attacks in the KDD Cup.

Attacks in
datasets Type of attacks in KDD Cup

DoS Back, Land, Neptune, Pod, Smurf, Teardrop, Mailbomb, Processtable, Udpstor m, Apache2, Worm
Probe Satan, IPsweep, Nmap, Portsweep, Mscan, Sa int

R2L Guess_password, Ftp_write, Imap, Phf, Multihop, Warezmaster, Xlock, Xsnoop, Snmpgue, ss, Snmpgetattack,
Httptunnel, Sendmail, Named

U2R Buffer_overflow, Loadmodule Rootkit, Perl, Sqlattack, Xterm, Ps
Attacks in
datasets Type of attacks in NSL-KDD

DoS Back, Land, Neptune, Pod, Smurf, Teardrop, Mailbomb, Processtable, Udpstor m, Apache2,Worm
Probe Satan, IPsweep, Nmap, Portsweep, Mscan, Saint

R2L Guess_password, Ftp_write, Imap, Phf, Multihop, WarezmasterXlock, Xsnoop, Snmpgue, ss, Snmpgetattack,
Httptunnel, Sendmail, Named

U2R Buffer_overflow, Loadmodule Rootkit, Perl, Sqlattack, Xterm, Ps

Table 3: Categorical features.

S. No Feature name
2 Service
3 Flag
6 Protocol type

Table 4: Selected features.

No. Feature name Correlation (ranking%)
23 count 0.576257
30 srv_serror_rate 0.648135
24 serror_rate 0.650527
38 dst_host_serror_rate 0.651740
39 dst_host_srv_serror_rate 0.654855
12 logged_in 0.690053
36 dst_host_same_srv_rate 0.693525
33 dst_host_srv_count 0.722356
26 same_srv_rate 0.751746
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x1 − x2( 􏼁 + y1 − y2( 􏼁

􏽱

. (4)

-e k value is utilized to find and calculate the nearest
points in the feature vectors. As such, the value must be
distinctive.

3.3.3. Long Short-Term Memory (LSTM). Hochreiter and
Schmidhuber [40] proposed the long short-term memory
(LSTM) approach for learning long-term information in-
terdependence. An LSTM’s flow is similar to that of the
recurrent neural network (RNN) method. -e difference in
how the cells are operated between the LSTM and RNN
approaches is that there are four gates in each LSTM unit,
specifically the input, candidate, forget, and output gates.
-e forget gate determines whether data should be saved or
destroyed.-e cells are refreshed by the input gate, while the
output gate always determines the hidden state in the LSTM.
-e LSTM also has an incorporated memory block and gate
mechanism that allows it to resolve vanishing gradient point
problems and disintegration gradient complications through
the RNN learning process [41, 42]. -e structure of the
LSTM technique is expressed in Figure 2.

-e computing equations that are associated with the
LSTM structure in Figure 1 are as follows:

ft � σ Wf .Xt + Wf.ht−1 + bf􏼐 􏼑,

it � σ Wi.Xt + Wi .ht−1 + bi( 􏼁,

St � tan h Wc.Xt + Wc .ht−1 + bc( 􏼁,

Ct � it
∗

St + ft
∗

St−1,

ot � σ Wo + Xt + Wo.ht−1 + Vo.Ct + bo( 􏼁,

ht � ot + tan h Ct( 􏼁.

(5)

-e mathematical symbolization in the above equations
can be interpreted and expressed as follows:

Xt is the vector of the input data that progress to the
memory cell at time t. Wi, Wf, Wc, Wo, and VO are the
weight matrices. bibf, bc, and bo represent bias vectors. ht is
the specified value of the memory cell at time t. St and Ct are
the defined values of the candidate state of the memory cell
and the state of the memory cell at time t, individually.

σ and tanh are the activation functions in the LSTM
network.

it, ft, and ot are acquired values for the input gate, the
forget gate, and the output gate at time t. -ese gates have
values in the range of 0 to 1 over the nonlinear sigmoid
activation function.

3.3.4. Deep Autoencoder Algorithm. Encoders and decoders
are two primary components of an autoencoder technique.
An encoder component reduces the dimensionality of input
data into the lowest dimensional exemplification form, while
the decoder reproduces input data depending on the lowest
data representation, which is made by the encoder com-
ponent. Autoencoders, on the other hand, automatically
encode all data of the input layer and forward these data into

hidden layers before finally decoding the data into the
production layer (output layer) in the network [43–47].
Considering the efficiency of autoencoders in discovering
different sorts of attacks, the recognition accuracy of an
autoencoder-based deep learning model for IDSs might be
highly dependent on the nature of the autoencoder model’s
design and hyperparameter configurations. As a result,
finding ideal settings of autoencoders that can lead to better
detection accuracy is crucial. Earlier mainstream studies
described individually obtaining the right model by running
several tests with specific datasets. Human procedure testing
takes a long time in intrusion detection tasks, and they must
be performed whenever data are updated [48–52]. -e deep
autoencoder (DAE) model for IDSs achieved through two
processes can handle the IoT network security problem.
-ese processes are training and testing [53, 55]. -e system
utilizes a training dataset to generate a classifier obtained by
the selected DAE. In the testing process, an IDS uses the
autoencoder model to recognize the class of each sample in
the testing dataset to evaluate the overall performance of the
system when it can be applied to an online environment.
Figure 3 illustrates the suggested DAE structure for intrusion
detection that consists of three different layers: the input,
hidden, and output layers.

3.4. PerformanceMeasures. -e performance measures were
used to test the outcomes of the proposed model. Accuracy,
false positive, precision, true positive, and time were used.
-e equations for performance measures are as follows:

(a) Accuracy

accuracy �
TP + TN

TP + FP + FN + TN
× 100%, (6)

(b) Precision

precision �
TP

TP + FP
× 100%. (7)

(c) F-score

F − score �
2∗ precision∗ sensitivity
precision + sensitivity

× 100%, (8)

where TN represents true negative, TP represents
true positive, FP represents false positive, and FN
represents false negative.

4. Experimental Results

-is section describes the experimental analysis of the
proposed model developed during the research phase. Two
experiments were conducted to improve the IDS. -e ex-
periment was conducted and evaluated by utilizing the KDD
Cup dataset. Python programming language was used to
implement all machine learning and deep learning algo-
rithms to design themodel.-e Jupyter platformwas used to
run all code. In this study, two experiments were prepared to
classify and identify intrusions from the IoT platform.
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4.1. Results of Binary Classification. In this section, machine
learning and deep learning algorithms are proposed to
classify intrusion as normal or attacks.

4.1.1. Machine Learning Algorithm with Binary
Classification. In this experiment, binary classifications,
namely, QSVM, KNN, linear discriminant, and quadratic
discriminant algorithms, were applied to detect intrusion.
-e binary classifications included two classes (normal and
attack packets). Figure 4 shows the instance values of KDD
Cup data for normal and attack classes.

-e dataset was divided into 70% for training and 30%
for testing, and the testing dataset was processed to validate
the machine learning algorithms. -e evaluation metrics
accuracy, precision (%), recall, and F1 score were employed
to examine the proposed algorithm to classify intrusion.
Table 5 shows the results of the machine learning algorithms.
-e KNN algorithm achieved high accuracy (98.55%). -e
quadratic discriminant algorithm obtained lower accuracy
(68.91%). Based on these results, we confirmed that the KNN
algorithm is an appropriate algorithm for binary
classification.

-e statistical metrics to find the prediction errors,
namely, MAE, MSE, RMSE, and R2, were used to measure
the relationship between the actual values and predicted
values. Table 6 summarizes the prediction errors for ma-
chine learning to classify the intrusion. It is noted that the
KNN algorithm had a robust correlation between the pre-
diction output and classes; the prediction errors of outputs
from the KNN algorithm were MSE (0.01449) and
(R2 � 94.17%).

4.1.2. Results of Deep Learning for Binary Classifiers. In this
experiment, the LSTM and autoencoder algorithms were
applied to classify intrusion as normal and attack. Table 7
displays the results of deep learning. LSTM achieved good
accuracy in detecting intrusion. We observed that the
performance of the LSTM algorithm was better than the
DAE algorithm.-e LSTM approach achieved high accuracy
(97.82%).

-e performance of the LSTM model to identify in-
trusion is presented in Figure 5. -e accuracy of the LSTM
model started at 82% and increased to 98% with 20 epochs.
-e cross-entropy loss of the LSTM model is shown that
validation loss decreased to 0.4.

-e training and testing accuracy performance of the
DAE algorithm is displayed in Figure 6. -e testing accuracy
of the DAE algorithm reached 88%. -e training loss was
0.114, and the testing loss was 0.106.

4.2. Results ofMultiple Classifications. In this experiment, 34
major attacks and normal packets were considered in the
KDD Cup for detecting malicious attacks. -e machine
learning algorithms assessed were the QSVM, KNN, linear
discriminant, and quadratic discriminant algorithms. -e
dataset has four major attacks, namely, DoS, Probe, U2R,
and R2L attacks. In the KDD Cup dataset, the DoS attack
contains 45570 record packets and was divided into 70% for
training and 30% for testing. Table 8 shows the instance
values of these attacks. -e instance values of each attack are
presented in Figure 7.

4.2.1. Machine Learning Algorithm with Multiple
Classifications. Table 9 indicates the results obtained using
the linear SVM, KNN, linear discriminant, and quadratic
discriminant algorithms. From the experimental results, the
KNN algorithm achieved 98.28% accuracy for all attacks.
Furthermore, the KNN algorithm achieved high accuracy
against linear SVM, discriminant, and quadratic discrimi-
nant algorithms.

-e prediction errors metrics, such as MAE, MSE,
RMSE, and R2, were employed to measure the performance
of the machine learning models. -e prediction of machine
learning, namely, linear SVM, KNN, linear discriminant,
and quadratic discriminant algorithms, is summarized in
Table 10. -e prediction errors of the KNNmodel were very
low (MSE� 0.050), and the correlation between the actual
data and prediction was R2 � 95.22%. -is indicates the
strength of the KNN model in detecting attacks, namely,
DoS, Probe, U2R, and R2L attacks.

ht-l

ht-l

Xt-l Xt Xt+l

ht+lht

ht-l

Ct-l Ct-l

ht

Ct

Figure 2: Architecture of the LSTM technique.
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Figure 4: Percentage instance values of the KDD Cup data.

Table 5: Performance of binary classifiers to detect intrusion.

Models Network packets Accuracy (%) Precision (%) Recall (%) F1 score (%)

QSVM Normal 95.77 93 92 96
Attacks 99 99 95

KNN Normal 98.55 98 99 98
Attacks 99 98 99

Linear discriminant Normal 96.77 96 98 97
Attacks 97 96 97

Quadratic discriminant Normal 68.91 63 100 77
Attacks 76 99 86

Table 6: Statistical analysis of binary classifiers to predict intrusion.

Models MAE MSE RMSE R2%
QSVM 0.0422 0.0422 0.20 83
KNN 0.0144 0.01449 0.120 94.17
Linear discriminant 0.0323 0.0322 0.1796 87.04
Quadratic discriminant 0.3101 0.310 0.55 13.82
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4.2.2. Results of Deep Learning for Multiple Classifications.
-e LSTM and DAE algorithms were applied to detect DoS,
Probe, U2R, and R2L attacks. Table 11 summarizes the
results of deep learning. -e LSTM model achieved high
accuracy compared with the DAE algorithm. -e accuracy
percentage of LSTM was 97.07% for the classification of
multiple attacks.

Table 7: Results of deep learning in binary classes.

Models Loss Accuracy (%) Precision (%) Recall (%) F1 score (%)
LSTM 0.063 97.82 97.25 98.12 97.97
DAE 0.1040 87.40 76.25 98.84 85.71
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Figure 5: Performance of LSTM model on binary classification.
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Figure 6: Performance of DAE model on binary classification.

Table 8: Instance values of attacks.

Attacks #Instance values
Normal 66810
DoS 45570
Probe 11579
R2L 990
U2R 52

Computational Intelligence and Neuroscience 9
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-e performance of LSTM in the testing and training
processes is presented in Figure 8. -e performance curve
shows that the accuracy started from 40% and reached
97.07%, which indicates the reliability of the LSTMmodel in
detecting multiple attacks, and training loss of the LSTM
model is decreased to 1.2.

-e performance of the autoencoder algorithm is dis-
played in Figure 9 the cross-entropy loss of the autoencoder
algorithm for training and testing is presented, and it is
observed that the performance accuracy of the autoencoder
algorithm for 200 epochs was not good.

5. Discussion

Machine learning is a kind of information-driven approach
in which the first step is possible when the data are un-
derstood. In the present work, we used data on essential
ranking attacks. We presented different ways to apply
machine learning techniques to design IDSs for various
kinds of data. -e various kinds of data represent specific
attack behaviors, including the behaviors and activities of the
host on the network. Server logs reflect host behaviors and
network traffic that represent network behaviors. -ere are

Dos

R2L

normal

U2R

Dos

R2L

normal

U2R

Probe

Probe

53.45%

36.46%

9.26%
0.04%0.79%

Figure 7: Percentage of values of attacks.

Table 9: Performance of machine learning algorithms in detecting multiple classes.

Model Attacks Accuracy (%) Precision (%) Recall (%) F1 score (%)

Linear SVM

DoS

95.39

95 96 96
Probe 87 79 83
R2L 63 62 62
U2R 0.00 0.00 0.00

Normal 97 98 98

QSVM

DoS

92.89

96 94 95
Probe 97 60 74
R2L 0.00 0.00 0.00
U2R 0.00 0.000 0.00

Normal 91 100 95

KNN

DoS

98.28

99 98 99
Probe 96 97 96
R2L 91 80 85
U2R 57 27 36

Normal 98 99 99

Linear discriminant

DoS

93.18

94 96 95
Probe 89 73 80
R2L 33 88 48
U2R 0.04 60 0.08

Normal 97 95 96
DoS

61.79

94 86 90
Probe 84 28 42
R2L 0.03 100 0.06
U2R 0.00 0.00 0.00

Normal 75 51 61

10 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

several types of attacks, and each has a particular pattern.
-erefore, it is important to select suitable data sources to
detect various attacks as per the features of the threat. One of
the main features of the DoS attack, for example, is that it is
employed to dispatch several packets in a very short period
of time, so data stream is ideal for DOS attack detection. A
hidden channel includes a data-leaking operation between
two different IP addresses and is best for session data
discovery.

Developing intelligent systems based on machine
learning and deep learning approaches was the main
purpose of this study. -e KDD Cup dataset is a common
network dataset that contains several attacks that were
used to evaluate the proposed intelligent model. In this
research, we applied various machine learning and deep
learning models to design cybersecurity systems in the IoT
environment. During the training of the models, we
observed the robustness of each model for detection
intrusion.

Two experiments were conducted for binary and
multiple classification. -e main objective was to use the
two experiments to design the signature database for
detection intrusion. -e empirical results of two experi-
ments showed the appropriate algorithms for detecting

binary and multiple classes. Table 12 shows the com-
parison of machine learning and deep learning models for
binary and multiple classes in terms of accuracy. Among
the various machine learning and deep learning algo-
rithms, the KNN and LSTM models were found to be
appropriate models for detecting intrusion with binary
and multiple attacks.

-e KNN and LSTM model achieved high accuracy
percentages for binary and multiple classification. -e
performance of KNN showed 98.55% accuracy, where the
accuracy of the KNN for classifying multiple classes was
98.28%. Furthermore, the LSTM showed scores of 97.82%
and 97.07% for detecting intrusion by binary and multiple
classification, respectively.

Receiver operating characteristic (ROC) curves for the
LSTM model with binary and multiple classifications are
presented in Figure 10. -e ROC graphs show the signifi-
cance of the LSTMmodel in classifying multiple classes. -e
y-axis represents the true-positive rate of the LSTM model,
and the x-axis indicates the false-positive rate of LSTM
model in detecting normal, DoS, Probe, R2L, and U2R at-
tacks. Overall, the KNN and LSTM models are the best
algorithms for detecting attacks of binary and multiple
databases.

Table 11: Results of deep learning for multiple classification.

Models Loss Accuracy (%) Precision (%) Recall (%) F1 score (%)
LSTM model 0.088 97.07 97.34 96.86 97.10
Autoencoder model 0.0676 80.01 80 78.23 88.23
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Figure 8: Performance of LSTM model on multiple classification.

Table 10: Statistical analysis of machine learning for multiple classification.

Models MAE MSE RMSE R2(%)
Linear SVM 0.097 0.274 0.524 92.41
QSVM 0.20 0.648 0.8050 82.81
KNN 0.050 0.172 0.4158 95.22
Linear discriminant 0.145 0.401 0.633 88.90
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Plot of accuracy vs epoch for train and test dataset
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Figure 9: Performance of DAE model on multiple classification.

Table 12: Significant results of the proposed system.

Model Accuracy Experiments
KNN 98.55 Binary classification
LSTM 97.82 Binary classification
KNN 98.28 Multiple classification
LSTM 97.07 Multiple classification
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Figure 10: Continued.
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-e comparison of the classification results of the
proposed system against existing security system using ar-
tificial intelligence approaches is presented in Table 13.

Overall, the proposed system has achieved highest ac-
curacy than eastings systems (97.07%) by using binary
classification, whereas the proposed system with multiple
classes has achieved 97.82%.

6. Conclusion

Considering that Web-based businesses manage exceeding
amounts of data and business-related secrets, it is necessary

to conduct system movement examinations to achieve ap-
propriate data security.

-erefore, there is a need to develop a smart system to
protect IoT networks. Machine learning and deep learning
are strategies to detect attacks intelligently. Various machine
learning algorithms, namely, QSVM, KNN, linear dis-
criminant, and quadratic discriminant algorithms, were
applied, and deep learning algorithms, namely, LSTM and
DAE algorithms, were proposed to detect intrusion.

-e KDD Cup dataset was employed to test the various
machine learning and deep learning algorithms. -is dataset
has various types of attacks and normal packets.-e one-hot
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Figure 10: ORC of the LSTM model for multiple classification: (a) normal, (b) DoS attack, (c) probe attack, (d) R2L attack, and (e) U2R attack.

Table 13: Comparison results of the proposed system against existing security system using artificial intelligence approaches

Ref. Model Datasets Accuracy %
[56] SAAE-DNN NSL-KDD test 87.74%
[57] ICVAE-DNN NSL-KDD test 85.97%
[58] Bagging NSL-KDD test 90.41%
[59] GAR-forest NSL-KDD test 90%
Proposed system LSTM NSL-KDD test 97.07% with multiple classification and 97.82 with binary classification
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encoding method was used to convert four categorical
features into numerical features. -e dataset has 41 features
for consuming training time and improving the perfor-
mance of the proposed system. -e correlation methods
were used to select significant features based on high per-
centage relationships with classes. -ese selection features
were normalized using the min-max normalization method
for scaling the data in the same range, which can help to
increase the accuracy.

Machine learning and deep learning algorithms were
tested with two databases, namely, binary and multiple
classifications. Empirical results showed that the KNN and
LSTMmodels achieved high accuracy in binary andmultiple
classifications. -is study offers a comprehensive summary
of the proposed algorithms and gives useful insights into the
appropriate machine learning and deep learning models for
detecting intrusions in IoT systems and any network. -e
hybrid CNN-LSTM model will be proposed for improving
accuracy of the proposed system.[57], [58], [59].
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Aldo-keto reductase family 1 member B1 (AKR1B1) plays a vital role in tumor development and is involved in the tumor immune
process. However, its role in glioma cell is poorly studied. 1is study’s aim was to assess the role of AKR1B1 in glioma through
bioinformatics analysis. 1e AKR1B1 expression data and corresponding clinical data of glioma were collected from the Cancer
Genome Atlas (TCGA) database.1e R packages were used for data integration, extraction, analysis, and visualization. According
to the median value of the risk score, all patients were divided into high-risk and low-risk groups to draw the Kaplan–Meier (KM)
survival curves and to explore the level of immune infiltration. 1e expression of AKR1B1 was significantly elevated in glioma
tissues compared to normal tissues (P< 0.001). 1e high expression of AKR1B1 was significantly associated with WHO grade
(P< 0.001), IDH status (P< 0.001), 1p/19q codeletion (P< 0.001), primary therapy outcome (P � 0.004), and age (P< 0.05).
Kaplan–Meier survival analysis found that OS (HR� 3.75, P< 0.001), DSS (HR� 3.85, P< 0.001), and PFI (HR� 2.76, P< 0.001)
were lower in patients with glioma with high AKR1B1 expression than in the group with low AKR1B1 expression. Based on GESA,
six pathways (including interferon gamma signaling, signaling by interleukins, cell cycle checkpoints, cytokine receptor in-
teraction, cell adhesion molecules (CAMs), and cell surface interactions) at the vascular wall were identified as significantly
different between the two groups. Moreover, highly expressed AKR1B1 was associated with immune cell infiltration. AKR1B1
plays a key role in glioma progression and prognosis and, therefore, serves as a potential biomarker for prediction of
patients’ survival.

1. Introduction

Glioma is one of the most common classes of brain tumors,
comprising 80% of malignant primary brain tumors [1].
Glioma is the most common and aggressive cancer of the
neuroepithelial tissue, with an average survival time of only
15 months [2]. Gliomas are highly heterogeneous with
multiple genetically distinct clones which makes it difficult
to successfully implement clinical treatments, even with the
many new therapies now being investigated [3]. Moreover,
even with improved surgical techniques and postoperative
radiotherapy, the average survival time of glioma patients
after neurosurgical radiotherapy is still limited to around 12

months, and the factors affecting the prognosis of glioma
patients are complex. 1e lack of appropriate screening and
diagnostic biomarkers has led to failure in the early diagnosis
of glioma. Although a variety of biomarkers have been used
in the diagnosis of glioma, their reliability remains con-
troversial [4]. 1erefore, the discovery of biomarkers rele-
vant to tumor staging and prognosis is extremely important
to facilitate the early diagnosis, prognosis, and treatment of
glioma.

AKR1B1, aldehyde reductase (AR) protein, is one of the
key members of the superfamily of aldehyde reductases
(AKRs) [5]. It is an NADPH-dependent, multifunctional
enzyme class with the spatial structure of a single-chain
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polypeptide containing a sulfhydryl group, which is gen-
erally present in organisms as a monomer [6]. AKRs have
been implicated in the development of various tumors in
humans. Previous study has reported that overexpression of
AKR1B1was found to promote the development and me-
tastasis of breast cancer, suggesting that the overexpression
of AKR1B1 could predict poor prognosis in breast cancer
patients [7]. In addition, overexpression of AKR1B1 could
decrease the expression of β2-adrenergic receptor (β2-AR)
and increase the expression of p-ERK1/2, thereby promoting
the proliferation and metastasis of pancreatic cancer [8].
Moreover, many members of the aldose reductase super-
family have been used as diagnostic markers for tumors in
the detection of cancers [9, 10]. 1ere are also members that
are potential diagnostic markers for cancers. However, the
association of AKR1B1 expression and clinicopathological
characteristics, as well as prognosis of glioma patients with
OS, has not yet been characterized.

In our study, we tried to determine the association
between AKR1B1 and glioma and to explore the prognostic
role of AKR1B1 in glioma based on RNA-sequencing data
from TCGA. We used the information of glioma patients in
TCGA database to analyze the correlation between
MIR4435-2HG and clinicopathological features, prognosis,
and immune cell infiltration and then selected several
possible signaling pathways for further study to help future
clinical treatment.

2. Materials and Methods

2.1. Data Collection, Screening, and Analysis. UCSC Xena
(https://xenabrowser.net/datapages/) RNAseq data in TPM
format for TCGA and GTEx were harmonized by the Toil
process [11]. Data were extracted from the GBMLGG of
TCGA (1157 cases of glioma) and the corresponding normal
tissues in GTEx (689 cases). 1e gene expression data were
divided into high and low expression groups according to
the median expression of AKR1B1.

2.2. Gene Enrichment Analysis. GSEA was used for analysis,
and the c2.cp.v7.2.symbols.gmt dataset was obtained using
the gene enrichment analysis website MSigDB database.
Enrichment analysis was performed according to the default
weighted enrichment statistics, with the number of random
combinations set to 1000. 1e expression level of AKR1B
was used as the expression marker. Enrichment pathways
were ranked for each phenotype using P values and nor-
malized enrichment scores (NES).

2.3. Data Analysis. 1e R package (v.3.6.1) was used for all
statistical analyses. 1e relationship between AKR1B1 and
clinicopathological characteristics was analyzed using the
Wilcoxon rank sum test. Cox regression and Kaplan–Meier
survival analysis were used to analyze the relationship be-
tween clinicopathological characteristics and OS, DSS, and
PFI in patients with glioma. P< 0.05 was considered a
statistically significant difference.

3. Results

3.1. Clinical Characteristics. We collected clinicopathologi-
cal characteristics of glioma patients from TCGA database,
including WHO grade, IDH status, 1p/19q codeletion,
primary therapy outcome, gender, race, and age (shown in
Table 1). Patients with glioma were divided into high and
low-AKR1B1 expression groups according to the median
AKR1B1 expression. We subsequently analyzed the rela-
tionship between AKR1B1 expression and clinical charac-
teristics by the chi-square test and Wilcoxon rank sum test.
1e results showed that high levels of AKR1B1 expression
were associated with WHO grade (P< 0.001), IDH status
(P< 0.001), 1p/19q codeletion (P< 0.001), primary therapy
outcome (P � 0.004), and age (P< 0.05) but not gender and
race.

3.2. 2e Expression of AKR1B1 in Glioma Tissues and Para-
neoplastic Tissues. Analysis of 1157 cases of paraneoplastic
and 689 cases of glioma tissues in TCGA database revealed
that AKR1B1 expression levels were significantly higher in
tumor tissues than in normal paraneoplastic tissues
(P< 0.001, Figure 1(a)). In addition, AKR1B1 over-
expression showed promising discriminative power with an
AUC value of 0.935 to distinguish tumors from normal
tissues (Figure 1(b)).

3.3. Associations between AKR1B1 Expression and Clinico-
pathologic Variables. Based on the analysis of glioma pa-
tients from TCGA database, the Kruskal–Wallis test showed
that AKR1B1 overexpression was significantly associated
with histological type (Figure 2(a)). 1e Wilcoxon rank sum
test showed that AKR1B1 overexpression was significantly
associated with 1p/19q codeletion and IDH status
(Figures 2(d)–2(e)). Also, independent sample t-test found
that AKR1B1 overexpression was significantly correlated
with age (Figure 2(f )).

3.4. 2e Relationship between AKR1B1 Expression and
Glioma Prognosis. To assess the value of AKR1B1 in pre-
dicting the prognosis of glioma patients, we analyzed the
relationship between AKR1B1 expression and OS, DSS, and
PFI. As shown in Figure 3(a), the prognosis of glioma pa-
tients in the high AKR1B1 expression group was worse
(HR� 3.75 (2.87–4.80), P< 0.001) (Figure 3(a)). We further
analyzed the DSS and PFI by Kaplan-Meier plotter database
and found that both DSS and PFI were lower in patients with
glioma with high AKR1B1 expression than in the group with
low AKR1B1 expression (Figures 3(b)–3(c)). 1e altered
results suggested that patients with overexpressed AKR1B1
have a worse prognosis.

3.5. AKR1B1-Related Signaling Pathways Based on GSEA.
We used GESA to perform enrichment analysis of high
AKR1B1 expression to identify signaling pathways activated
in glioma. As shown in Figure 4, six pathways, including
interferon gamma signaling, signaling by interleukins, cell
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cycle checkpoints, cytokine receptor interaction, cell adhe-
sion molecules (CAMs), and cell surface interactions at the
vascular wall, were identified as significantly different be-
tween the two groups.

3.6. Correlation between Immune Cell Infiltration and
AKR1B1. We analyzed the correlation between AKR1B1
expression level and the degree of immune cell enrichment
based on Spearman’s correlation coefficient. AKR1B1

Table 1: 1e characteristics of patients with glioma based on TCGA.

Characteristic Low expression of AKR1B1 High expression of AKR1B1 P

n 348 348
WHO grade, n (%) <0.001
G2 160 (25.2%) 64 (10.1%)
G3 132 (20.8%) 111 (17.5%)
G4 17 (2.7%) 151 (23.8%)

IDH status, n (%) <0.001
WT 61 (8.9%) 185 (27%)
Mut 284 (41.4%) 156 (22.7%)

1p/19q codeletion, n (%) <0.001
Codel 133 (19.3%) 38 (5.5%)
Non-codel 215 (31.2%) 303 (44%)

Primary therapy outcome, n (%) 0.004
PD 55 (11.9%) 57 (12.3%)
SD 100 (21.6%) 47 (10.2%)
PR 42 (9.1%) 22 (4.8%)
CR 96 (20.8%) 43 (9.3%)

Gender, n (%) 0.146
Female 139 (20%) 159 (22.8%)
Male 209 (30%) 189 (27.2%)

Race, n (%) 0.383
Asian 4 (0.6%) 9 (1.3%)
Black or African American 16 (2.3%) 17 (2.5%)
White 319 (46.7%) 318 (46.6%)

Age, n (%) <0.001
≤60 305 (43.8%) 248 (35.6%)
>60 43 (6.2%) 100 (14.4%)

Histological type, n (%) <0.001
Astrocytoma 110 (15.8%) 85 (12.2%)
Glioblastoma 17 (2.4%) 151 (21.7%)
Oligoastrocytoma 81 (11.6%) 53 (7.6%)
Oligodendroglioma 140 (20.1%) 59 (8.5%)
Age, median (IQR) 40 (32, 53) 51 (38, 62) <0.001
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Figure 1: AKR1B1 expression between cancer and normal tissues in glioma patients. (a) AKR1B1 expression levels in glioma and normal
tissues. (b) ROC analysis of AKR1B1 showed promising discrimination power between tumor and normal tissues.
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Figure 2: 1e correction of AKR1B1 expression with clinicopathologic characteristics. (a) Histological type. (b) WHO grade. (c) Primary
therapy outcome. (d) 1q/19q codeletion. (e) IDH status. (f ) Age.
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Figure 3: Kaplan–Meier survival curves comparing the high expression and low expression of AKR1B1 in glioma. (a) Overall survival.
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expression levels were negatively correlated with NK
CD56bright cells, pDC, Tcm, and Tgd, while they were
positively related with the most abundance of macrophages
(Figure 5(a)). Moreover, overexpression of AKR1B1 in
macrophages was correlated (Figure 5(b)). 1erefore, we
further analyzed the correlation between AKR1B1 and
marker CD163 and TGFB1 inM2macrophages (Figures 5(c)
and 5(d)). 1e results revealed that AKR1B1 expression
levels were significantly and negatively correlated with
marker CD163 (P< 0.001, r� 0.520), TGFB1 (P< 0.001,
r� 0.500), and VSIG4 (P< 0.001, r� 0.520) in M2
macrophages.

4. Discussion

According to the Central Brain Tumor Registry of the United
States (CBTRUS), approximately 2% of adult tumors are
brain tumors, and up to 80% of these are gliomas. 1e
current surgical treatment of glioma, radiotherapy, che-
motherapy, and molecular targeted therapy have achieved
considerable success, but the recurrence rate of surgical
treatment is still very high [12]. Radiotherapy and chemo-
therapy are prone to resistance and metastasis with a poor

prognosis [13]. 1erefore, there is an urgent need for new
studies to discover more effective diagnostic criteria and
diagnostic methods. 1e literature reported that silencing
NORAD inhibited the proliferation, invasion, andmigration
of glioma cells, while overexpression of AKR1B1 reversed
the effects of silencing NORAD on glioma cells [14]. 1is
suggested that AKR1B was involved in the proliferation and
progression of glioma cells, but its role and significance in
the clinical setting have rarely been investigated, so this
study focused on the clinical aspects.

AKR1B1 protein is an important member of the aldo-keto
reductase superfamily and has been found to be closely as-
sociated with the development of many human tumors [15].
However, the effect of AKR1B1 on tumors may vary
depending on the stage, type, and aggressiveness of the tumor.
For example, in colorectal cancer, AKR1B1 levels were higher
in metastatic SW620 cells than in non-metastatic SW480 [16].
In addition, inhibition of AKR1B1 inhibited the proliferation,
migration, and invasion of colon cancer cells, which in turn
impeded liver metastasis of CRC [17]. In the literature,
knockdown of AKR1B1 in HeLa cells was found to inhibit
proliferation, migration, and invasion of Hela cells [18].
Another study found that AKR1B1 was overexpressed in
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Figure 4: Enrichment plots from GSEA. (a) Interferon gamma. (b) Signaling by interleukins. (c) Cell cycle checkpoints. (d) Cytokine
receptor interaction. (e) Cell adhesion molecules (CAMs). (f ) Cell surface interactions at the vascular wall.
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BLBCs but unchanged in tubular cells [19]. In contrast, some
studies found that AKR1B1 was significantly less expressed in
breast cancer tissues than in normal paracancerous tissues

[20]. Although the current level of AKR1B1 expression does
not indicate its function in breast cancer, AKR1B1 may play
an important function in breast cancer and EMT [21].

0.1
Correlation

P value

0.2

0.4
0.3

0.6
0.4

0.0
0.2

Macrophages
Th2 cells

aDC
Neutrophils

Eosinophils
iDC

NK CD56dim cells

NK cells
Mast cells

CD8 T cells

NK CD56bright cells

–0.4 –0.2 0.0
Correlation

0.2 0.4

TReg
TFH
Tem
Tgd

Tcm
pDC

T cells

Th17 cells

Th1 cells

T helper cells
B cells

DC

Cytotoxic cells

(a)

0.6

0.5

0.4

En
ric

hm
en

t s
co

re
 o

f M
ac

ro
ph

ag
es

0.3

Low
AKR1B1

High

***

(b)

6 7 8

0

2

4

6

8

10

The expression of AKR1B1
Log2 (TPM+1)

Th
e e

xp
re

ss
io

n 
of

 C
D

16
3

Lo
g 2

 (T
PM

+1
)

Spearman
r = 0.520
P < 0.001

(c)

6 7 8
3

4

5

6

7

8

The expression of AKR1B1
Log2 (TPM+1)

Th
e e

xp
re

ss
io

n 
of

 T
G

FB
1

Lo
g 2

 (T
PM

+1
)

Spearman
r = 0.500
P < 0.001

(d)

6 7 8

2

4

6

8

10

12

The expression of AKR1B1
Log2 (TPM+1)

Th
e e

xp
re

ss
io

n 
of

 V
SI

G
4

Lo
g 2

 (T
PM

+1
)

Spearman
r = 0.520
P < 0.001

(e)

Figure 5: Association between immune cell infiltration and AKR1B1 in glioma. (a) Correlation between the relative abundance of 24
immune cells and AKR1B1 expression level. (b) Macrophage infiltration level in the high AKR1B1 expression group and low AKR1B1
expression group in TCGA cohort. (c–e) Correlation between AKR1B1 expression and M2-like macrophage marker.
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In this study, we first analyzed glioma-related tran-
scriptomic data from TCGA database and found that AKR1B1
expression was significantly elevated in glioma tissues. Previous
literature reported that patients with high AKR1B1 expression
had poorer OS, and the prognostic analysis of this study also
found that AKR1B1 overexpression predicted poorer OS, DSS,
and PFI in glioma patients. We further investigated the
function of AKR1B1 in glioma tissues using GSEA and found
that interferon gamma signaling, signaling by interleukins, cell
cycle checkpoints, cytokine receptor interaction, cell adhesion
molecules (CAMs), and cell surface interactions at the vascular
wall all showed significantly differential enrichment in high
AKR1B1 expression phenotype. 1e results of the AKR1B1-
related signaling pathway enrichment analysis involved several
signaling pathways that are closely related to tumors, including
interferon gamma signaling, signaling by interleukins, cell cycle
checkpoints, cytokine receptor interaction, cell adhesion
molecules (CAMs), and cellular surface interactions at the
vascular wall. 1e signaling pathways mentioned above may
play a key role in the development and progression of hepa-
tocellular carcinoma. Cell adhesionmolecules play a significant
role in cancer progression and metastasis [22]. Cell-cell in-
teractions of cancer cells with endothelium determine the
metastatic spread. In addition, direct tumor cell interactions
with platelets, leukocytes, and soluble components significantly
contribute to cancer cell adhesion, extravasation, and the es-
tablishment of metastatic lesions. Tumor microenvironment
immune cells constitute a key component of tumor tissue [23].
Tumor infiltrating immune cells are an integral component of
the tumor microenvironment, and their composition and
distribution are thought to be associated with cancer prognosis.
Specifically, the level of TAM infiltration accelerates glioma
progression. TAM is composed mainly of M2 macrophages
and is a complex factor in exposure to the tumor microen-
vironment [24].1erefore, we further analyzed the relationship
between the expression level of AKR1B and the level of im-
mune cell infiltration in glioma tissues. By analyzing the re-
lationship between AKR1B expression levels and immune cells,
we found that an increase in AKR1B expression was signifi-
cantly and positively correlated with marker of M2 macro-
phages. 1e correlation between AKR1B and immune cells
suggested that AKR1B played a key role in the regulation of
tumor immunity.

1ere are still several limitations in the current study.
One of the major shortcomings of this study is that it only
provides ideas for clinical treatment from a genetic per-
spective, for involving AKR1B1 protein, and the relationship
between gene expression and protein expression still needs
to be further explored. In addition, to improve the credibility
of the results, the sample size should be further expanded to
includemore clinical factors for a comprehensive evaluation.
Also, the phenotypic assays and in vivo animal experiments
for the validation of our findings are necessary in the future.

5. Conclusion

In conclusion, our study found that overexpression of
AKR1B is associated with poor prognosis in glioma and is
considered to be an independent factor in patients with

glioma. AKR1B may play an important role in immune cell
infiltration and may represent a valuable prognostic bio-
marker for glioma.
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To improve the quality of knowledge service selection in a cloud manufacturing environment, this paper proposes a cloud
manufacturing knowledge service optimization decision method based on users’ psychological behavior. Based on the characteristic
analysis of cloudmanufacturing knowledge service, establish the optimal evaluation index system of cloudmanufacturing knowledge
service, use the rough set theory to assign initial weights to each evaluation index, and adjust the initial weights according to the user’s
multiattribute preference to ensure that the consequences are allocated correctly. +e system can help counselors acquire psy-
chological knowledge in time and identify counselors with suicidal tendencies to prevent danger. +is paper collected some
psychological information data and built a knowledge graph by creating a dictionary and generating entities and relationships. +e
Han language processing word segmentation tool generates keywords, and CHI (Chi-square) feature selection is used to classify the
problem. +is feature selection is a statistical premise test that is acceptable when the chi-square test results are distributed with the
null hypothesis. It includes the Pearson chi-square test and its variations. +e Chi-square test has several benefits, including its
distributed processing resilience, ease of computation, broad information gained from the test, usage in research when statistical
assumptions are not satisfied, and adaptability in organizing information from multiple or many more group investigations. For
improving question and answer efficiency, compared with other models, the BiLSTM (bidirectional long short-termmemory) model
is preferred to build suicidal tendencies. +e Han language processing is a method that is used for word segmentation, and the
advantage of this method is that it plays a key role in the word segmentation tool and generates keywords, and CHI (Chi-square)
feature selection is used to classify the problem. Text classifier detects dangerous user utterances, question template matching, and
answer generation by computing similarity scores. Finally, the system accuracy test is carried out, proving that the system can
effectively answer the questions related to psychological counseling.+e extensive experiments reveal that the method in this paper’s
accuracy rate, recall rate, and F1 value is much superior to other standard models in detecting psychological issues.

1. Introduction

Cloud manufacturing (CMfg) is a new service-oriented and
knowledge-based networked and agile manufacturingmodel
[1] that integrates advanced technologies, such as existing

information technology, cloud computing [2], and the In-
ternet of +ings [3]. It centrally stores the optimized and
integrated manufacturing resources in the cloud pool of the
manufacturing system and provides users with various high-
quality and fast manufacturing services on demand through
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the network. As a result, cloudmanufacturing knowledge is a
dynamic resource that is infiltrating all cloud manufacturing
service life cycles [4]. At the same time, cloudmanufacturing
knowledge service (CMKS) is a knowledge transfer and
sharing service that can effectively support cloud
manufacturing. As a result, all manufacturing activities in
the manufacturing environment are carried out efficiently,
stably, and accurately.

+e addition of knowledge services significantly im-
proves cloud manufacturing systems’ operational efficiency
and problem-solving capabilities [5]. +e organic combi-
nation of CMfg and knowledge services promotes the ex-
tension of “manufacturing as a service” to “knowledge as a
service,” enabling enterprises to quickly obtain the required
manufacturing knowledge and services with the support of
the cloud platform, effectively solving the problems in the
production and operation process of enterprises. Technical
bottleneck problem improves its comprehensive competi-
tiveness. It is a statistical premise test that is acceptable when
the chi-square test results are distributed with the null
hypothesis. It includes the Pearson chi-square test and its
variations. +e Chi-square test has several benefits, in-
cluding its distributed processing resilience, ease of com-
putation, broad information gained from the test, usage in
research when statistical assumptions are not satisfied, and
adaptability in organizing information from multiple or
much more group investigations At present, scholars at
home and abroad have explored the relevant theories and
technologies of knowledge services in the cloud
manufacturing environment. For example, author [6] pro-
posed a personalized knowledge service technology based on
user perception of the cloud manufacturing environment.
+e platform user task requirements and information ac-
tively push knowledge resources related to user
manufacturing tasks. To a certain extent, it has promoted the
evolution of cloud service platforms from “useable” to “easy
to use.” Author [4] proposed a cloud manufacturing
knowledge service method based on uncertain rule rea-
soning, which realizes the knowledge service from quanti-
tative to qualitative and then from quantitative to qualitative.
+e conversion to quantitative provides a new idea for the
accurate distribution of cloud manufacturing knowledge
services. Reference [7] builds a knowledge service realization
model for the machining process of blade parts in complex
curved parts in a cloud manufacturing environment, which
shortens the time to a certain extent. In this research, we
have inferred that LSTM-based models are quite higher than
ML algorithms because the LSTM framework for organi-
zations was used to improve the knowledge graph, and a
heuristics candidate answer ordering approach was
employed to verify the system’s performance.

+e generation time of the tool path in the processing of
blade parts is improved, and the processing efficiency and
quality of the blade are improved.+e literature [8] proposes
an optimization method for matching the knowledge service
demander and the provider and uses a fuzzy axiomatic
design. +e theoretical measurement of matching satisfac-
tion provides a specific theoretical basis for matching the
supply and demand of knowledge services. To realize the

acquisition, storage, and sharing of different types of
knowledge, literature [9] designs a cloud computing in-
dustry alliance based on the behavioral characteristics of
knowledge interaction. To a certain extent, the knowledge
resource sharing efficiency of the cloud computing industry
alliance and the level of knowledge service have been im-
proved. In this research, we have used the graph knowledge
method. +e limitation of this method is as follows: its
evaluation measures concerning the model fit or factor levels
cannot be done using graphic approaches since they do not
provide certainty ranges for the variables (levels supplied by
a correlation tool for all of this type of data are wrong). +e
above research has promoted the development of CMKS to a
certain extent. +e correctness and trustworthiness of the
knowledge service offered cannot be ensured, resulting in
low knowledge service performance. To that purpose, this
study uses the user’s mental behavioral traits as a judgment
element, combining the benefits of the rough set theory in
dealing with ambiguity and uncertainty. +e CMKS is a
knowledge-sharing and sharing service that can help cloud
manufacturers succeed. As a consequence, all manufactur-
ing operations in the manufacturing environment run
smoothly, consistently, and precisely. Still, the research on
the optimal decision-makingmethod of knowledge service is
relatively lacking. +e accuracy and credibility of the pro-
vided knowledge service cannot be guaranteed, resulting in
the low efficiency of knowledge service. To this end, this
paper takes the user’s psychological behavior characteristics
as a decision-making factor and combines the advantages of
the rough set theory in dealing with uncertainty and am-
biguity. +e optimal selection of services provides a refer-
ence idea and method.

2. Characteristics Analysis of Cloud
Manufacturing Knowledge Service

CMKS is a kind of service guided by users’ knowledge needs
on the cloud manufacturing service platform, aiming at
knowledge innovation, solving the manufacturing problems
faced by users, and proactively providing users with per-
sonalized and specialized knowledge resources [10, 11]. +e
cloud manufacturing knowledge service (CMKS) is an in-
formation-sharing and sharing service that can help cloud
manufacturers succeed. As a consequence, all manufactur-
ing processes in the manufacturing environment run
smoothly, consistently, and precisely. +e integration of
knowledge services enhances the operating effectiveness and
problem-solving capacities of cloud manufacturing systems
dramatically.

Compared with other services, knowledge services in the
cloudmanufacturing environment have the following salient
features:

(a) Knowledge transformation is complex: there are
many types of knowledge resources in the cloud
manufacturing environment, including explicit
knowledge, such as standards, patents, and docu-
ments, and tacit knowledge, such as experience and
capabilities. Most of these highly personalized and
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challenging to standardize implicit knowledge re-
sources come from different enterprises. Because of
the inconsistency of knowledge resource manage-
ment and processing methods, other users can
benefit from the same knowledge resources.
+erefore, converting cloud manufacturing knowl-
edge service resources into their proper value is more
challenging.

(b) Dynamic changes in value: in the cloud
manufacturing environment, the value of complex
manufacturing resources will decrease with aging
and wear and tear, while the value of knowledge
resources changes in different directions. For ex-
ample, with the growth of age and the continuous
accumulation of knowledge, the value of employee
experience will become higher and higher. With the
advancement of technology and users’ higher re-
quirements for product quality, the value of a specific
method or patent will become higher. Cloud plat-
forms need to monitor these knowledge resources
and continuously update their value status to pro-
vide appropriate services to users at the right time.

(c) Highly integrated and shared: as an intellectual re-
source on the cloud manufacturing service platform,
knowledge can provide oral, written, electronic, and
other means and is minimally affected by geo-
graphical location. +erefore, compared with the
complex manufacturing resources on the cloud
manufacturing platform, the integration and sharing
of resources are better.

(d) Heterogeneity and isomerism coexist: Because of the
differences in thinking habits and problem-solving
methods, the manifestations of knowledge con-
densed by people are also complex and diverse. +e
utility of the same type of knowledge services is also
different. +erefore, knowledge services in the cloud
manufacturing environment are heterogeneous.

3. Mental Illness

+e pace of life in the current society is getting faster and
faster, and people are facing more pressure from work and
study, which makes them susceptible to mental illness. +e
new corona epidemic has brought psychological stress,
panic, and anxiety to people and increased mental illnesses’
prevalence. Mental diseases have become a significant global
public health problem [12]. Mental illness requires timely
treatment. Otherwise, the long-term accumulation of neg-
ative emotions it brings will cause incalculable consequences
[13]. For example, Cui Yongyuan, the famous host of CCTV,
suffered from depression because of his work troubles, and
suicides of college and middle school students are also fa-
miliar [14].

On the one hand, this phenomenon is because of peo-
ple’s lack of basic knowledge of mental illness, lack of a clear
understanding of the dangers of mental illness, and lack of
advanced means to popularize the understanding of the
mental illness. However, on the other hand, psychological

counselors are in short supply, and counselors cannot get
timely and effective help [15], lacking a scientific theoretical
system to solve psychological problems intelligently.
+erefore, an intelligent platform is needed to store the
relevant psychological counseling knowledge. +en, when
the user needs to obtain psychological understanding, the
platforms can quickly get feedback from the immense ability
to help and guide the mentally ill patients in time. +e
knowledge graph is a better method for intelligently storing
information at present. +is method was proposed by
Google in 2012 and was quickly used for intelligent semantic
search [16]. At present, artificial intelligence technology is
gradually becoming mature and has penetrated all aspects of
society, especially the development of natural language
processing technology. +e knowledge graph has more
application prospects. +e influence of social media on
mental health is that it may have an effect on psychological
health and behavioral activities that might have potential
medical care concerns, and social networking holds an ever
expanding route for both our everyday lives and globally. As
a result, there is a pressing need to develop a better un-
derstanding of the long-term effects of social media on
people’s health. As an essential application direction of the
knowledge graph, the question answering system based on
knowledge graph can quickly find the correct answer from
the knowledge graph through the input natural language
question and present it to the user in the form of natural
language, and this question answering system is efficient in
response and feedback. To solve the above problems, this
study, firstly, constructs a knowledge map of psychological
counseling, promotes the knowledge of the mental illness,
and provides quick psychological counseling services by
establishing an immediate semantic psychological question
answering system.+e system uses the BiLSTM algorithm to
detect suicidal tendencies, identify people who commit
suicide, self-mutilation, and harm others in time, help users
identify diseases, and help consultants understand relevant
knowledge through knowledge quizzes. +e BiLSTM
method is used to predict the next piece of information
based on the previous piece of information, making it ideal
for having dealt with contextually related text data like
sentences. As there might be delays of undetermined time
across critical occurrences in a time series, LSTM methods
are well-suited to categorizing, processing, and generating
forecasts time series analysis.+is research allows counselors
to relieve their troubles, make up for the shortage of psy-
chological counseling resources, and improve the work ef-
ficiency of psychological counseling.

4. Related Work

Knowledge graphs can be divided into general knowledge
graphs and domain knowledge graphs. Typically available
knowledge graph representatives include Freebase [8],
DBpedia, Yago, Baidu, Google, etc., and they are mainly
based on triple fact-based knowledge and have a certain
tolerance for the quality of knowledge extraction. Typical
domain knowledge graphs include e-commerce, finance,
medical care, etc. In the field of e-commerce, take Alibaba

Computational Intelligence and Neuroscience 3
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as an example. Its knowledge graph has reached tens of
billions, widely supporting commodity search, commodity
shopping guides, intelligent question and answer, etc.
Knowledge graphs allow investors and financiers to un-
derstand investment behaviors more quickly and grasp
market conditions in the financial field. Aiming at the lack
of financial charts, the author constructed a small financial
knowledge graph using the crawled structured data, such as
financial stocks and corporate information. At present,
knowledge graphs are used primarily for clinical treatment
decision support, medical intelligent semantic search, and
medical question-answering systems in medicine. Clinical
treatment decision support is to automatically generate a
treatment plan for each patient according to the patient’s
situation, combine it with extensive data analysis in the
medical field, and provide it to doctors for reference.
Medical intelligent semantic search is to combine related
entities from the medical knowledge graph. It can be used
to query information such as the relationships and attri-
butes to optimize the search results of medical information.
Medical question and answer is another form of medical
information retrieval. Its returned answers are in the form
of natural language.

In terms of question answering system based on the
knowledge graph, Tan Gang et al. used the LSTM model
for entities/assertions to enhance the knowledge graph,
used a heuristic candidate answer ranking method, and
finally verified that the system has good performance
through experiments. +e author proposed a multi-round
question answering system based on the knowledge graph
of road regulations, which can better identify user in-
tentions; the author with knowledge graph as database
support, designed a question-and-answer system, which is
based on the e-commerce field and realizes functions,
such as question answering and reasoning. +e authors
are the parts of preprocessing, question classification,
question template matching, and answer generation in a
question answering system are implemented. +e ques-
tion answering procedures established above have been
well-implemented in their respective fields, and the
characteristics of the domain are integrated into the
question answering system process. However, no scholars
have studied question-answering systems in psychological
counseling, and few texts have been classified as applied to
question answering systems.

5. Question Answering System Framework

Compared with traditional search engines, the question
answering system is more targeted, accurate, and more
accessible for users to accept. +e knowledge graph of
psychological counseling realizes the association and
integration of various kinds of knowledge in psycho-
logical counseling. It expresses understanding semanti-
cally in a professional and structured way, which can
conveniently manage and query knowledge. +e BiLSTM
technique is used to predict suicidal inclinations, identify
persons who commit suicide, self-mutilation, or damage
others in a timely manner, assist users in identifying

illnesses, and assist consultants in understanding nec-
essary knowledge via knowledge assessments. +e
question-and-answer system constructed in this paper is
biased toward acquiring professional knowledge of
psychological counseling to help people with psycho-
logical problems find the correct answer and incorporate
suicidal tendency detection to identify dangerous
speeches promptly. +e framework of the psychological
counseling question answering system based on knowl-
edge graph mainly includes four parts: data acquisition,
graph construction, problem understanding, and user
interface (Figure 1).

+e data acquisition module of this system obtains
relevant data of web pages through crawler technology. It
combines the open data of Chat opera, organizes it into
structured data through data processing, and uses Neo4j’s
python to drive py2neo to construct a knowledge graph.
+e question-understanding module uses the HanLP tool
for word segmentation, part-of-speech tagging, etc. It
then uses the CHI feature selection, uses the established
BiLSTMmodel classifier to classify the question and judge
whether it has suicidal tendencies, and finally uses the
BERT (bidirectional encoder representation from trans-
formers) model to convert queries into queries word
vectors for semantic similarity calculation to match
question templates and generate answers. +e user in-
terface module is the user’s question input, and the system
answers feedback and involves the mutual conversion of
speech and text.

6. Question Answering System Implementation

6.1. Data Acquisition. +e data sources for constructing
knowledge graphs and classifying texts are web text data and
Chat opera datasets, containing questions and label infor-
mation. Web text data uses web crawler technology to crawl
questions about suicide, self-injury, and injury tendencies
and structured data about mental illnesses from Weibo
Shudong, Baidu Know, 525 Psychology, Yixin, and Simple
Psychology. Chat opera cooperated with some professionals
to complete a corpus, which is the first open knowledge
question-and-answer corpus in the field of psychological
counseling, including 20,000 pieces of psychological coun-
seling data. +e dataset includes the annotation information
of suicidal tendency, and the annotation information and
question information are extracted from this dataset.
Question information consists of three columns, cat-id, cat,
and question, category (Table 1).

6.2. KnowledgeGraphConstruction. +e knowledge graph is
used as the database support of the question answering
system. Hence, it is necessary to build the knowledge graph
first. +e primary purpose of constructing a knowledge map
of psychological counseling, referring to the psychological
counseling ontology database created by author [16] and
consulting relevant scholars, is to analyze and summarize the
psychological counseling process and the psychological
knowledge involved. +e psychological counseling

4 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

information is divided into six categories: patients, symp-
toms, diagnostic criteria, causes of disease, diagnostic re-
sults, and treatment methods. Among them, disease causes
are divided into biological causes, psychological causes,
social causes, and defense mechanisms. +ere is a causal
relationship between the cause of the disease and the di-
agnosis result. +e diagnosis result is divided into the se-
verity of the disease and the name of the mental illness.
Diagnosis results and treatment methods are decisive, and
treatment methods are divided into psychological treatment,
drug treatment, and food treatment. +e treatment method
has an executive relationship with the patient. +e patient
needs to adopt the treatment method. +e patient mainly
includes the patient’s identity information, such as age,
height, occupation, gender, etc., and the patient’s past
medical history, which will affect the treatment of the
consultant. +ere is a relationship between patients and
symptoms, and symptoms mainly include severity and
symptoms. Symptoms and diagnostic criteria are subordi-
nate, and the diagnostic criteria include disease course
criteria, severity criteria, and exclusion criteria. It shows that
these elements involve various aspects of mental illness, and
a question and answer usually involves parts of multiple
aspects of mental illness. +ere are often causal relationships
and dependencies between these elements. +e protégé tool
is used to build an entity-relationship diagram in the field of
psychological counseling (Figure 2).

6.3. Instance Layer Construction. +e crawled data is or-
ganized into structured data and is divided into 12 fields,
which correspond to the entity-relationship of psychological
counseling designed above, and they are divided into dis-
eases and disease-related entities and attributes. +e entities
are diseases, aliases, symptoms, complications, drugs, and
foods, and the details are susceptible populations, exami-
nation methods, treatment methods, cure periods, costs, and
causes of disease.

+e instance layer construction is divided into entity
extraction, relation extraction, attribute extraction, triple
construction, and knowledge storage. Here, the python-
driven py2neo tool of the Neo4j tool is used to create the
knowledge graph. Entity extraction is to extract entities
according to the concept of the schema layer and save the
entity field information in the structured data after sorting
into a dictionary. Relation extraction finds the relationship
between entities and saves the relationship between diseases
and other entities and attributes as a dictionary. Attribute
extraction is to extract the attribute information of some
entities, i.e., to save the attribute field information in the
sorted, structured data into a dictionary. +e construction of
triples is to organize the data into the form of (entity, re-
lationship, entity), create nodes without attribute fields and
disease nodes with attributes, and then use disease nodes as
start-nodes and attribute nodes as end-nodes, with quer-
y� “match(p:%s), (q:%s), where p.name� “%s” and
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Figure 1: +e representative framework for psychological question answering system.

Table 1: Examples of marked suicidal tendencies and normal questions.

Cat-
id Cat Question

1 Tendency to self-
harm

How to relieve the unreal feeling of depersonalization? In junior high school, my mood fluctuated a lot, and I
cut myself with a knife because of some things and even suffered from severe depression

2 Normal Ever since I reconciled with my boyfriend, he has always been hot and cold, and he does not want to admit
that we are together. What does he mean?

3 Tendency to harm Am I mentally ill? Ever since I was a child, I have had the idea of killing people and killing people around me.
0 Suicidal tendencies I want to jump off a building, but I am afraid of heights

Computational Intelligence and Neuroscience 5
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q.name� “%s” create(p)-[rel:%s{name: “%s”}]->(q)” %
(start_node, end_node, p, q, rel_type, rel_name) command,
and create a triple by creating a node relationship edge
through the previously established relationship dictionary.
Knowledge storage uses the platform to store the con-
structed knowledge graph. Here, the Neo4j platform stores
the constructed small knowledge graph of psychological
counseling Figure 3.

6.4. Word Segmentation Processing. Firstly, several main-
stream word segmentation tools, such as Jieba, HanLP, and
Chinese Academy of Sciences word segmentation NLPIR,
are tested. +e question-and-answer sentences of the psy-
chological counseling QA corpus are selected as the data
source. Before the test, psychology professionals were re-
quired to choose 100 data records and manually annotate
them to achieve word segmentation and part-of-speech
tagging as the actual value of the experiment. During the test,
the 100 data records were processed with three-word seg-
mentation tools, respectively, and the processing results
were compared with the annotation results of professionals.
+e three-word segmentation tools obtained evaluation
indicators, such as the accuracy rate, recall rate, F1 value, and
word segmentation time (Table 2).+rough the evaluation of
the three-word segmentation tools, it can be concluded that
NLPIR has the fastest word segmentation efficiency, how-
ever, HanLP has the highest accuracy. Combined with the
evaluation results and psychological counseling needs, this
study selected the HanLP tool for text segmentation. It
imported the dictionary of disease information constructed
above into HanLP’s custom dictionary to make word seg-
mentation more accurate.

6.5. Question Category. +is paper combines the obtained
psychological counseling question-and-answer data and
consults professional psychological counselors to divide the
frequently asked questions into five categories: disease
identification, factual questions, method questions, list
questions, and other questions. Disease identification
questions mainly answer “what disease,” real questions
mainly answer “what,” method questions mainly answer
“how to do,” list questions mainly answer “what are,” and
suicidal tendency questions are input by the user.

Since the principle of question classification is the same
as that of suicidal tendency detection, the detailed process of
suicidal tendency text classification is an example to illus-
trate. +is article divides suicidal tendencies into four cat-
egories: suicidal tendencies, self-harm tendencies, harming
others, and standard classes. Firstly, select 1500, 1200, 1000,
and 9000 items from each dataset type as training data and
then select another 150, 120, 100, and 900 items as test data.
+en, using the HanLP word segmentation tool combined
with stop words to perform word segmentation and after-
word segmentation, the characteristic terms of suicidal
tendency, self-harm tendency, injury tendency, and normal
tendency were obtained, and the word cloud map of each
category was drawn.

chi �
n(ad − bc)

2

(a + c)(b + d)(a + b)(c + d)
. (1)

Equation (1) is used to calculate the CHI value of all
words after HanLP segmentation, which is used as the basis
for feature selection of problem classification and suicidal
tendency classification.

In the formula, N is the total number of labelled
questions,A is the total number of documents used to record
the word t in a specific category, B represents the documents
that do not belong to a particular category but also contain
the word t, and C represents a category that does not have
the word t. In t documents, D represents documents that do
not belong to a specific category and do not contain t. +e
CHI value denotes the degree of distinction between the two
categories. +e larger the CHI value, the more the word can
represent a specific category.

Sort all the words according to the CHI value from large
to small. +en, by selecting the 150 words with the most
oversized CHI in each category, the selected 1000-dimen-
sional feature list is obtained, and the feature vector weight
of each question sentence is calculated, i.e., the word is in the
question. If it appears in the sentence, it is assigned a value of
1. Otherwise, it is 0, and the final output is a feature vector
that the classifier can recognize.

6.6. Problem Classification Model Selection. In text classifi-
cation, five models of Naive Bayes, decision tree, SVM,
XGBoost, and BiLSTM were used. Each model’s training
effects were compared, and the classification model with the
best result was selected for the system. When testing each
model, the precision rate, recall rate, and F1 value of each
type of question will be obtained first, and then the precision
rate, recall rate, and F1 value of all kinds of questions will be
averaged. In the information extraction system, the BiLSTM
model is tuned for suicidal propensity identification. +e
BiLSTM method is used to diagnose suicidal inclinations,
identify those who commit suicide, self-mutilation, or
damage others in a timely manner, assist users in identifying
illnesses, and assist consultants in comprehending necessary
facts through knowledge quizzes. Counselors can use this
study to ease their stress, compensate for a lack of psy-
chological treatment resources, and improve the efficiency of
their job. In the information extraction system, the BiLSTM
model is tuned for suicidal propensity identification. +ese
values represent different models—the classification accu-
racy of (Table 3). From the test results in Table 3, it can be
seen that the BiLSTM model is more accurate in the clas-
sification effect.

+e BiLSTM model can predict the subsequent infor-
mation using the previous information, which is suitable
for dealing with contextually related text data, such as
sentences. Taking the classification process of the BiLSTM
model for suicidal tendency problems as an example, the
HanLP word segmentation tool is selected for word seg-
mentation, and the loss function and accuracy function
image are obtained after the classification is completed
(Figures 2–4).
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Table 2: Evaluation results of three-word segmentation tools.

Word segmentation tool Accuracy Recall F1 value Word segmentation time (s)
Jieba 0.90 0.89 0.89 12.480
HanLP 0.91 0.90 0.90 04.478
Academy of Sciences word segmentation NLPIR 0.81 0.75 0.78 30.0598

Table 3: Classification performance of model.

Model Accuracy F1-score Precision
Naı̈ve Bayes 79.65 80.56 69.56
Decision tree 74.52 81.26 65.25
SVM 75.62 76.85 70.62
XGBoost 80.54 82.54 72.56
BiLSTM 85.63 89.85 75.65
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Figure 2: represents the accuracy of tendency classification model.
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Figure 3: +e F1-Score of tendency classification model.
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Figure 4: Representation of the precision of the tendency classification model.
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In Figures 5–7, the train represents the training set. +e
test means the test set. +e horizontal axis of the function is
the number of training iterations, and the vertical axis
represents the loss value and the accuracy value, respectively.
When the number of iterations becomes more extensive, the
loss rate gradually decreases and starts to level off when the
number of iterations is 14. +e training set tends to be
between 0.1 and 0.2, and the test set tends to be between 0.2
and 0.3. +e accuracy gradually increases and starts to level
off when the number of iterations is 14. +e training set
tends to be 0.975, and the test set tends to be between 0.925
and 0.950.

By testing the precision rate, recall rate, and F1 value of
each type of question to evaluate the model (Table 4), it can
be concluded that the BiLSTM model has a better classifi-
cation effect than the previous four models.

Comparing the questions answered correctly by the
system with the questions answered incorrectly by the
system, it can be seen that most of the questions answered
correctly have similar characteristics to the question tem-
plate, and some questions have the same entity and se-
mantics as the question template. However, the expression
methods are different, proving that the question answering
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Figure 5: +e accuracy of suicidal tendency classification by BiLSTM model.
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Figure 6: +e F1-Score of suicidal tendency classification by BiLSTM model.
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Figure 7: Representation of the F1-Score of suicidal tendency classification by BiLSTM model.

Table 4: Suicidal Tendency classification by BiLSTM Model.

Question Accuracy F1-score Precision
Suicidal tendencies 81.26 79.56 75.62
Tendency to self-harm 82.62 80.54 85.61
Tendency to Hurt 85.68 84.56 90.25
Normal 95.62 97.56 98.56
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system has a high semantic understanding ability. For ques-
tions that are not answered correctly, it has two characteristics:
the system can recognize the entities in these questions but
cannot recognize the semantic information that does not
appear in the template, such as “What is the general age of
onset of bipolar disorder?,” “Can bipolar disorder be cured?,”
etc. Another feature is that the entity attribute information
involved is not comprehensive enough, for example, what side
effects of drugs exist and other attribute information should be
added to the knowledge graph.

7. Conclusion

Today’s society is facing the problem of knowledge explosion,
especially the intermixing of knowledge in various fields, which
affects people’s acquisition and understanding of knowledge.
+is study is geared on gaining the professional understanding
of psychological counseling to assist people with psychological
issues in determining the proper answer, as well as including
suicidal inclination detection to quickly identify risky remarks.
+e advantage of this research is that this study uses the user’s
psychological behavior traits as a decision-making element,
combining the benefits of rough set theory in responding with
uncertainty. A comparable notion and approach are provided
by the best service choice.+e vertical domain knowledge graph
stores professional knowledge in a particular area, which sig-
nificantly facilitates users to understand the knowledge in this
field and use this knowledge to reduce losses or create a more
excellent value. +e psychological counseling knowledge graph
and question answering system constructed in this paper has the
following characteristics: (1) It provides a platform to store the
knowledge of mental illness, which is more semantic than
traditional databases. (2) +e built question answering system
realizes a complete set of word segmentation, question classi-
fication, question template matching, and answer generation,
which can help users’ judgmental illnesses and help users query
relevant knowledge about mental illnesses research significance
and value. (3) +e BiLSTM model is optimized for suicidal
tendency detection in the question answering system. +e
experimental results show that the accuracy rate, recall rate, and
F1 value of the model in this paper are significantly better than
other traditional models in the detection of suicidal tendency.
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­e aim of the study is mainly to study the subject of BoNT-A injection to improve IAH in rats undergoing abdominal an-
gioplasty. ­e study problem in surgery, especially in ICU, burn, and trauma centers, intra-abdominal hypertension (IAH), and
abdominal compartment syndrome (ACS) are common complications. At present, there are various treatments for IAH. ­e
intramuscular injection of Botulinum toxin type A (BoNT-A) into the abdominal wall has received a lot of attention. Based on this,
this study proposes a method for measuring abdominal pressure, applies BoNT-A to reduce abdominal pressure in the IAH state
of abdominal wall angioplasty, and explores a way to increase the compliance of the abdominal wall under the premise of
maintaining the sealing of the abdominal cavity, so as to realize the expansion of the abdominal cavity. A method is achieved to
reduce intra-abdominal pressure and eliminate or alleviate ACS. ­e results of the experiment showed that when the rats in the
control group were injected with the same amount of normal saline as the rats in the experimental group, the IAP was signi�cantly
higher than that in the experimental group (P< 0.05). ­is shows that BoNT-A increases the compliance of the abdominal wall
while maintaining the closure of the abdominal cavity, thereby increasing the volume of the abdominal cavity and alleviating the
state of IAH in rats.

1. Introduction

In recent years, due to the gradual increase in mortality of
ACS and IAH, e�ective treatment of them has attracted
increasing attention [1, 2]. So far, abdominoplasty is still an
e�ective measure for the treatment of IAH [3]. ­e thera-
peutic botulinum toxin type A is arti�cially extracted from
botulinum toxin type A. ­e e�cacy and safety of BoNT-A
injection therapy have been a�rmed by the academic
community and the industry [4, 5]. ­erefore, exploring
BoNT-A injection to improve IAH in rats undergoing ab-
dominal angioplasty has important research signi�cance.

Regarding the study of BoNT-A and IAH, many scholars
have conducted multiangle explorations. For example, the
overactivity of the whole body joints caused by Noonan
syndrome leads to children’s trapezius spasm and causes
neck pain and craniocervical headaches; Tofts LJ studied the
e�ect of BoNT-A on its treatment [6]; Bittar studied the
e�cacy of BoNT-A in the treatment of postherpetic

neuralgia [7]; Park studied the e�ect of Botox type A through
the JNK signaling pathway that inhibits the pro-�brosis
e�ect of hypertrophic scar �broblasts [8]. It can be seen that
there are few studies on the e�ect of BoNT-A on IAH in rats.
In this paper, BoNT-A injection is used to improve IAH in
rats undergoing abdominal angioplasty.

­e study contribution takes IAH as the research object
to study the mechanism of BoNT-A on improving IAH in
rats undergoing abdominal wall angioplasty.­is article �rst
presents a method for detecting abdominal pressure in rats,
as well as a model of IAH in an animal. Di�erent doses of
BoNT-A were set in the control and experimental groups to
evaluate the e�ect of BoNT-A on decreasing abdominal
pressure in the IAH state of abdominal wall angioplasty.
BoNT-A can increase abdominal wall compliance while
preserving abdominal cavity closure and reduce IAH in rats,
according to the results of the experiments.

­is study found that injecting BoNT-A into the ab-
dominal wall muscles of rats increased the abdominal
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cavity’s volume and decreased its pressure, providing BoNT-
A for the clinical treatment of abdominal compartment
syndrome A reliable basis.

2. Measurement Design of Intra-Abdominal
Pressure in Rats

2.1. Making a Simple IAP Meter. Materials needed: desktop
sphygmomanometer, disposable infusion set, three-way
tube, disposable intravenous infusion needle
(0.9× 28TWLB), 50ml syringe, nitrogen gas storage bag.

Production method: cut out the infusion tube about 40 cm
in length from the disposable infusion set, save one end of the
filter, connect the disposable intravenous infusion needle
(0.9× 28TWLB), connect the other end to the tee tube, and
unplug the desktop sphygmomanometer, and the connecting
tube between the cuffs connects the other ends of the tee tube
with the infusion tube to the sphygmomanometer and the other
tee tube with a 50ml syringe and an oxygen bag for storing
nitrogen.

2.2. IAH Animal Model Preparation. Female/male Sprague
Dawley rats are randomly selected weighing about 220g-250g.
+e rats were anesthetized by intraperitoneal injection of 3%
pentobarbital sodium (30mg/kg) to maintain the rats’ spon-
taneous breathing. After the rat is anesthetized successfully,
place the rat on the rat board, prepare the skin on both sides of
the groin, cut the skin, and routinely disinfect, and then, place a
disposable intravenous infusion needle (0.9× 28TWLB) at a 45-
degree angle with the abdominal wall in the left lower abdomen.
Slowly puncture the needle toward the upper part of the ab-
domen and place it into the abdominal cavity. Connect the
sphygmomanometer and the nitrogen gas storage bag through
the three-way tube, and connect the gas storage bag to a 50ml
syringe. Inject the nitrogen-connected insufficiency needle into
the abdominal cavity of the rat, slowly and continuously in-
crease the amount of gas into the abdomen, and continuously
monitor IAP dynamically [9].

2.3.Mortality ofRatswithDifferent IAPLevels atVariousTime
Points. +e mortality of rats with different IAP levels at
various time points is shown in Table 1: Group 1 rats died
within 6 h of IAH and died at 4 different time points of IAH
(IAH 1 h, 2 h, 4 h, and 6 h). +e change trend of the rate is
not obvious. +e mortality of rats in the second group
showed a gradual upward trend at the above 4 different time
points. All 10 rats in the third group died within 2 hours, and
9 of them died within 1 hour.

Figure 1 shows that IAP10mmHg for more than 2 h can
cause abnormal abdominal function and IAP20mmHg for
more than 1 h can cause abnormal abdominal function and
cause death. +e higher the IAP, the higher the mortality of
rats.

3. Experimental Design

3.1. Experimental Animals. +ere are 50 Sprague Dawley
rats, male and female randomly, weighing about

220 g–250 g. Experimental animals that have been kept in the
experimental animal center for at least 7 days were selected.
All experimental animals were given free drinking water and
granular rat feed according to the standards of the Exper-
imental Animal Center and maintained a light-dark cycle for
12 h–12 h every day. Fasting was carried out for 12 h–16 h
before surgery, and there was no restriction on drinking
water.

3.2. Experiment Grouping and Specific Operations

3.2.1. Group Experiment Setting. Each pair of rats was
randomly divided into the experimental group and control
group, with 25 rats in each group. After fasting for 8 hours,
ketamine hydrochloride injection (100mg/kg) was used for
intraperitoneal anesthesia. After successful anesthesia, the
rats were fixed in the supine position on the operating table.
After preparing and disinfecting the abdomen, the skin is
incised along the midline of the lower abdomen and enters
the white line into the abdominal cavity. +e incision is
about 1.5 cm long. A pressure-measuring balloon and a
water injection tube are inserted into the abdominal cavity.
+e balloon catheter and the water injection tube are fixed
on the abdominal wall.

3.2.2. Abdominal Pressure Measurement. +e direct pres-
sure measurement method is used for abdominal pressure
measurement. During the pressure measurement process, it
needs to pay attention to keeping the position of the pressure
measurement tube and the pressure sensor at the same level.
And the water injection pipe is connected to 500ml 0.9%
sodium chloride warm solution through a disposable in-
fusion set, a small opening is cut on the upper side of the
sodium chloride injection infusion bag to ensure that the
pressure of the liquid plane is equal to the atmospheric
pressure, and the flow regulator is adjusted. +e gas in the
drip hopper of the infusion set is completely discharged, and
the liquid dripping speed is maintained at 40ml/min. When
the pressure in the abdominal cavity of the two groups of rats
stabilizes at about 15mmHg, the flow regulator is closed and
the injection of each rat at this time water volume, about
350ml/kg, is recorded. After completing the measurement,
the water is released in the abdominal cavity.

3.2.3. Inject BoNT-A and Measure Intra-Abdominal Pressure

(1) Experimental Group. 0.8ml of BoNT-A solution was
injected into the abdomen of rats in the experimental group,
and then, the intra-abdominal water injection tube and
balloon piezometer were taken out, and the abdominal
incision was sutured. Two days later, when the rats in the
experimental group were injected with about 400ml/kg of
normal saline again, the pressure value at this time was less
than 15mmHg, and the water injection was continued to
15mmHg. At this time, the water injection volume was
about 510ml/kg. +e height of the infusion stand is adjusted
to make the infusion.+e height of the liquid level in the bag
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is about 20 cm from the height of the rat horizontal plane,
and the intra-abdominal pressure is maintained at about
15mmHg. After 3 hours, the normal saline in the abdominal
cavity was released, the water injection tube and balloon
piezometer tube in the abdomen were taken out, and the
abdominal incision was sutured.

(2) Control Group. +e control group was injected with the
same amount of normal saline at the same point. First, the
intra-abdominal pressure is recorded when about 400ml/kg
of normal saline is injected into the abdomen of the control
group rat; after 2 days, the intra-abdominal water injection is
continued until the total amount reaches 510ml/kg, records
the intra-abdominal pressure at this time, adjusts the height
of the infusion stand to keep the intra-abdominal pressure
stable, releases the normal saline in the abdominal cavity
after 3 hours, takes out the intra-abdominal water injection
tube and balloon piezometer, and sutures the abdominal
incision.

+e rats in the two groups underwent left femoral artery
puncture, and blood draw 1 h before the start of the ex-
periment, 3 h after IAH, and 3 h after IAH was removed. 15
rats were randomly selected for blood collection at each time
point, and blood was collected about 1.5ml each time. ELISA
method was used to detect the content of superoxide dis-
mutase (SOD) and malondialdehyde (MDA) in rats.

3.3. Statistical Analysis. All data in this experiment are
statistically analyzed by GraphPad Prism software, and the
experimental results are expressed as mean± standard de-
viation (mean± SD). T, Z, and heterogeneity test methods
are used to verify whether the differences in experimental
results are statistical significance.

3.3.1. T, Z Inspection. Statistical test of combined effect size
SE(T): to test whether the combined effect size of multiple
independent original studies is statistically significant. +e z
test is a commonly used method, and the calculation method
is shown as follows:

SE(T) �
1

����
􏽐wi

􏽰 , (1)

z �
T

SE(T)
. (2)

Among them, Wi represents the weight value of the i-th
study; T represents the combined effect size. +e P value
under the probability of this statistic can be obtained from
the z value. When P< 0.05, the result is considered to have a
significant difference. When P> 0.05, it means T is not
statistically significant.

3.3.2. Heterogeneity Test. +e basic idea of this method of
testing is that all studies come from the same population, so
the true effect is consistent in different studies, and the
difference between the observed effect sizes is due to sam-
pling errors. +e commonly used test is to calculate the chi-
square value; that is, the Q test is shown as follows:

Q � 􏽘wi(Ti − T). (3)

Among them, Ti represents the effect size of the i-th
original study. When the result of the Q test is P> 0.1, it
means that multiple original studies have homogeneity;
when the result of theQ test is P< 0.1, it means that there are
multiple original studies, and there is no homogeneity be-
tween studies.

Table 1: +e mortality of rats with different IAP levels at various time points (%).

Sequence Group N
Time

1 h 2 h 4 h 6
IAP10mmHg 1 10 0 0 0 20%
IAP15mmHg 2 10 20% 40% 50% 75%
IAP20mmHg 3 10 90% 100% — —
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Figure 1: +e mortality of rats with different IAP levels at various time points (%).
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3.4. Relationship between IntraperitonealWater Injection and
IAP. +e comparison results of IAP between the two groups
of rats with the same three intraperitoneal injections are
shown in Table 2: when the first injection of water, the
abdominal pressure of the two groups of rats can reach
12–15mmHg. During the second water injection, the rats in
the experimental group had an average IAP of only
10.72mmHg; during the third injection, the IAP reached
14.49mmHg; while in the control group during the second
injection, the IAP reached 14.96mmHg, compared with the
experimental group of rats. +e difference was statistically
significant (P< 0.01); when the third water injection, the
average IAP reached 17.63mmHg, and compared with the
experimental group of rats, the difference was statistically
significant (P< 0.01).

Figure 2 shows that the injection of BoNT-A into the
abdominal muscles of rats can effectively reduce IAH. Two
days after the rats in the experimental group were injected
with BoNT-A intramuscularly, they were injected with the
same physiological saline as the first water injection, and the
IAP was significantly reduced, indicating that BoNT-A in-
creased the compliance of the abdominal wall while
maintaining the sealing of the abdominal cavity. And it can
expand the volume of the abdominal cavity and relieve the
IAH state of rats.

3.5. Comparison of Serum MDA Content. +e comparison
results of the serum MDA content of the two groups of rats
are shown in Table 3.

It can be seen from Table 3 and Figure 3 that the serum
MDA content of the two groups of rats was higher than before
the establishment of the IAHmodel (P< 0.05) at the two time
points of IAH 3h and 3 h after IAH withdrawal. Moreover,
the serumMDA content of rats in the control group increased
more than that in the experimental group, and T test of
experimental group and control group data P< 0.05.

3.6. Rat Serum SOD Content. +e comparison results of the
serum SOD content of the two groups of rats are shown in
Table 4: the serum SOD content of the two groups of rats has
a significant decrease in the two time points of IAH 3h and
3 h after IAH withdrawal (P< 0.05). Moreover, the serum
SOD content of rats in the control group was lower than that
in the experimental group (P< 0.05).

According to Figure 4, when IAH is maintained for 3
hours and pressure is withdrawn for 3 hours, the serum SOD
content of rats in the two experimental groups has a greater
decrease, which indicates that the ischemia/reperfusion
injury of rats in the experimental group is significantly less
than that in the control group. It is said that BoNT-A reduces
the ischemia/reperfusion injury while reducing the body’s
IAH.

4. BoNT-A Injection Improves IAH in Rats
Undergoing Abdominal Angioplasty

+is study found that the two groups of rats had different
degrees of peroxidation damage after IAH3h and IAH3h

were withdrawn. Compared with the normal abdominal
pressure, the two groups of rats also showed increased
serum MDA levels (P< 0.05) and decreased SOD activity
(P< 0.05) within the same period of time. +e two in-
dicators changed after 3 hours of withdrawal more sig-
nificantly (P< 0.05). +is shows that the body has
different degrees of ischemia/reperfusion injury during
IAH and after decompression.

IAH may cause pressure on the blood vessels of the
abdominal organs and cause ischemic injury. Ischemia can
affect vasodilation and defecation. Furthermore, hypoxia
may affect the blood perfusion of specific organs in the
abdomen, potentially leading to vascular reperfusion and
oxidative stress [10, 11] infliction. When the IAH state is
relieved, the blood flow of the kidneys increases. +e
reperfusion of long-term ischemic and hypoxic tissues and
organs produces a large number of oxygen-free radicals in a
short period of time. As a result, the ischemia/reperfusion
injury becomes more serious.

+erefore, the degree of changes in serum MDA and
SOD levels will decrease more significantly after IAH is
relieved [12].

At the same time, two days after the rats in the ex-
perimental group were injected with BoNT-A intra-
muscularly, they were injected with the same normal
saline as the first water injection, and the IAP was sig-
nificantly reduced while the rats in the control group
received the same amount of intra-abdominal injection as
the rats in the experimental group. In normal saline, IAP
was significantly higher than that in the experimental
group. +is indicates that BoNT-A can increase the
compliance of the abdominal wall under the premise of
keeping the abdominal cavity closed, thereby increasing
the abdominal cavity volume and helping to alleviate the
state of IAH in rats.

Table 2: Comparison of IAP when three intraperitoneal water
injections are equal (mmHg).

Animal
grouping N

Time
+e 1st time +e 2nd time +e 3rd time

Test group 15 12.19± 0.43 10.72± 0.67∗ 14.49± 0.22∗
Control group 15 14.74± 0.27 14.96± 0.54 17.63± 0.64
(Note: ∗P< 0.01, #P< 0.05).
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Figure 2: Comparison of IAP when three intraperitoneal water
injections are equal (mmHg).
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5. Conclusion

+is study found that BoNT-A injection into the abdominal
wall muscles of rats increased the capacity of the abdominal
cavity and reduced the pressure of the abdominal cavity,
consequently eliminating or easing abdominal compartment
syndrome.+e foundation is solid. As a result, injecting BoNT-
A into the abdomen wall intramuscularly to prevent and treat
IAH has a favorable impact on lowering intra-abdominal
pressure and can be utilized in clinical IAH therapy.
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Physical activity, especially routine walking, is an imperative factor for the prevention of strokes, mental illness, and cardio-
vascular diseases (CVDs). )e NIH (National Institute of Health) has also acknowledged walking as the most important factor of
the stroke rehabilitation program. Many research studies are presented by physicians and researchers in the literature that
highlight the positive impacts of walking on human health (physical and mental). )is paper has the objective of studying the
impact of regular walking, especially on mental illness, CVDs, and strokes. )e C-reactive protein (CRP), P-selectin protein, and
homocysteine biomarkers are considered to decide the improvement in the health of an individual with respect to CVDs and
strokes.)e other parameters considered for the recommendations of physicians and healthcare experts for mental health are PSS
(perceived stress score) and ESS (Epworth sleepiness score) that control mental illness. )e values are measured for the par-
ticipating subjects before participating in the walking activity and after the end of the walking schedule to see the impact on
individuals. )e overall mental and physical health of an individual contributes to the chances of occurrence of CVDs, mental
illness, and strokes in individuals aged between 40 years and 55 years, as per the study presented in this paper. )e results show
that the PSS and ESS scores are improved after the walking activity. Eventually, it improved recovery from many kinds of mental
illness and also reduced the chances of strokes. Similarly, the levels of the biomarkers that determine the chances of an individual
having CVD or stroke also improved. Walking can impact our overall health in many ways, however, in this paper, the focus is
given to ailments, such as strokes, CVDs, and mental illness. )e results show that stress and improper sleepiness can impact
mental health negatively.)e research outcome is measured by adding walking in a routine life so that every individual can get rid
of many physical and mental ailments. )e results presented in the paper reveal that the 90-day walking program has created a
good impact on the health of individuals by improving their physical and mental health.

1. Introduction

A stroke is a medical emergency that occurs when a blood
artery that supplies oxygen and nutrients to the brain is
blocked, generally because of a blood clot [1]. Stroke
symptoms include difficulty in walking, talking, and un-
derstanding, along with paralysis or numbness of the face,
arm, or leg. Clinical manifestations include the stiffness or
paralysis of the face, hand, or limb, along with trouble while
walking, talking, and comprehending. In the United
Kingdom, it is the third-largest risk factor for death rate and
the main factor of acquired impairment. Every year, over
130,000 people experience their first stroke [2]. In addition

to easily available pharmacological therapy for stroke pre-
vention, stroke avoidance and rehabilitative treatments are
necessary. Moreover, establishing such techniques is a major
undertaking of 21st-century medicine. )e role of physical
exercise in lifestyle modification is of significant interest
because of the sheer high morbidity, mortality, and huge
burden of stroke-related comorbidities on patients and
health care resources. )e use of physical exercise is similar
to a therapeutic method.

)ere is a lot of data to promote the use of endurance
training in patients with risk factors, both quantitative and
qualitative. In the rehabilitation of stroke victims, there is a
huge amount of research that endorses the objective of
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maximum treatment outcomes. Indoor activities, such as
playing computer games, watching Television, accessing
computers, and staying in one spot for long periods of
time, contribute to a sedentary lifestyle. It has a number of
negative consequences for our bodies. Muscular endur-
ance deteriorates, and nutrient composition decreases,
causing bones to deteriorate [3]. Carbohydrates and lipids
are tough for the body to break down. )e circulatory
system is harmed, the cells are inflamed, and there is a
hormonal imbalance. Overweight, cardiovascular disease,
high cholesterol, heart problems, stroke, metabolic dis-
orders, hypoglycemia, malignancy, anxiety, stress, cancers,
and other disorders connected with these maladies are all
induced by physical inactivity [4]. To lower the chance of
developing such diseases, one should adopt a healthier
lifestyle and incorporate physical activity into one’s daily
routine [5].

)e correlation between walking and cerebrovascular
disease is complicated, and it interests doctors, physio-
therapists, and epidemiologists to figure out all the factors
that impact positively and negatively on such kinds of
diseases. Physical inactivity was identified as one of the five
key risk factors in stroke-related research, accounting for
approximately more than 80% of the worldwide stroke
incidence rates, as per the statistical data [6, 7]. Walking and
physical activities are sharply promoted as a facet of stroke
treatment programs and mental health improvement pro-
grams because of the rising pile of empirical studies dem-
onstrating its advantages in the treatment of these diseases
[8, 9]. )is paper presents a comprehensive review of the
studies on the relationship between physical exercise and
CVD-related illnesses, including strokes, with an emphasis
on stroke prevention. Figure 1 demonstrates the lowered
impacts of total serum and cholesterol level, lipids, overall fat
percentage, and inflammatory responses, all of which con-
tribute to issues like stroke.

1.1. Related Study

1.1.1. Impact of Regular Walk and Physical Activity on Re-
ducing the Chances of Stroke, CVDs, and Mental Health.
According to the authors, the cumulative effect of the nu-
tritional interventions investigated potentially lowered the
risk of cardiovascular diseases by 12% and stroke by 11% [6].
)is forecast is based on the assumption of nutritional
improvements. It is estimated that one-third of all deaths
because of strokes and heart attacks are caused by inade-
quate regular physical exercise [10]. Physical activity pro-
motes endothelial function, which improves blood vessel
vasodilation and vasomotor function [11]. Several studies
have been conducted to explore the correlation between
workouts and cardiovascular diseases in the ability to
forecast stroke [12]. Exercise decreased the risk of overall
heart diseases, sudden cardiac death, and stroke in a drug
concentration pattern, according to a study of female
invesigations [13]. )ere is a direct correlation between
exercise programs and cardiovascular disease that is material
up to a specific threshold of fitness, according to research. In

the case of stroke, a similar relationship has been discovered.
In [14], authors performed a study that included 15 peer
groups and 5 case-control studies and found that people who
are mildly active, highly active, and fit have a lower risk of
stroke andmortality. It was observed that the people who are
active, the significant decline in stroke occurrence was
predicted to be around 20% to 27%. A concept of empirical
evidence from the peer group and instance group studies
that looked at the influence of workplace and relaxation
workout on stroke risk found additional evidence in favor of
exercise’s preventive effect. )e moderate levels of regular
exercise at work were attributed to a 36% reduced risk of
stroke when compared to being sedentary at the workplace
[15].

1.1.2. Impact of Alcohol on the Occurrences of Strokes.
Various investigations have demonstrated a U- or J-shaped
association between fatality and liquor use. )e light or
average drinkers die at a rate lower than those who do not
drink, and those who excessively drink die at a greater rate
[16]. Heavy drinkers had a greater risk of death from any
cause and from pulmonary illness, particularly sudden
cardiac arrest and blood clots. Excess liquor use can also
contribute to mental, social, and physical problems [17].

1.1.3. Psychosocial Factors -at Can Reduce the Chances of
Stroke and Mental Illness. Several social variables, including
anxiety, stress, depression, social isolation, feelings of
loneliness, and demanding work settings, have been dem-
onstrated to be the major causes behind the development of
stroke, cardiac diseases, and mental illnesses [18, 19]. If
people can make their lives stress-free by adding a walking
routine, then the chances of mental illnesses can be reduced
remarkably.

1.1.4. Blood Pressure Control Can Reduce the Chances of
Stroke and CVDs. Hypertension is still the most significant
contributing variable for both types of stroke attacks. High
pressure of the blood is thought to be the cause of nearly
700,000 early deaths globally. It is a key risk factor for CVD
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Figure 1: Benefits of walking.
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and stroke. )ere is a strong and well-documented link
between hypertension and stroke risk [20]. In healthy,
normotensive persons, physical exercise is correlated with
treating hypertension and a decreased likelihood of devel-
oping hypertension, thus changing a significant factor to
stroke likelihood [21, 22].

1.1.5. -e Effect of Gender on the Chances of Occurrence of
Strokes and Mental Illness. Physical activity lowered the
likelihood of an acute stroke by 23 percent in women and 26
percent in men, according to a study of data from 35
prospective studies and 11 randomized controlled investi-
gations on the impact of physical fitness on the stroke-re-
lated cause of death and disability. A potential peer group
study of Women’s Health Study participants [23] looked at
the impact of different lifestyle elements on the risk of stroke
in females and found a weak correlation between the risk of
stroke and physical fitness alone. )e literature reveals that
combining routine exercise with smoking cessation, a low
body mass index (BMI), a nutritious diet, and consuming
alcohol in lower quantities was associated with a lower risk
of stroke [8, 24, 25]. As many of the trials excluded females,
there is less data on the function of exercise in improving the
outcomes in females to make judgments and provide
guidelines.

All these studies explore the impact of many factors on
the occurrence of strokes, mental health, and CVDs.)ere is
not a single piece of research work that can show the impact
of walking on all these ailments. Hence, it has motivated us
to conduct a study on the impact of walking on mental
health and strokes.)is paper explores the impact of walking
on strokes, mental health, and CVDs using a research-based
study. )e research endeavors of the paper are mentioned
below.

(1) )is paper attempts to highlight the impact of
walking on human health, especially focusing on
mental illness, CVDs, and strokes

(2) To carry out this research, three groups of subjects
are created, irrespective of gender.)e subjects of the
walking activity are divided into three groups,
namely Group-1 walkers, Group-2 walkers, and
Group-3 walkers

(3) )e activity of walking was derived based on the
individual interests and ability to walk based on their
physical fitness/health

(4) All the participants were recommended to join
Telegram and Kakao Talk Messenger to share their
data routinely

(5) )e records are collected and analyzed based on the
data collected from smart devices and mobile apps,
along with the medical records shared by the par-
ticipant subjects

)e paper has four sections. )e very next section
provides highlights on the methodology used for this re-
search study. )e third section describes the results, and the
final section summarizes the work.

2. Suggested Research Method

To meet the objectives of the proposed research study, we
have designed an innovative method as described in this
section. )e study is supported by the physicians as the
parameters considered for the study are suggested by
physicians and health practitioners. )e standardized pa-
rameters are considered for the proposed study based on the
recommendations of physicians and healthcare practi-
tioners. People remain active during their young age, which
may be considered below 30, and as they get older, their
physical activities start reducing, and health issues start
emerging because of a sedentary lifestyle. In sports, military,
and police department, people remain active for approxi-
mately 40 years, and in our study, we have taken the age
group between 40 years and 55 years for measuring the
impact of walking on human health and diseases, such as
cardiovascular diseases and strokes. )e research study is
performed on 10,000 subjects between 40 years and 55 years
of age. IoT (Internet of )ings)- and AI-based smart devices
are utilized to collect the data from the subjects. )e data
includes the medical problems of CVDs prior to the use of
walking as daily exercise, and the data is collected after 90
days of walking routine.

It is important to motivate individuals who have earlier
worked with the armed forces and individuals who were into
sports to start with the regular walking routine along with
the individuals who have worked in other sectors. )e
following steps have been carried out to inculcate the regular
walking activity schedule of individuals for 90 days. )e
subjects have faced one or other cardiovascular diseases
earlier and may likely have a stroke in the new future. )e
attempt was made to save them from strokes. A total of 4300
women and 5700 males have participated as subjects. For
sampling, we have particularly focused on 40 plus people,
whose participation in physical activities was almost zero
because of their office and other engagements in life.

Below is the method devised to indoctrinate the habit of
walking in the participants for 90 days.

(1) To start with the activity, three groups of subjects
are created, irrespective of gender. Telegram and
another mobile app (KakaoTalk Messenger) are
used to share the instructions for their participation.

(2) )e walking activity is divided into three groups,
namely Group-1 walkers, Group-2 walkers, and
Group-3 walkers.

(3) Group-1 walkers have the plan for covering 6 miles
in a week through a casual walk.

(4) Group-2 walkers opt for the plan to cover 2 miles a
day by opting for a casual walk but not a brisk walk.

(5) Group-3 walkers opt for the plan to cover 3 miles in
an hour or less than an hour in a day.

(6) )e liberty for walking was given based on indi-
vidual interest and ability to walk based on their
physical fitness/health.

(7) All subjects were advised to join Telegram and
Kakao Talk Messenger to share their data every day.

Computational Intelligence and Neuroscience 3
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)e smartwatches used by people were GOQii
Smart and Xiaomi. )e data were also collected
through mobile apps, such as YodoRun and
Codoon.

(8) )e records are prepared based on the data collected
from smart devices and mobile apps, along with the
medical records shared by the participant subjects.

(9) Other factors that are also studied along with the
impact of walking on the participants are the
hazardous impacts of smoking and alcohol con-
sumption on cardiac and mental health.

(10) )e participants were segregated into three groups
as per their choice of walking in kilometers.

(11) )e participating subjects are coached to be a part of
the walking activity for 90 days. Walking was
planned as per miles in a day or in a week.

(12) All the participating subjects were allowed to share
their data on Telegram and Kakao Talk Messenger.

)e fields considered for research study are given below
in Table 1.

By adopting the above method, an attempt is made to
reduce the chances of cardiovascular diseases and strokes in
the population aged between 40 years and 55 years. )e next
section elaborates the results and their respective
interpretations.

3. Results and Interpretations

3.1. Impact of Walking on Alcohol Consumers with Respect to
Strokes and CVDs. Patients of cardiovascular diseases who
consume around 90ml of alcohol every day or more than
90ml on average are at a higher risk of having a stroke and
other cardiovascular diseases. Alcohol consumption impacts
liver function and raises blood pressure levels in the body,
which indirectly induces the problems of cardiovascular
diseases and increases the chances of stroke. In our sample
population, there are 1800 alcoholic subjects who consume
90ml or above alcohol on average every day. )e reduction
in the intake of alcohol to 60ml from 90ml and a regular
walk of 30 minutes improved the health of subjects (sample
population) remarkably and reduced the chances of having
strokes by 20%. In this sample population, only males are
considered who consume fixed amounts of alcohol every
day. We have found it difficult to measure the changes.
However, the impact of walking on health has been noticed
well in the percentage scale for the occurrence of strokes in
those who consume alcohol occasionally or in undetermined
quantities. )e facts are shown in Figure 2.

3.2. Impact of Walking on Improving Mental Health. In a
sample population of 5000, the people are judged against the
PSS and ESS scales. )e values are obtained for 2000 par-
ticipants who have opted for a casual walk for 2 miles a day,
1900 participants who have opted for 3 miles of brisk walk in
an hour, and 1100 participants who have opted for a casual
walk of 3 miles in a week. )e PSS and ESS scores have
improved remarkably for the participants who have taken an

initiative to walk to improve their mental and physical
health. Stress is also a major cause of mental illness and
strokes. Improvements in the scorecards of PSS and ESS can
certainly reduce the risk of CVDs and strokes. Group-1
represents casual walkers who walk 6 miles in a week,
Group-2 shows casual walkers who walk 2miles in a day, and
Group-3 belongs to active participants who walk 3 miles
every day in an hour or less. )e scorecard is self-explan-
atory. Figure 3 shows that Group-3 is the most beneficial
group as its subjects are found to have improved PSS and
ESS scores, while Group-2 is the next beneficiary. )e third
group (Group-1) also benefitted from the walk but not as
much as Group-2 and Group-3, as shown in Figure 3. It
depicts that walking not only reduces the chances of strokes
but also improves mental health by reducing stress levels and
by improving the sleeping score.

3.3. Improvement in Mood Swings after Regular Walk. In a
population of 5000, 4100 people have been registered as
unhappy with the problem of mood swings. A lack of
confidence is also found to be a common problem among the
participants. After participation in the regular and casual
walk for 2 miles a day for 90 days, they found that their bad
mood changed to a happy mood and the mood swings
reduced remarkably. Besides, their confidence has increased
as well )e results are given in percentage, as shown in
Figure 4. Based on the outcomes of the study, efforts are
made to investigate the reasons behind mood swings and
how walking has improved mood swings to alleviate the
mental health of people aged between 45 years and 55 years.
It was found that mood swings were common in women
close to menopause, and walking helped them a lot in
improving their mood and mental health. Even men get
mood swings as they lose their confidence, as they are getting
older.

)e results presented in this section reveal that the 90-
day walking program has created a good impact on the
health of individuals by improving the physical and mental
health.

3.4. Interpretations. )e results presented in this section
reveal that walking is certainly a solution for improving
mental health as it minimizes mood swings, reduces stress
levels, improves the sleeping index, and improves overall
health. )e PSS and ESS scores have improved significantly
in the participants who have taken an initiative to walk for
improving their mental and physical health. )e results
shown in Figure 4 depict that after participating in a regular
and casual walk for 2 miles a day for 90 days, the participants
have found their bad mood to have changed to a happy
mood and their mood swings to have reduced significantly.
In addition to it, the confidence is also alleviated of the
participants. Group-1 comprises casual walkers who walk 6
miles in a week, Group-2 comprises casual walkers who walk
2 miles in a day, Group-3 comprises active participants who
walk 3 miles every day in an hour or less. )e scorecard is
self-explanatory. Figure 3 shows that Group-3 is the most
benefited group as its participants have improved PSS and
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ESS scores. Group-2 is the next beneficiary. )e third group
(Group-1) is also benefitted from the walk but not as much
as Group-2 and Group-3, as shown in Figure 3. It concludes
that walking not only minimizes the chances of strokes but
also improves mental health by reducing stress levels and by
improving the sleeping score.

4. Conclusions

)is paper presents a study on the impact of walking on
strokes, mental health, and cardiovascular diseases. Mental
health can certainly be improved by adding walking in the
routine life, which eventually reduces stress, improves sleeping
index, and improves the mental health of a person. )e stress
levels can be handled well by walking regularly, and a reduction
in stress can lead to an improvement inmental health. It can be
summarized that it is very important to be active after the age of
40 to get rid of physical andmental ailments. By changing their

Table 1: )e parametric values taken for research study.

Attributes Description
Subject_No Each subject is given an ID
Group_id Each subject is allocated a group ID
CVD_problem )is field mentions one CVD problem out of four types
History of strokes )is field contains bullion values in “yes” or “no”
Calorie chart )is field records calories burnt in a week after walking
C-reactive protein (CRP)
initial )is field records CRP values before starting walking

Final_CRP )is field records CRP values after ending the walking routine after 90 days
PSS_initial Perceived stress score is taken for study to check the stress levels of the participating subjects
PSS_final )e PSS of subjects was measured after 90 days of the walking routine
ESS_initial Epworth sleepiness score is measured to check the stress levels before walking routine
ESS_final ESS was measured again after the walking activity program of 90 days

Homocysteine_initial Homocysteine levels depict the chances of having CVD or stroke, and this field records the initial levels of
homocysteine before the participation of the subjects in the walking activity

Homocysteine_final )e final levels of homocysteine after the participation of subjects in the walking activity
P-selectin_initial P-selectin protein measures are taken to see the chances of having strokes in the subjects
P-selectin_final )e levels of P-selectin are monitored to check the impact of walking activity

Walking_success )e field is used to record a bullion value in “Y” or “N,” where “Y” specifies that the program was successful
and “N” specifies the inverse to it

Males

Females

37.5 38 38.5 39 39.5
Percentage of reduction in strokes a�er walking

Reduction in Stroke chances

Reduction in Stroke chances

Figure 2:Walking impact on strokes as per the genders who smoke
regularly.
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lifestyle and adding walking as a regular activity in life, indi-
viduals can control cardiovascular diseases and reduce their
chances of having strokes. To conduct the research study, social
media apps, such as Telegram and other fitnessmobile apps, are
used, as mentioned in the paper to record the data of the
participants.)e results show that individuals who even smoke
and drink can improve their health by adding walking to their
routine life.)e scores of PSS and ESS are improved by 10% or
more on average, which shows that people are able to reduce
stress and improve their sleeping score by walking. Sound sleep
is a must for avoiding strokes, improving mental health, and
preventing cardiac diseases. )e biomarker values are also
recoded to prove the viability of the study, and the levels of
CRP, P-selectin protein, and homocysteine are found to be
improved, which shows that by adding walking exercise to
one’s routine, one can reduce the chances of having a stroke by
30% or more, depending on the routine followed by the in-
dividual. In the future,more parameters will be studied that can
reduce the chances of having CVDs and strokes and improve
the mental health of the individuals.
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Tamil is an old Indian language with a large corpus of literature on palm leaves, and other constituents. Palm leaf manuscripts were
a versatile medium for narrating medicines, literature, theatre, and other subjects. Because of the necessity for digitalization and
transcription, recognizing the cursive characters found in palm leaf manuscripts remains an open problem. In this research, a
unique Convolutional Neural Network (CNN) technique is utilized to train the characteristics of the palm leaf characters. By this
training, CNN can classify the palm leaf characters significantly on training phase. Initially, a preprocessing technique to remove
noise in the input image is done through morphological operations. Text Line Slicing segmentation scheme is used to segment the
palm leaf characters. In feature processing, there are some major steps used in this study, which include text line spacing, spacing
without obstacle, and spacing with an obstacle. Finally, the extracted cursive characters are given as input to the CNN technique
for final classification. +e experiments are carried out with collected cursive Tamil palm leaf manuscripts to validate the
performance of the proposed CNN with existing deep learning techniques in terms of accuracy, precision, recall, etc. +e results
proved that the proposed network achieved 94% of accuracy, where existing ResNet achieved 88% of accuracy.

1. Introduction

For future generations, knowledge from many academics
was conserved in both written and oral forms. India went
through several ages of speech, drawing, and painting.
Writing evolved from drawing through a sequence of
natural steps [1]. Different sorts of writing resources, such
as leaves, wood, stones, barks, metals, and so on, were
found as writing increased. Palm leaves were frequently
employed among all accessible materials due to their
abundant availability and ability to endure harsh preparing.
Palm leaf scripts are an important component of India’s
written history [2–4]. Palm leaf manuscripts in various
Indian languages and written scripts may be found all

across the nation in temples, libraries, and museums. An
average life of Palm leaves has 300–400 years, despite their
conditioning capabilities and many processing, preserva-
tion, and conservation procedures. Numerous palm leaf
manuscripts written three centuries ago are now in a state
of deterioration, and we risk losing the rich material
contained on them [5]. +ese valuable manuscripts provide
in-depth knowledge of Astronomy, Literature, Ayurveda,
Construction, and Fine Arts written in many vernaculars
and scripts from diverse times. In ancient times, the only
method to repair and convey this precious material to
future age group was to rewrite it. Digitization is being
utilized to generate digital pictures of texts to preserve their
information as technology advances.
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Tamil is among the world’s oldest and most recognized
languages, having a rich literary heritage. In the ancient
period, poets employed Palm leaves, notably in Tamil
Nadu, to conceal information [6]. Sangam literature,
masterpieces, Vaishnava, Saiva, medicinal works, gas-
tronomy, astrology, Vaastu, gems, music, dance and
theatre, and Siddha are all included in the ancient liter-
ature.+e value of ancient medical texts in Tamil, as well as
the necessity to preserve them, has piqued the interest of
numerous academics in the recent decade [7]. +e con-
served old medical writings in Tamil by saints such as
Agathiyar were generated for the first phase of a digita-
lization process to preserve medical materials, and around
10,000 manuscripts were successfully scanned [8]. For
digitizing historical documents, handwritten character
identification apps used three key methods: statistical,
structural or syntactic, and neural network-based
techniques.

Optical Character Recognition (OCR) is a method for
converting various sorts of documents, such as scanned
papers. +is method can be classified as either offline or
online. Offline handwriting recognition often uses a scanner
to acquire the writing optically, and the entire writing is
provided as an image [9–11]. Because the characters are
identified as they are written, online handwriting recogni-
tion is also known as real-time recognition. Online OCR
employs pen-based input devices to record the sequence of
coordinate points as the character is typed [12]. Handwritten
character recognition becomes complex due to various
variations in the shape of characters, different writing styles,
and overlapping and interconnection of neighboring letters.
It also depends on the individual because we do not write the
same character in the same manner. It is challenging to
create an OCR system with good recognition accuracy for
Tamil script [13].+e primary goal of this method is to detect
Tamil cursive letters in palm leaf manuscripts. +is is ac-
complished by categorizing the characters into relevant
categories based on characteristics collected from each one.
+e steps below will assist in achieving greater accuracy.

(i) Image Preprocessing
(ii) Feature Extraction
(iii) Segmentation
(iv) Classification using CNN.

+e leaf characters are segmented by using text line
slicing, where noises are removed, and morphological op-
erations are carried out in the work. Finally, the palm leaf
characters are classified by using CNN model. +e experi-
ments are conducted on the collected dataset by using
various parameter metrics.+e remaining paper is organized
as follows: Section 2 consists of Literature Review. +e
proposed methodology is presented in Section 3. +e vali-
dation of projected methodology along with existing tech-
niques on the collected cursive Tamil palm leaves
manuscripts is presented in Section 4. Lastly, the research
work conclusion with its future work is given in Section 5.

2. Literature Review

Tamil, one of the world’s oldest languages, is gaining
popularity among scholars throughout the world due to its
historical relevance and capacity to persist for centuries.
Individual interests and ideologies of academics have shaped
study on palm leaves manuscripts in Tamil poetry over the
periods and in a variety of ways. +e most prevalent topic of
research in the actual world is cursive character recognition
of ancient Tamil characteristics, and it focuses on the
documentation of Tamil characters to guarantee that a large
amount of data is gathered. However, due to improper care,
palm leaf manuscripts have been destroyed, as numerous
people held them by default. As a result, a rigorous ex-
amination of Tamil palm leaf texts, translation, and cata-
loguing of their publishing were necessary. +ousands of
palm leaf texts exist in the hands of institutes and specific
healers, but they must be digitized, and proper catalogues
were developed for the future. Similarly, numerous re-
searches on the cursive handwriting recognition of the Tamil
language are included in the survey. +ere is, however, no
universal technique for identifying cursive Tamil letters
(with sufficient accuracy) in their whole. As a result, various
approaches have been used in each stage of the recognition
process.

As such, this work is one of the first attempts to build
cursive training datasets by manual and automated segre-
gation of Tamil palm leaf scripts. Future researchers could
make use of the data set to develop expert systems that could
then be used for a range of purposes, such as a character
classification founded on the period they have changed and
the documentation of extinguished characters, and the
documentation of characters whose shape could have al-
tered. +e study aimed to separate old Tamil palm leaf
writings to provide a huge quantity of information about the
cursive Tamil character. +ere have been no previous in-
vestigations on the identification of cursive characters in
Tamil palm leaf texts. +e +imuNet of CNN is used in this
research project to classify cursive Tamil characters, and its
performance is confirmed. In the future, the produced
training data might be utilized as input and fed into other
deep learning systems for further categorization and finding
of the cursive letters contained in manuscripts written in
Tamil.

Ali and Joseph [8] developed a CNN perfect for dis-
pensation real-time input pictures including Malayalam
characters and the job of segmenting words and typescripts
from an image and attractiveness prediction using the CNN
model. +e feature extraction job in this model is done
implicitly in CNN by the gradient descent technique. +is
technique is efficiently utilized for digitizing Malayalam
script, which comprises 36 consonants and 13 vowels, is
approved out in stages, and has obtained an accuracy of
97.26 percent for the training dataset.

Balakrishnan and Pavithira [9] suggested a method for
optimizing CNN using Simulated Annealing, demonstrating
the efficiency of character appreciation. +ey discussed
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several deep learning approaches, the capabilities of CNN,
and ways for training CNNs. According to the definition,
“character recognition is the process of classifying and
distinguishing characters in an input picture and converting
them to ASCII or any similar machine-accessible form.”+e
suggested approach assessed the OCR accuracy of multiple
language texts from numerous books, revealing that the
accuracy of CNN by SA is higher than the unique CNN.

Hossian and Afrin [10] provided TEMPLATE MATCH-
ING, a method for extracting characteristics from pictures and
identifying precise characters to generate written documents.
+ey claimed, “OCR operates similarly to the human capacity
to read.”+e picture glance at by the scanner will be the source
for the OCR scheme in the same manner as an image viewed
by human eyes is the source for the brain in the natural
process.”+ey said that thismethodology works by comparing
the picture’s derived image characteristics and the template for
each conceivable displacement. Techniques for word identi-
fication and finding in images and videos may be classified as
connected component-based methods and texture-based
methods. We informed numerous ideas regarding Template
Matching, OCR, and the many stages required in Template
Matching implementation. +ey tested the scheme by asso-
ciating the outcomes of taught datasets to those of unprepared
datasets, with accomplished datasets providing 100% accuracy.

According to Baskar [11], the palm leaf was a frequent
writing material in primeval India, with the most basic
surviving specimens. Furthermore, beginning in the sixth
century, the Palmyra palm was employed for document
production. Analysts and preservationists have recently been
interested in the preservation of records and texts. +ere has
been some awareness in this respect, and their preservation
is important. +ere was a separate custom for palm leaf
manuscripts, in which old texts that had become irreversible
had to be encrypted on fresh leaves, and the old ones were
disposed of in a river. Furthermore, religious laws prohibited
pundits from deporting the manuscripts to secure detention
facilities. Lack of finances, insufficient apparatus, resources,
and qualified staff in document sources are the mechanisms
that impede effective care of palm leaf works.

Sageer and Francis [14] suggested a digital library for
rare texts as a method for preserving palm leaves. +e rate of
deterioration to endangered records is higher in a variety of
ways, and such leaflets are typically not constrained to the
limited bounds of traditional library schemes.+ey are more
commonly found in private groups, official records, and
institutional collections. +e risk of harm is greater with
private groups. Making a digital assortment for endangered
materials significantly alleviates this situation. +is research
examines the different procedures of creating a digital ar-
chive for endangered materials and user attitudes toward
usability; it focuses especially on user attitudes toward the
digitization of palm leaf manuscripts.

According to Devika and Vijayakumar [12], traditional
wisdom helps establish long-term interactions between
humans and nature. +e purpose of this study was to dif-
ferentiate the contents of palm leaves that can be digitized,
the details for digitization, and the various techniques of
scanning a palm leaf document. Statistical techniques were

used to analyze the collected data. +e study provides useful
information on the current collection of palm leaf organi-
zations in Tamil Nadu, such as public libraries and private
organizations, and nongovernmental administrations. It is
critical to have a sufficient quantity of knowledge on the
various approaches offered in Tamil Nadu’s palm leaf library.
+is study indicated that manuscript conservation by dig-
italization is one of the most successful and helpful ap-
proaches; however, it is time-consuming and expensive.

Various knowledge schemes were documented in an-
cient India using palm leaf scrolls, according to Narenthiran
and Ravichandran [13].+e wisdom was primarily conveyed
through the traditional Sanskrit language in various scripts.
+is study is based on five document libraries in Tamil Nadu,
which are a mix of libraries of varying statuses with superior
manuscripts. +is research concentrated mostly on the
cataloguing of manuscripts and the operations associated
with digitalized these archives. +e study was based on a
national goal, and the papers were recognized.

Sabeenian et al. [15] evaluated localized binarization
techniques on Tamil palm leaf scripts, which were recorded
to hold a huge quantity of info that is highly useful in ev-
eryday life. To protect the data on the palm, digital pictures
of each leaf were evaluated and preserved. When necessary,
these pictures can be accessed. However, the storage volume
required for each leaf is considerable, which raises the cost.
+ese pictures must be binarized in order to acquire only the
segmentation and storage. Several computer scientists have
been stymied by poor reported picture binarization. +is
research focuses on palm leaf manuscript pictures that have
been binarized using the Sauvola, Niblack, Bradley, and Nick
binarization methods.

According to Kiruba et al. [16], one of the most essential
phases in manuscript recognition is character segmentation
in Tamil palm script. Tamil is India’s most frequently used
script, and palm scripts contain consonants, modifiers, and
vowels. In addition, the accuracy of the recognition ap-
proach is influenced by separate letters; therefore, suitable
segments are necessary. +is paper shows the image seg-
mentation from palm leaf manuscripts of Tamil handwritten
letters. +e technique consists of three steps: background
removal using the Otsu algorithm to separate texts, character
segmentation, and line segmentation. +is paper proposes a
simple histogram-based method for segmenting Tamil palm
script characters and discusses many obstacles to Tamil
script segmentation.

As Ghosh et al. [17] note out that palm leaf works show a
significant role in India’s prized national legacy, particularly
in relations of their extraordinary accumulation of famous
knowledge. Prior to the invention of paper, palm leaves were
most commonly utilized resources for encrypting messages
and literature. +ese books have survived the centuries and
are still highly valuable today. +e elements that deteriorate
palm leaf documents have been investigated, with their
conservation strategy, using both ancient and modern ap-
proaches. Because palm leaf works are important for
knowledge conservation, the research suggested that they be
conserved as a first step. +e research also suggested that the
most essential task of today’s archivists and libraries is to
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find efficient methods for the conservation of palm leaf
works.

Rendering to Challa and Mehta [18], there are numerous
businesses in India dedicated to protecting the earliest palm
leaf scripts, owing to the importance of preserving the
valuable texts of knowledge. Both natural and artificial
processes influence palm leaves throughout time. With the
advancement of technology worldwide, this research
attempted to digitize palm leaf scripts required in a uni-
versity library. One specific goal was to create an efficient
method of palm leaf texts for efficient information retrieval.
Segmentation, picture augmentation, processing, acquisi-
tion, and compression are only a few of the techniques
available. All of these technologies use distinct algorithms
that are effectively applied and produce the intended results.
Given that ideal identification rates are not feasible with
warped media and noise, selecting a proper image pro-
cessing approach is important. +is research focuses on
image processing systems and algorithms utilized on palm
leaf texts projected by many scholars for effective data
recovery.

Vinoth et al. [19] investigated a method that aids in the
conservation of palm leaves. +e Tamil language has been
identified as one of the world’s classical languages. Tamil
Nadu was discovered to be a location where palm leaf
writings have been preserved. However, there are difficulties
encountered with the protection of palm leaf writings. As a
result, this research absorbed on the significance of con-
serving palm leaf work by converting it to digital text format.
Digital gadgets are currently used for this resolution of
conservation. +is digital technology aims to accurately
transform the characters and preserve the documents.
Overall, the first step is to scan the palm leaf text and convert
it to an image layout before saving it in a record. Following
that, the pictures should be converted into a digital text
format.

+e major goal of Sonam and Poornima’s [20] study
was to create a system that allowed Tamil character
identification from palm leaves, as well as caption
through the captured pictures and preserving them for
future use. Confident training devices have been carried
out using a variety of approaches; however, the proce-
dure of distinguishing the postures of Tamil characters is
difficult. It is also worth noting that the Tamil language
is considered complex compared to other languages due
to the existence of curves, slopes, pits, and twists,
resulting in variations in different writing styles. Many
researches necessitate the adaptation of ancient Tamil
characters to current characters to certify that the goal of
developing computerized schemes for improving human
knowing comprehension is increased. +is suggested
research is thought to be useful for segmenting Tamil
characters and keeping them in an orderly folder, as well
as for subsequent image processing. To enumerate the
statistical characteristics of the segmented characters,
GLCM matrix feature extraction is used. At this phase,
utilizing GLCM characteristics, the segmented Tamil
characters are distinguished from those in palm leaf
manuscripts.

Convolutional neural networks can be used to recognize
Tamil palm-leaf characters, as demonstrated by Sabeenian
et al. [21]. Five layers of CNN were used in this study:
convolution, pooling, activation, fully connected, and soft-
max classifiers. Scannable photographs of palm-leaf man-
uscripts were used to compile the database of character sets.
+ere are 15 separate classes in the database, and each class
has roughly 1000 samples. Generally speaking, CNN Clas-
sifier’s recognition is determined to be between 96.1 and 100
percent. For each CNN layer, we extract a big quantum,
resulting in an improved prediction rate.

3. Proposed Methodology

+is section explains the workflow of the projected scheme,
where the four major steps are included. +e first step is the
collection of cursive Tamil palm leaves scripts, followed by
background removal, feature extraction, and classification as
the further steps. Figure 1 shows the workflow of the pro-
posed methodology. +e following section describes the
significant things that are applied in the proposed model.

3.1. Dataset. +e cursive Tamil palm leaf manuscripts are
collected from the online images and stored in the database
to document the target characters. In total, 100 images of
cursive palm leaf texts are collected. Figure 2 displays the
sample collected cursive palm leaf texts. +is data set is
enhanced and experimented by different methods, which are
represented in the following section.

3.2. Preprocessing. Digitized palm leaf manuscripts image
has dark leaf color as background and text in the foreground.
+e presence of pickup noise in palm leaf manuscript images
that happens while scanning or taking photo using the
digital camera can either be reduced by sharpening or using
any morphological methods. +e sample image of the digital
noise occurred image is shown in Figure 3. +e noise re-
moval is a necessary step to obtain useful information from
digital text images. In preprocessing, the background has
converted as black and foreground text as white in colors
from the range of 0 to 255 into 0 and 1 only so that the
characters are very clear and easy for processing. +e
background removal and morphological operations are the
methods to promote the images to be suitable for text line
segmentation. According to the shapes of the leaf, the images
are processed by the morphological operations, where
structuring element is applied to an input image and ob-
tained the output image with same sizes. In MATLAB, a
structuring element called strel is included for this opera-
tion, and finally, the output is obtained. By using this op-
eration, noise and texture that are caused by simple
thresholding are removed efficiently.

3.2.1. Background Removal. In most of these systems,
binarization is the scanned gray level image (labeling each
pixel) print or background in document image analysis.
Binarization is a process of assigning 0 s and 1 s using fixed
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Input Cursive Tamil Palm
Leaf Manuscript

Pre-processing using
background removal and
Morphological operations

Feature Processing using
Text Line Slicing

Classification using CNN of
�imuNet

Performance Validation

Figure 1: Working procedure of proposed methodology.

Figure 2: Sample cursive Tamil palm-leaf manuscript.

Figure 3: Sample noise occurred image before preprocessing.
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threshold value. +e fundamental idea of the fixed binar-
ization method [21] is expressed in terms of relation. +e
background of palm leaf manuscripts can be taken as black
by 0 and the foreground text as white by 1. Here, T shows
global threshold value 50. After background removal, the
preprocessed sample output image is shown in Figure 4(b)
for the considered input image in Figure 4(a).

g(x, y) �
1, if f(x, y)≥T,

0, otherwise,
􏼨 (1)

where “x andy” is an input image sampled from the input
data distribution, and “g” is the ground truth image cor-
responding to the input image.

3.2.2. Morphological Operations. In this operations, dilation
and erosion are the fundamental operations. Addition of
pixels with the boundaries of text objects in an image is
known as dilation. Dilation is used to add pixels to the edges
of regions or to fill in gaps in the image [22]. Erosion is the
inverse of dilation. While dilatation raises the size of borders
and fills holes, erosion diminishes the size of boundaries and
enlarges holes. +e reversal of this operation, i.e., extricating
the pixels from the text object boundaries, is termed erosion
[20]. In order to process the text-image in palm leaf man-
uscripts, the pixels may be added or removed depending on
the size and shape of the text. In grayscale morphology, the
images are mapped into the Euclidean space or grid
ES∪ r, −r{ }, where the grayscale erosion of the palm leaf
image i by text boundaries b is given as in the following
relation:

(iΘb) � 􏽚
∝

yεB
[i(x + y) − b(y)]. (2)

3.3. Feature Processing. +e text line segmentation in
cursive Tamil palm leaf scripts is a Herculean task, and it
influences till the end of the character recognition process.
An absence of text line segmentation process is not possible
for the successful character segmentation and character
recognition in Tamil palm leaves. +e TLS is applied on the
preprocessed binary palm leaf text images to segment the
text lines. +e new way of approach in-text line segmen-
tation of Tamil palm leaf images is to determine whether
the obstacle is present between the text lines. Whenever the
strokes of the character exceed from the text zone and
extend in the space between the lines, then it is considered
to be an obstacle in this case. +e same is depicted in
Figure 5.

3.3.1. Space without Obstacle. +e TLS, the text lines of
Tamil palm leaf texts where the text line has enough space to
the subsequent text lines or an elongation of character does
not reach the below text line as in (Figure 6, are considered as
space without obstacle or standard category. TLS can seg-
ment these text lines without any complication.

3.3.2. Space with Obstacle. +e presence of an obstacle in the
space between the text lines can be categorized into two by
the length of an obstacle that helps decide whether it is
touching or overlapping text line. In Tamil character, an
obstacle is an important part of deciding the character. +e
length of an obstacle that extends and reaches the subse-
quent text line is known as touching text lines (Figure 7).+e
first line character “யு/you/” is touching with the next line
character “த/tha/”. In Tamil, the text line segmentation is
complicated because if we ignore an obstacle of the character
“யு”, it becomes “ய”, and if we cut an obstacle in a fixed
length, the second line character “த/tha/” becomes “தி/thi/”.
+e overlapping text lines also have the same wrong pre-
diction problem as touching text lines when we precede by
existing text line segmentation algorithms. +e proposed
TLS solves the problem of touching and overlapping text
lines by fixing the cutting edge at the end of an obstacle and
also prevents wrong predictions of the character.

+e purpose of text line segmentation is to precede the
character segmentation. +e touching and overlapping text
lines complicate the text line segmentation and make the
further process unproductive. An overlapping text line
builds complication in-text line segmentation. An obstacle
pervades the text zone of subsequent lines and mixed up
with the character strokes that may precede wrong character
prediction or different from expected character.

3.3.3. Text Line Slicing (TLS). +e proposed TLS line seg-
mentation algorithm identifies an extension of character
strokes using four variables such as Vertical space (Vs),
Horizontal space (Hs), Vertical Track (VT), and Horizontal
Track (HT). +e variable Vs used to count zeros vertically to
know the stroke of a character exists in text line of binarized
Tamil palm-leaf manuscript image. +e total columns count
of zeros is assigned to the variable VTand compared with the
threshold.+e value 1 denotes that the space has no obstacle,
and 0 represents an obstacle.+e variable Hs is used to count
the zeros horizontally and the total value assigned to HT,
and then, it is compared with a threshold value. +ree values
are used to decide whether an obstacle is present or not; zero
(0) defines the space between the character in text line; one
(1) defines that the character has an obstacle; and two (2)
defines that the space is not found, which means that the
character exists concurrently.

+e obstacle creates touching text lines that can be
defined by Connected Component (CC).+e connectivity of
the character is calculated by the weight of the character
using CC. +e touching and overlapping text line characters
are considered single characters when they are connected to
each other (Figure 8). An algorithm implementation
(Figure 8(a)) proves obstacle identification in the space
between the text lines, defines the category of connected
characters by connected component, and calculates the
weight for the character. When the minimum weight of the
character identifies the TLS, the algorithm implements
cutting edge (Figure 8(b)) to segment the connected text
lines. Cutting edge is a breaking point of touching characters
in text lines. +e CC provides continuation of the character
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Figure 4: Preprocessed sample output image. (a) Input image. (b) Background removal. (c) Morphology.

Figure 5: Sample obstacle.

(a) (b)

Figure 6: Some of the sample text lines. (a) No obstacle, (b) obstacle not reached to the below text line.

touching
characters

ignoring
obstacle

cut in fixed-
length

Figure 7: Sample obstacle defined in the text line.
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strokes and also vertical stroke values. +e minimum value
of the character stroke is known as the end of an obstacle that
must be fixed as a cutting edge for the text lines. +e sample
images are shown in Figure 9.

3.4. Convolutional Neural Networks. Segmented and
feature scaled images are given to the classifier model, which
is CNN. Despite their popularity, ANNs were incapable of
handling big datasets in recognition/classification respon-
sibilities. To overwhelm these problems, profound learning
is a new learning machine paradigm. It is a stacked, mul-
tilayered neural network. Earlier versions of the neural
network, including the earliest perceptron, were superficial
with one input and one output layer and a hidden layer
between them. Each node layer in a deep-learning network
trains on a range of features depending on the earlier layer
output. An ideal will be well-organized if hidden layers can
learn complex characteristics from seen data. Deep neural
networks outperform previously unknown data. CNNs
utilize a variant of the multilayer perceptron to meet the
criterion of minimum preprocessing. CNNs are made up of
an automated feature extractor and a trainable classifier with
several layers, such as

(i) Convolutional Layer (CL),
(ii) Pooling Layer (PL),
(iii) Fully Connected Layer (FCL).

3.4.1. CNNArchitecture. CLs and PLs are used in basic CNN
models, which offer a common architecture. CNNs apply a
sequence of convolution operations on the input, with or
without pooling and a nonlinearity activation function, and
then send the output to the next layer.+e CL employs filters
(F) to extract important characteristics from the input
picture for further processing. Each filter provides a unique
property for accurate prediction. To maintain the image’s
size, the (zero padding) same padding is utilized; otherwise,
its assistances decrease the sum of features. Each CL’s
convolutional output may be represented as

Out �
Lin + 2 × Pad − F( 􏼁

S
+ 1, (3)

where Lin is identified as an input length, Out is identified as
a length of the output, S is identified as a stride to filter slide,
and Pad is identified as a padding.

A CL comprises generally 3-dimensional input (Hin×

Win × Cin), where the height and width of the input are Hin
and Win and the channels of the input are Cin. +e calcu-
lation of the output function for each layer is exactly the
same. +e CLs produce parameters, neurons, and various
connections, as mentioned earlier.

P � Wt + B, (4)

where B is a Bias, Wt is a weight of the CLs, and P is a
parameter. A CL weight can be calculated as

Wt � Cout × Hin × Win( 􏼁 × Cin, (5)

where Cout is output channels of the previous layer.
CLs and PLs are used in basic CNN models to offer a

common architecture. CNNs use a succession of convolu-
tion operations to the input, coupled with/without pooling
and a nonlinearity activation function, before sending the
output to the subsequent layer. +e filters (F) are used in the
CL to extract important characteristics from the input
picture for further processing. Each filter provides a unique
property for precise estimate. To keep the picture size the
same, identical padding (zero padding) is used; then, valid
padding is used since its assistance decreases the sum of
features. Each CL’s convolutional output may be written as

Wout �
Win − F( 􏼁

S
+ 1,

Hout �
Hin − F( 􏼁

S
+ 1,

(6)

where Wout and Hout are height and width of the output, and
Win and Hin are height and weight of the input.

+e weights and parameters change their values when
data flows over a deep network, occasionally making the data
too huge or too small. +is is called the problem of the
“interior covariate shift.” A modification in the distribution
of the domain of a function is called a covariate shift. Each
layer entry is affected in deep networks by its parameters,
which means that a slight network change can affect the
whole network. Such internal layer modifications may cause
the deep network to experience an internal covariate shift

(a) (b)

Figure 8: Sample text line slicing. (a) Implementation on Tamil palm-leaf manuscript, (b) cutting edge.
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issue. +is problem is generally overcome by normalizing
the data in each mini-batch. +e general formulae of Batch
normalization (BN) are presented in the next section. It is
used to allow every network layer to do learning more in-
dependently and used to normalize the output of the pre-
vious layer. In addition, overfitting is minimized, because it
has a slight regularization effect. BN operates on 4D inputs,
which may be represented as a small batch of 3D inputs.
During training, this layer retained a running evaluation of
its calculated mean and variance with a momentum of 0.1.

μ xi􏼂 􏼃 �
1
n

􏽘

n

i�1
xi, (7)

where μ[xi] is the mini-batch mean value, xi is represented
as the value of the mini-batch elements, and

σ2 xi􏼂 􏼃 �
1
n

􏽘

n

i�1
xi − xi􏼂 􏼃( 􏼁

2
, (8)

where σ[xi] is the mini-batch variance values:

􏽢xi �
xi − μ xi􏼂 􏼃

������

σ2 xi􏼂 􏼃

􏽱 + ϵ, (9)

where 􏽢xi is the mini-batch normalization:

Yout � c􏽢xi + β, (10)

where Yout is the mini-batch normalized value, and c and β
are the learnable parameters:

f(x) � max(x, 0), (11)

where f(x) denotes the nonlinear activation function. +e
goal of FCL is to use the characteristics of the CLs and PLs to
classify pictures into distinct classes based on the training
dataset.

As previously mentioned, a computationally simple and
efficient cursive character specific neural network system is
the aim. To accomplish this, a six-layer architecture is
proposed, with each layer essentially including CL>Batch
Normalization (BN)>ReLU>Max Pooling Layer (Max-PL)
(see Figure 10). PLs are employed in the projected model to
lower the spatial dimensions, which implies that they will
lessen the number of parameters inside the model, with a
process known as downsampling or subsampling. Following
each PL layer, BN is employed to deal with the interior
covariate shift difficult. As the network becomes deeper, it
may become trapped in the saturation area, resulting in a
vanishing gradient issue/problem. To address this, the
planned network employs Rectified Linear Unit (ReLU).+e
complex patterns in the input data are learned by the net-
work using activation function, and ReLU is considered as
an activation function in this model, where it does not
activate all the neurons at the same time. +e goal of FCL is
to use the convolutional and PL features to categorize the
input picture into multiple classes depending on the training
dataset.

+e subsections that follow provide a brief explanation
of the suggested CNN model construction.

Figure 9: Illustration of the unique palm-leaf manuscript representing characters attained as an output with the typescripts.
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(1) �imuNet Architecture. In the preceding sections, a
fundamental introduction of CNN architecture was pre-
sented. +is section discusses the proposed CNN architec-
ture “+imuNet,” which is meant to identify handwritten
cursive characters. +e goal is to create a CNN model that
can learn differentiating features for handwritten character
identification in a fraction of the time and space required by
present models. Figure 10 depicts +imuNet’s architecture,
which consists of six levels. +e input image has a resolution
of 64∗ 64 pixels. First, the supplied image is scaled to
(64∗ 64) pixels in size. +e first layer then receives picture
pixels as input. Each CL alternates with a subsampling or
pooling layer, which takes the pooled maps as input.

CL, Max-PL, and FCL are denoted as Cx, Mx, and FCx

correspondingly, in the following discussion, where x is the
layer index. +e input for the first CL, C1, will be
64 × 64 × 1. +e output of C1∗ (“C” after numerals rep-
resents layer number), ReLU, and batch normalization is
applied. As a consequence, 22 subsampling processes were
performed. M2 is a max-PL with 32 feature maps of 32× 32
dimensions. Table 1 shows the calculation of trainable
characteristics and trainable links. +e C3 layer has 64
feature maps. C3’s output feature maps are linked to M4.
ReLU and BN are implemented after each CL layer. C5, C7,
and C9, like the previous convolutional layers, convolute the
prior feature maps. Max-PLs are linked to each subsequent
CL.

+e output volume will be 512 (2× 2× 512) after the final
layer. As a result, they can extract characteristics that are
more resistant to local changes of the input pictures. +is FC
layer has been flattened to 1× 1× 2048, used to compute the
class scores. +is entire layer scheme is similar to a con-
ventional feedforward network by overlapping the map
element and kernel element input on each specific layer and
adding results together for the output to that particular layer
after calculation. Gradients of error have been calculated via
backpropagation. Gradient descent was employed to update
all network weights (equation (5)) and parameter values

(equation (4)) to reduce output errors. A concise archi-
tectural indication is as follows: 32C1 − BN − RELU − 2P2 −

64C1 − BN − RELU − 2P2 − 128C1 − BN − RELU − 2P2 −

256C1 − BN − RELU − 2P2 − 512C1 − BN − RELU − 2P2 −

2048FC OUTPUT.where XCy denotes a CL with a total of X
kernels and a stride of y pixels in this representation, MP n
signifies a Max-PL 8 with a M × M pooling window and a
stride of n pixels, BN signifies a Batch normalization 18, and
NFC signifies a FC layer with n neurons.

4. Results and Discussion

As previously stated, the objective of this study is to provide
a superior CNN model than the current models for the
gathered cursive dataset. To build the suggested neural
network design, PyTorch7 was used as the Python-based
framework. On these gathered datasets, evaluation of many
modern models such as LeNet5, ResNet (18/34/50), AlexNet,
DenseNet121, InceptionNet v3, and others was also con-
ducted to have a comparative analysis. All of these trials are
carried out on a system equipped with Intel Core i3 CPUs,
16GB of RAM, and an NVIDIA graphics card with 4GB of
internal memory and 768 CUDA cores.

4.1. Result Evaluation of Proposed �imuNet. +is section
validates the proposed CNN performance with other
techniques in terms of various parameter metrics. +e major
parameters such as Precision, Balanced Classification Rate
(BCR), Recall, Sensitivity, Misclassification Penalty Metric
(MPM), Specificity, Balanced Error Rate (BER), F-measure
based on sensitivity and specificity, Peak Signal to Noise
ratio (PSNR), and Distance Reciprocal Distortion (DRD)
can be computed for the Tamil Palm leaf manuscripts.
However, in this work, only a few parameters are considered
for the validation process; the reason is that it is a collected
cursive Tamil Palm Leaf manuscript and cannot apply all
major parameters.

Conv1

64
64

64 128 256 512

2048

FC Output

Number of 
Classes

Maxpool
(2x2)

Maxpool
(2x2)

Maxpool
(2x2)Maxpool

(2x2)Maxpool
(2x2)

32

32

32
16

16
8 8

4

4

Conv2
Conv3 Conv4

Conv5

Figure 10: Proposed modified CNN architecture—+imuNet.
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Accuracy �
(xp + xn)

(xp + yp + xn + yn)
,

Recall
Sensitivity

�
xp

(xp + yn)
,

Precision �
xp

(xp + yp)
,

F1 − Measure � 2
Precision × Recall
Precision + Recall

,

(12)

where xp is denoted as True positive, xn is denoted as true
negative, yp is described as false positive, and yn is rep-
resented as false negative.

+e reason for comparing various pretrained models on
CNN is that they are significantly more accurate than the
custom-built model of CNN. In addition, the pretrained
models can effectively train on large datasets and directly use
the weights and architecture obtained to detect the cursive
characters of Tamil on palm leaves. LeNet is the base for all
ConvNets, which is mainly used for detecting the handwritten
characters. ResNet is used to solve the vanishing gradient
problem by making the CNN to construct with more than
thousands of convolution layer without the increase of
training error percentage and outperform the shallower
networks. AlexNet is developed by using eight layers with
learnable parameters, which has the ability to leverage GPU
for training and being able to train with vast numbers of
parameters. In DenseNet, each layer is connected to every
other layer, and it also alleviates the vanishing gradient
problem. Moreover, the features are reused in this model,
feature propagation is strengthened and minimized the
number of parameters. Initially, the proposed CNN perfor-
mance is validated with the existing technique in terms of
PSNR and BER [23], tabulated in Table 2 and Figure 11.

+e performance of the technique is improved when the
PSNR level is high and BER is low. For instance, LeNet and
AlexNet have low PSNR values (5.77 and 7.08), whereas
ResNet and DenseNet achieved nearly 16 of PSNR. But the
proposed +imuNet achieved 17.74 of PSNR. +e existing
techniques such as LeNet and AlexNet achieved high BER
(i.e., nearly 28.5), where ResNet and DenseNet achieved 11.9
and 7.52 of BER. +e proposed+imuNet achieved very low
BER, i.e., 6.06, when compared with other existing tech-
niques. +e reason is that the proposed +imuNet is well
adapted with all input features. Table 3 and Figure 12 show
the experimental results of proposed +imuNet on preci-
sion, recall, sensitivity, specificity, and F-measure.

In the precision experiments, the LeNet achieved 63%,
AlexNet achieved 84%, ResNet achieved 91%, and DenseNet
achieved 94%, but the proposed +imuNet achieved only
92%. +e reason is that some features are wrongly classified,
and some collected cursive writings are not properly re-
moved by using preprocessing techniques. After that, recall
and sensitivity experiments are carried out to validate the
performance of the proposed +imuNet. +e existing
technique LeNet achieved 65%, ResNet achieved 79%,
AlexNet achieved 47%, and DenseNet achieved 86%,
whereas the proposed +imuNet achieved 89% recall and
sensitivity. +is proves that the proposed net achieved better
performance than existing techniques. Finally, specificity
and F-measure experiments are performed. All the existing
techniques achieved nearly 85% to 90% of F-measure and
93% to 99% of specificity, where the proposed +imuNet
achieved 90.51% of F-measure and 99% of specificity. Table 4
and Figure 13 provide the comparative analysis of proposed
+imuNet with existing techniques in terms of accuracy.

+e above table and Figure clearly prove that the pro-
posed+imuNet achieved higher performance than existing
techniques in terms of accuracy. For example, the LeNet
achieved 71% accuracy, ResNet achieved 88% accuracy,

Table 1: Summarization of different parameters of the proposed +imuNet.

Convolutional layer Parameters Neurons Connections Activations
Layer 0- INPUT
(64× 64) 3 channels 0 0 0 64× 64× 3 A� 12,288

Layer 1- FILTER (5× 5)
32 outputs

Wt� 32× (5× 5)× 3 B� 32
P� (2400 + 32)� 2,432

(64× 64)× 32
N� 1,31,072

C� 32,76,800
(64× 64)×

32× (5× 5)

Conv� 64× 64× 32
pool� 32× 32× 32

BN� 64× 64× 32 A� 294,912

Layer 2- FILTER (5× 5)
64 outputs

Wt� 64× (5× 5)× 32 B� 64
P� (51200 + 64)� 51,264

(64× 64)× 64
N� 2,62,144

(64× 64)×

64× (5× 5)
C� 65,53,600

Conv� 32× 32× 64
BN� 32× 32× 64

pool� 16×16× 64 A� 147,456

Layer 3- FILTER (5× 5)
128 outputs

Wt� 128× (5× 5)× 64 B� 128
P� (204800 + 128)� 2,04,928

(64× 64)× 128
N� 5,24,288

(64× 64)×

128× (5× 5)
C� 1,31,07,200

Conv� 16×16×128
BN� 16×16×128

pool� 8× 8×128 A� 73,728

Layer 4- FILTER (5× 5)
256 outputs

Wt� 256× (5× 5)× 128 B� 256
P� (819200 + 256)� 8,19,456

(64× 64)× 256
N� 10,48,576

(64× 64)×

256× (5× 5)
C� 2,62,14,400

Conv� 8× 8× 256
BN� 8× 8× 256

pool� 4× 4× 256 A� 36,864

Layer 5- FILTER (5× 5)
512 outputs

Wt� 512× (5× 5)× 256 B� 512
P� (3276800 + 512)� 32,77,312

(64× 64)× 512
N� 20,97,152

(64× 64)×

512× (5× 5)
C� 5,24,28,800

Conv� 4× 4× 512
BN� 4× 4× 512 pool� 2× 2× 512

A� 18,432
Fully connected layer
(FC layer)—46 class
outputs

Wt� 512× (2× 2)× 46 B� 46
P� 94,208 0 0 A� 46
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AlexNet achieved 66% accuracy, DenseNet achieved 92%
accuracy, and the proposed +imuNet achieved 94% ac-
curacy. Finally, the prediction time of proposed +imuNet
for classifying the cursive Tamil Palm Leaves Manuscript is
given in Table 5 and Figure 14.

+e existing LeNet, AlexNet, and ResNet prediction time
achieved nearly 1.08 seconds, while the DenseNet achieved

0.95 seconds for the classification. However, the proposed
+imuNet achieved less prediction time (0.80 seconds) than
existing techniques.+e proposed+imuNet achieved better
performance from all experimental analysis and classified
wrong cursive letters due to irrelevant features.+is problem
can be solved by incorporating efficient feature selection
techniques with proposed +imuNet.

Table 2: Validated results of proposed model with existing techniques.

Network type PSNR BER
LeNet 5.77 28.42
ResNet 15.69 11.9
AlexNet 7.08 29.74
DenseNet 16.08 7.52
+imuNet 17.74 6.06
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Figure 11: Graphical representation of proposed +imuNet in terms of PSNR and BER.

Table 3: Experimental results of proposed +imuNet with existing techniques.

Network type Precision (%) Recall (%) Sensitivity (%) Specificity (%) F-measure (%)
LeNet 63 65 65 79 63.87
ResNet 91 79 79 99 85.01
AlexNet 84 47 47 93 57.45
DenseNet 94 85 86 99 90.14
+imuNet 92 89 89 99 90.51
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Figure 12: Performance analysis of proposed +imuNet with existing techniques.

Table 4: Comparative analysis of proposed +imuNet on the basis of accuracy.

Network type Accuracy (%)
LeNet 71
ResNet 88
AlexNet 66
DenseNet 92
+imuNet 94
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Figure 13: Graphical representation of proposed +imuNet in terms of accuracy.
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5. Conclusion

Tamil is the world’s oldest languages and has attainment
popularity among scholars throughout the world due to its
historical relevance and capacity to persist for centuries.
Individual interests and ideologies of academics have shaped
study on palm leaves manuscripts in Tamil literature over
the periods and in a variety of ways.+emost prevalent topic
of research in the actual world is cursive character recog-
nition of ancient Tamil characteristics, and it focuses on the
documentation of Tamil characters to guarantee that a large
amount of data is gathered. However, due to improper care,
palm leaf manuscripts have been destroyed, as numerous
people held them by default. As a result, a rigorous ex-
amination of Tamil palm leaf texts, translation, and cata-
loguing of their publishing were necessary. +ousands of
palm leaf manuscripts exist in the hands of institutes and
separate healers, but they must be digitized, and proper
catalogues are developed for the future. Similarly, numerous
researches on the cursive handwriting recognition of the
Tamil language are included in the survey.+ere is, however,
no universal technique for identifying cursive Tamil letters
(with sufficient accuracy) in their whole. As a result, various

approaches have been used in each stage of the recognition
process.

+is work is one of the first attempts to build cursive
training datasets by manual and automated segregation of
Tamil palm leaf scripts. Future researchers could use the data
set to develop expert systems that could then be used for a
range of purposes, such as a character classification based on
the century they have evolved and the identification of
extinguished characters, and the identification of characters
whose shape could have changed. +e research attempted to
segregate ancient Tamil palm leaf scripts to produce a
massive amount of Tamil cursive character information.
+ere have been no previous investigations on the identi-
fication of cursive characters in Tamil palm leaf scripts. +e
+imuNet of CNN is used in this research project to classify
cursive Tamil characters, and its performance is confirmed.
In order to improve the performance of proposed model, the
weight of the input parameters must be optimized, which is
considered as future scope of this research model. In ad-
dition, preprocessing plays a major role in removing un-
wanted cursive writings; therefore, an effective
preprocessing technique is implemented along with the
developed model for better performance.

Table 5: Prediction time of proposed +imuNet for classification of cursive Tamil palm leaves manuscript.

Network type Prediction time (s)
LeNet 1.06
ResNet 1.09
AlexNet 1.04
DenseNet 0.95
+imuNet 0.80
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Figure 14: Comparative analysis of proposed +imuNet in terms of prediction time.
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Aiming at the inadequacy of the group decision-making method with the current attribute value as interval language information,
an interval binary semantic decision-making method is proposed, which considers the decision maker’s psychological behavior.
*e scope of this research is that this paper is based on localized amplification method.*e localized amplification method used in
this research may amplify physiological movement after removing unwanted noise, allowing the movement trend to be seen with
the naked eye, improving the CNN network’s mental identification accuracy.*ese two algorithms analyze the input picture from
various perspectives, allowing the CNN network to extract more information and enhance identification accuracy. A new distance
formula with interval binary semantics closer to decision-makers thinking habits is defined; time degree is introduced. An
optimization model is established to solve the time series weights by considering the comprehensive consistency of expert
evaluation. Based on prospect theory, a prospect deviation value is constructed and minimized weight optimization model, using
the interactive multiple attribute decision community making (TODIM) method based on the new distance measure to calculate
the total overall dominance of the schemes to rank the schemes. Taking the selection and evaluation of supply chain collaboration
partners as an example, the effectiveness and rationality of the proposed method are verified.

1. Introduction

With the increasing complexity of decision-making prob-
lems in various fields, individual decision-making has long
been unable to meet the requirements of scientific decision-
making, and group decision-making has attracted more and
more attention and attention from experts and scholars [1,
2]. For multiattribute group decision-making, most existing
research is based on the classical expected utility theory,
which assumes that the decision-maker is entirely rational,
but this is not in line with reality. Prospect theory [3, 4]
believes that decision-makers have systematic perception
bias in the decision-making process. Decision-makers do

not continuously pursue the maximum utility in behavior
but show reference dependence and loss aversion.*erefore,
it is necessary to consider the psychological behavior of
decision community makers in the decision-making process.

In addition, in the entire group decision-making process,
due to the limitations of gender and decision makers’
cognition, decision-makers are more inclined to give eval-
uations in natural language. [5] proposed a binary semantic
information evaluation model, which attracted the attention
of scholars at home and abroad. At present, the research
based on binary semantics mainly focuses on two aspects: on
the one hand, the research on binary semantics set counters
[6–10]. However, in the actual decision-making process, due
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to the ambiguity of decision-making information and the
limitations of decision-makers cognition, decision-makers
are often more willing to give evaluation information in the
form of interval language to reduce decision-making pres-
sure. In response to such problems, [11] showed the defi-
nition of interval binary semantics and several set counters
and used the interval binary semantic possibility formula to
sort the solutions; reference [12], based on the maximum
dispersion [13], defined a new interval binary semantic
Bonferroni average operator and its corresponding
weighting method; reference [14] combined interval binary
semantics and VIKOR method, and proposed an out-
sourcing supplier selection method; reference [15] proposed
a subway door failure risk assessment method based on
interval binary semantics and failure mode. *e method
proposed in the literature [11–15] has the following
shortcomings: first, the evaluation information is uniformly
distributed in the interval by default, and the distribution of
information in the gap that is more in line with the psy-
chology of decision-makers is not considered; second, most
of the existing research in the single static stage, [16] it is not
suitable for the situation that requires dynamic multistage
analysis; thirdly, the above methods all assume that the
decision-maker is entirely rational, [17] but in the actual
decision-making, the decision-makers psychological be-
havior is often bounded rationality. *e impact of social
media on mental health is stress, anxiety, and sadness which
have all been related to the social network use. Individuals
who often use digital platforms, according to latest studies
cited by *e Young Mind Centre and *e National Centre
for Health Research, are more sad and unhappy with life
than others who stay longer on nonscreen-related activities.
To sum up, based on existing research, this paper proposes
an interval binary semantic dynamic group decision-making
that considers the decision maker’s psychological behavior
for the multiattribute group decision-making problem in
which the attribute value is interval language, and the at-
tribute weight and time series weight are entirely unknown
method. Considering the thinking habits of human beings, it
is believed that the density of evaluation information in the
interval is more similar to the normal distribution, and based
on this, a new interval binary semantic distance formula is
proposed. Solve the time series weights based on the time
degree and entropy; [18, 19] by determining the positive
ideal scheme under each time series, establish a prospect
theoretical profit and loss matrix, and build a linear pro-
gramming model to minimize the sum of the squares of the
foreground deviation values, and determine the attribute
weights under each time series; then, Construct an ITL-
TODIM method based on interval binary semantic distance
measure to calculate the complete overall dominance of each
candidate scheme, and determine the pros and cons of the
system according to the total general authority; the evalu-
ation is used as an example to verify the effectiveness and
rationality of the proposed method. *e ITL-TODIM ap-
proach which is based on intermediate binary semantic
distance measure to compute the total overall dominance of
each candidate scheme and identify the system’s advantages
and disadvantages in terms of total general authority. *e

evaluation is used as an example to check the suggested
method’s efficacy and reasonableness. *e TODIM tech-
nique completely analyses managements’ risk aversion
perspective and may represent key stakeholders’ risk pref-
erence by altering the dimensions, which is more in ac-
cordance with the actual decision-making needs. Any two
possibilities, however, must be evaluated using the TODIM
approach, which has a significant computational cost.
Psychological behavior is one of the main ways people
express their emotions. Research on various expression
recognitions has made significant progress [1–6]. In recent
years, the recognition of spontaneous expressions has be-
come a new research hotspot [7, 8], and psychological ex-
pressions are often generated when people want to suppress
their feelings, which can neither be faked nor suppressed
[7–9]. *e complete expression usually lasts 0.5∼4 s [10],
which is relatively easy to be recognized by people. However,
psychology believes that when a person tries to hide his
genuine emotions, occasionally, there are emotions that leak
out. Psychological behaviors were first discovered in 1966
[20]. *ree years later, [21] used the term psychological
behaviors when analyzing a video interview of a patient who
attempted suicide. Psychological behaviors usually change
uncontrollably between 1/25 and 1/2 s [22], and the fre-
quency of occurrence is low, and untrained individuals do
not have high recognition ability [23]. *erefore, the results
reported by different researchers also vary considerably [11,
24]. After this, Ekman and Friesen proposed the Brief Affect
Recognition Test (BART) in 1979 [12]. In subsequent ex-
periments, they found that the subjects’ psychological-ex-
pression recognition ability was positively correlated with lie
recognition ability [13]. Afterwards, the Japanese and
Caucasian Brief Affect Recognition Test (JACBART) [14, 15]
was conducted, verifying that the subjects’ psychological-
expression recognition ability was positively correlated with
lie recognition ability [20], it can be proved that psycho-
logical-expressions can effectively help people identify lies.
Face psychological expression recognition involves image
processing and analysis, computer vision, artificial intelli-
gence, psychology, biology, and other directions.

2. Literature Survey

In 2002, Authors [24] developed a psychological-expression
recognition tool, METT (Psychological behavior Training
Tool). Studies have shown that METT tools can improve an
individual’s ability to recognize psychological expressions by
30% to 40% on average. In addition, an Action Coding
System (FACS) [21] is also designed, according to the an-
atomical characteristics of the face, it is divided into several
independent and interconnected motion units (Action Unit,
AU),*emotion characteristics of these motor units and the
main areas they control and the expressions associated with
them are analyzed, and a lot of photo descriptions are given.
Although human emotions are complex and diverse, they
can still be divided into 6 basic emotional categories [22, 23].
*erefore, researchers combine different motor units to
form FACS codes to correspond to different expressions,
mainly divided into happy, angry, fearful, sad, surprised, and
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others. When people express their inner state and psycho-
logical needs, they will produce many psychological be-
haviors [24]. Still, because psychological expressions exist
for too short a time and are not easily detected by the human
eye, computers can be used to solve this problem.

3. Psychological-Expression
Recognition Technology

Psychological expression is the tiny movement change of the
human face, including texture change. *e movements of
psychological expressions are too small and of short dura-
tion to be easily captured by the human eye. *e physical
character of all substances is dictated by their real physical
composition, which is referred to as texture. Textures can
elicit behavioral processes in people. *is mental reaction
enables us to feel something without really touching it. *e
blood circulation in our faces alters as we experience various
emotions. *is causes tiny colour shifts that other persons
might see. People can properly determine someone’s sen-
timents from these visual shifts up to 75% of the time,
according to recent research. *erefore, the psychological
expressions of the face can be studied through machine
vision. According to the above characteristics, several
mainstream methods for psychological-expression recog-
nition are Convolution Neural Networks (CNN) [11], Op-
tical Flow (Optical Flow) method, and Local Binary Pattern
(LBP).

3.1. Convolution Neural Networks. Convolution Neural
Networks (CNN) [11] has been widely used in various fields
such as machine vision and speech recognition since their
birth. Usually, CNN is used as feature extraction and depth
feature extraction for image class input, and the desired
output results can be obtained after analyzing the extracted
features. Relatively small movements characterize Psycho-
logical-expressions. If convolution neural networks are used,
it is usually necessary to use other auxiliary methods to
change the input of the web, or to change and optimize the
network structure so that the network can extract more
valuable features, thereby improving the recognition of
psychological-expressions accuracy.

3.2. Local Binary Patterns and Improvement Methods.
Local Binary Patterns (LBP) [12] can effectively deal with
illumination changes and are widely used in texture analysis,
texture recognition, and other fields, with grey and rotation
invariance degeneration and other significant advantages.
*e LBP value of the central pixel reflects the texture in-
formation of the surrounding area of the pixel, as shown in
Figure 1.

*is feature is widely used because of its simplicity and ease
of computation. However, the traditional LBP algorithm cannot
be applied to video signals for video images, so some im-
provements to the LBP algorithm are needed. Among them,
[25] proposed a robust dynamic texture descriptor that per-
forms local binary patterns from three orthogonal planes (LBP-
TOP), widely used for psychological behavior. To consider both

the spatial and temporal information of the video, LBP-TOP
extends LBP. Compared to LBP, this method finds three types
(XY, XT, YT) instead of one plane (spatial XY). Given a video
sequence, it can be viewed as a stack of XY, XT, and YTplanes
along the temporal T-axis, spatial Y-axis, and spatial X-axis,
respectively. *e three histograms come from three planes,
respectively, and are concatenated into one histogram as a
dynamic video texture descriptor, as shown in Figure 2. LBP-
TOP extends the application of the LBP algorithm to a higher
dimension and can identify textures in time series. *e in-
formation between the frames before and after is correlated
through this method, making the LBP algorithm more widely
used. Local Binary Patterns (LBP) are frequently employed in
texture analysis, texture identification, and other domains and
have major benefits such as grayscale and rotation invariance
degradation. *e texture knowledge of the pixel’s surrounding
area is reflected in the central pixel’s LBP value. Any radius and
number of neighborhood pixels may be achieved by using a
circular neighborhood and subsection linear interpolation data
at noninteger pixel locations. *e complimentary comparison
measure might be the grey scale variation of the immediate
region.

*ey generate fairly extensive descriptive statistics,
which slow down identification speed, particularly on huge
face databases. (2)*ey overlook the spatial patterns in some
circumstances because they do not examine the influence of
the central pixel.

*e properties of LBP can be found in LBP-TOP, and
vice versa. LBP-TOP is unaffected if the pixel value increases
or lowers by the same amount.*ismethod can be employed
in real life despite the interference to the image created by
the natural parallel light environment, when in, the ro-
bustness is very high. However, because it is pixel-based, this
method requires more expertise in Computer Science and
Engineering. *e first use of LBP is to compare the centre
pixel to P pixels in the vicinity of radius R. When R is 1, the
centre pixel and the surrounding 8 pixels have a size of 2P.
*e final size is 28× 256. R is no longer a single number, and
the size of the neighborhood grows exponentially. *e LBP
operator’s mode type is utilized for dimensionality reduction
in [26]’s proposal to employ a “equivalent pattern” (Uniform
Pattern) as a solution to this problem. *ere are two
transitions from 0 to 1 or 0 to 1, according to Ojala et al., in
natural images. As a result, the “equivalent mode” is defined
as having at most two transitions from 0 to 1 or 1 to 0 in a
cyclic binary integer. An analogous Pattern class refers to the
binary that corresponds to the LBP. It takes 256 to get down
to 58 using this strategy. In other words, the values are
divided into 59 categories, with the 58 uniform patterns
constituting one and the remaining values constituting the
59th. Consequently, the histogram’s 256-dimensional di-
mension is reduced to 59 dimensions using this method,
rather than the original 2P’s P (P− 1) + 2. *is decreases the
influence of high-frequency noise on the eigenvectors by
making them less dimensional. Using LBP-TOP, an image is
divided into 59× 3 blocks, with each block generating an
array with a size of 3.59. *is is because LBP-TOP applies
LBP in the time dimension. *e finished feature’s dimen-
sions are 4× 4× 59× 3� 2.832. LBP-TOP is a high-
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dimensional characteristic that has a significant impact on
calculation speed and accuracy.

4. Mental Behavior for Psychological Change

Psychological-expression recognition has made some
progress at present, but there is still a lot of room for im-
provement in technology. *e following is an analysis and
prospect of the problems existing in different methods of
psychological expression:

(a) Convolution neural network used as a Traditional
method is widely used, and the current mainstream
idea is to use the optical flow method as input and
combine it with LSTM to achieve better results.
However, there is a fatal problem in using convo-
lution not high. For convolution neural networks, it
is a small sample problem. *erefore, data en-
hancement is required during calculation, or Cross-
domain experiments, while improving robustness. In
the subsequent process, you can try to use transfer
learning, which can alleviate the problem of over-
fitting to a certain extent. In addition, you can also
use methods such as adversarial neural networks to
generate some samples for training, which can al-
leviate the problem of small sample data.

(b) *ere are three main methods of feature screening:
filter, wrapper, and embedded. *e filtering feature
selection method assigns weights to the features of
each dimension, and then sorts the features
according to the weight; the encapsulating feature
selection method views subset selection as an opti-
mization problem, generates different combinations,
evaluates the combinations, and then compares them
with others. By comparing the two approaches, we
can determine which features are most critical for a
specific model to be trained with. *ere are three
basic screening procedures, and each is designed for
a certain scenario. *e statistical performance of all
training samples is directly used to evaluate the
relevance of each feature in the filtering feature
selection technique. Although its performance is
excellent, this algorithm has a lot of advantages,
including the ability to remove a large number of
unnecessary attributes, its universality, and the
ability to prescreen features. It is necessary to
combine the feature selection approach with the
subsequent classification algorithm, evaluate each
feature’s significance based on the classifier’s accu-
racy, and select the ideal feature subset for a certain
classification algorithm. It is similar to the filtering
approach, but the integrated feature screening

L1 L2 …….. Ln

M1 M2 …… Mn

N1 N2 ……….. Nn

Figure 2: LBP-TOP.

36 63 60

42 56 93

1 0 1

0 0 1

1 1

82 23 54

Figure 1: LBP.
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method uses machine learning training rather than
relying solely on the statistical indications of a fea-
ture to evaluate its advantages and disadvantages.
Machine learning is also used in the embedding
method, as opposed to the packaging method. With
this approach, all of the features are used for training,
rather than just a subset of them. By utilizing the
embedded feature selection method, both the feature
selection and learner training are done in the same
optimization process. Each of the three ways has its
own pros and weaknesses; therefore they can all be
utilized together. An ideal subset of features is picked
out based on preprocessing and classifier approach
advantages in order to increase the accuracy of
psychological-expression recognition.

5. Psychological-Expression
Recognition Method

5.1. Method for Psychological-Expression Recognition Based
on CNN. CNN is a commonly used method when pro-
cessing image signals. Still, because the psychological-ex-
pression changes are relatively small, the effect of only using
CNN is not very good, so some literature choose to process
the input image. *e traditional psychological-expression
feature extraction needs to consider the spatial image fea-
tures and the temporal sequence. *e amount of pixels used
to generate a digital image is referred to as spatial resolution.
Higher spatial resolution images include more pixels than
lower spatial resolution images. Object (matrix) and picture
(graph) modes are available for representing spatial objects.
Each spatial object can be specified as a spot, line, or polygon
in object mode. Each spatial object can be specified in picture
mode as a collection of adjacent cells called regions. Gen-
erally, feature extraction is performed on all frames of the
psychological expression from the beginning to the end,
while proposng a psychological expression. Stage classifier:
First, the psychological expressions are divided into three
stages: onset, peak, and offset using temporal information,
and then spatial information is used to detect intensity
changes. Compared with the traditional psychological-ex-
pression feature extraction method, this method only uses a
psychological-expression (Apex) frame and an initial (On-
set) frame to extract features, increasing the number of valid
frames reducing the amount of computation and outper-
forms other traditional methods. In addition, [30] proposed
a video magnification method based on eye interference
elimination and used convolution neural network to realize
the task of psychological-expression recognition. First, zoom
in on the data to extract the eye position coordinates. After
that, the original eye video will be replaced with the enlarged
video for image fusion to eliminate eye interference. Finally,
the convolution neural network model network is designed
using the idea of VGG16 to realize emotion recognition.*e
local amplification technology applied in this paper can
amplify the psychological-expression movement after re-
ducing the noise interference so that the movement trend
can be seen by the naked eye, which can increase the ac-
curacy of the CNN network for psychological-expression

recognition. *ese two methods process the input image
from different angles so that the CNN network can better
extract features and improve the accuracy of recognition.
*ey generate fairly extensive descriptive statistics, which
slow down identification speed, particularly on huge face
databases. (2) *ey overlook the spatial patterns in some
circumstances because they do not examine the influence of
the central pixel.

At present, most of the psychological-expression feature
extraction based on CNN is combined with the optical flow
method extraction, which is also one of the advantages of the
CNN framework. However, if CNN is used for deep
learning, it is still unrealistic for the current data set. *e
amount of data in the existing data sets cannot meet the
needs of the deep learning network, and it is easy to cause
overfitting, which leads to the huge size of CNN. *e ad-
vantage cannot be played.

5.2. Psychological-Expression Recognition Method Based on
Optical Flow Method. FACS requires motion records of
various positions such as eyebrows and mouth corners as an
essential tool for recognizing psychological expressions.*is
method uses ROIS and HOOF features together, and the
obtained results correspond to AU, which can identify
psychological expressions more accurately. Psychological-
expression detection is often independent, and a long-video
expression automatic recognition method consisting of
macros and psychological expressions (time segmentation).
*is method utilizes the stress generated by nonrigid motion
on the skin during the expression process. It uses the central
difference method to calculate the solid and dense optical
flow field observed in several areas of each subject’s face
(chin, mouth, cheeks, forehead). Strain level: *is method
can successfully detect and distinguish psychological ex-
pressions and fast local psychological expressions, which is
of great help to the detection of psychological expressions in
complex scenes.

5.3. Method of Psychological-Expression Recognition.
According to the problems of LBP-TOP, STCLQP adds
information such as amplitude and direction components,
extracts more helpful information, and fuses the extracted
data into a feature vector, which improves the utilization of
image features. Compared with LBPTOP, the STCLQP
method extracts more information and thus results in higher
dimensionality. In this paper, the LQP technique is used.
Compared with the LBP, whose dimension increases ex-
ponentially with the neighborhood radius R, LQP maps the
extracted features to the lookup table. When R increases, the
dimension no longer shows exponential growth. *erefore,
this method is more suitable when the R-value needs to be
improved, and because the LQP technology alleviates some
of the previously extracted more dimensional information.

LBP-SIP reduces redundancy in LBP-TOP mode, pro-
vides a more compact and lightweight representation, im-
proves accuracy, and reduces computational complexity.
Unlike LBP-TOP, this method only uses 4 pixels at the top,
bottom, left, and right of a pixel at time t and 6 pixels at the
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same position at time t− 1 and t+ 1. Because the extracted
features are few, it is more suitable when there are many
images and a long time, and the operation is faster than LBP-
TOP. Its speed is 2.8 times that of LBPTOP. *e feature
extraction time of this method is 15.88 s, which is about 2.4 s
faster than that of the LBPTOP method, and the recognition
time is 0.208 s, which is 0.3 s more quickly than the LBP-
TOP method. Compared with the LBP-TOP method, LBP-
SIP reduces a considerable amount of time, but this time is
still too long for subsequent practical applications to achieve
real-time detection. But it provides an idea to reduce the
processing time. In addition, to reduce the dimension of the
features extracted by LBP-TOP and then use SVM for
classification. *is method first uses the LBP-TOP operator
to extract psychological-expression features. It then pro-
poses a feature selection algorithm based on Relief combined
with a Locally Linear embedded (LLE) manifold learning
algorithm, which can effectively reduce the number of
postextraction features. Feature dimension: Finally, the SVM
classifier with Radial Basis Function (RBF) kernel is used for
classification, and good results are obtained. *is method is
based on the LBP-TOPmethod for feature vector extraction,
so the application environment is consistent with LBP-TOP.
*e filter method is used to exclude irrelevant features, and
then the wrapper method is used to filter out the features
with greater influence, which avoids the dimensional di-
saster and reduces the amount of calculation accordingly.
*is method gives a direction for future development. It is a
revelation that for the pixel-by-pixel feature extraction
method of LBP-TOP, the extracted features can be screened
to improve the recognition accuracy during classification.

For the redundant features of LBP-TOP, the above
methods adopt different ideas for dimensionality reduction,
but it is far from enough for practical application in real life.
*e method of pixel-by-pixel feature extraction is easy to
cause dimensional disasters. *e selection of features and
feature extraction methods is particularly important before.
It is only when the processing speed is reduced that there is
an opportunity to apply such methods to social life.

5.3.1. CNN (Convolution Neural Network). CNN is an ex-
cellent method for dealing with image problems, but the
network structure needs to be adjusted for different issues.
When using CNN, feature extraction is usually performed
first, and then further processing is performed after the
features are extracted. However, the optical flowmethod and
the improved local binary mode method use different re-
moval methods. For the feature map, CNN can continue to
extract deep features, so the use of CNN and optical flow
method and local binary mode improvement method does
not conflict with itself. CNNs are often used in conjunction
with a popular form of recurrent neural network called the
Long Short-Term Memory (LSTM) module for video-type
files.

5.3.2. Applicable Scene Analysis of CNN. Optical flow
method and improved local binary mode of the existing
psychological-expression recognition methods are all based

on datasets. *e generalization ability of psychological-ex-
pression recognition, in reality, is not high and cannot be
applied. However, the required environment and application
scenarios can be estimated according to the characteristics of
existing methods. As far as the current development is
concerned, if the multiple existing networks are integrated
into the detection of psychological-expression recognition,
complex scenes can be detected, such as shopping malls,
streets with more critical locations, prisons, etc. Existing
psychological-expression recognition methods can be
combined with other networks. It can automatically detect
various features of pedestrians in the crowd to ensure the
accuracy is improved.

Based on the assumption of the consistent grey level of the
optical flow method, the visual flow method cannot detect
scenes or objects with changing brightness and has stricter
requirements on the environment.*e camera cannot rotate too
fast. *erefore, psychological-expression recognition can be
performed in interrogation rooms and negotiation rooms where
the brightness is relatively fixed, and the target does not need to
move. Psychological-expressions are based on the premise that
the target suppresses their expressions, but when faced with a
specific scene, the mark may have the problem of combining
psychological-expressions and psychological-expressions. *e
work proposed by Shreve et al. [36] proposed a solution for this
type of problem by using the optical flow method, making
psychological-expression recognition more suitable for more
stringent places such as interrogation rooms and optical flow
rooms. Compared with other methods, the extracted feature
dimension of the optical flow method is smaller, and it is the
most viable method for real-time detection. For local binary
mode improvement methods, such as pixel-by-pixel analysis
methods such as LBP-TOP, the overall brightness change of the
environment has little effect on it, so it can be used as a
complement to the optical flow method, but its obvious dis-
advantage is that in the extracted feature dimension, the number
is too high and the computational burden is too large for real-
time detection, so it can be used as a behind-the-scenes tool for
psychological-expression calibration and recognition. With the
current research, after the feature dimension extracted by such
methods is reduced to real time, it may be necessary to extract
specific parts of the target’s face, and it is necessary to minimize
the occlusion of the key parts of the target to be detected.
*erefore, suchmethods are used in it thatmay bemore suitable
for areas where the behavior and clothing of the target are strictly
managed, such as detention centers or the military.

LSTM for video-type inputs has a better effect. Rather
than using CNN alone, it is more appropriate to use CNN as
a framework, and CNN can be combined with various
methods to make the improved network recognition more
effective. An LSTM differs from a CNN in that it is often
used to attempt to predict performance, and computational
CNN, on the other hand, is meant to identify “spatial
patterns” in information and performs well on pictures and
sounds. For example, the TV-L1 method extracts the optical
flow image and superimposes the original image as input
while using the CNN+LSTM method and then sends the
extracted features to the LSTM network for psychological-
expression recognition. After using the ROI method, it

6 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

cooperates with the Flow Net 2.0 optical flow method to
identify the visual flow of a specific area and finally enables
the ROI +Revised HOOF to recognize different expressions
with FACS. *ese two methods use other optical flow
methods. Still, the main body of the TVL1+LSTMmethod is
CNN, and the visual flow method is only used as the
standard input with the original image to increase the
recognition accuracy, from Tables 1–4. It can be seen that
CNN, as a framework, is very inclusive and can be used in
combination with a variety of methods. *erefore, it is a
good tool for solving image problems. *e performance

comparison of CNN methods is shown graphically in
Figure 3.

Figure 4 shows the community features of the proposed
binary method. *e improved local binary mode methods
performance is shown in Figure 5 and the community
features for local binary mode methods are shown in
Figure 6.

But the optical flow method is essential for the envi-
ronment. *e requirements of the database are more
stringent, and it needs to be modified on this basis before it
can be applied to parts outside the database.

Table 1: Performance comparison of CNN methods.

Method Accuracy F1-score
CNN+LSTM 60.98 65.85
ELRCN-SE 47.15 49.52
ELRCN-TE 52.44 55.63

Table 2: Communities comparison of CNN methods.

Method Modularity’s NMI
CNN+LSTM 56.63 85.63
ELRCN-SE 46.52 75.62
ELRCN-TE 53.23 80.56

Table 3: Performance comparison of improved local binary mode methods.

Method Accuracy F1-score
LBP-TOP 57.16 59.63
STLBP-IP 59.51 62.45
STLBP-IIP 62.75 66.48

Table 4: Performance of community extraction by local binary mode methods.

Method Modularity’s NMI
LBP-TOP 66.63 89.24
STLBP-IP 52.63 80.54
STLBP-IIP 56.62 82.26
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Figure 3: Performance comparison of CNN methods.
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6. Conclusion

Convolution neural network and its improvement, optical
flow method and its improvement, and local binary pattern
and its improvement are discussed in this study. *e rec-
ognition of psychological-expression information can also
be improved through improvements to the convolution
neural network itself. Convolution neural networks can be
useful for psychological-expression recognition when they
have been trained to extract visual features. After decreasing
random noise, the local amplification method used in this
study may magnify the psychological-expression movement
such that the development trend can be perceived with the

unaided eye. *e optical flow method is a popular method
for psychological-expression identification because it can
identify small moving targets, which is ideal for detecting
love. However, there are also evident issues. It is necessary to
refine and optimize the algorithm in order to ensure that the
brightness of the identified target remains consistent, which
is sometimes difficult to do in actual applications. Optical
flow, on the other hand, is a reliable method for detecting
face psychological expressions. Using three planes, LBP-
TOP can accurately detect videos. *e update of LBP-TOP
minimizes the number of redundant parameters, improves
the accuracy of recognizing texture features, and can do all
three at once. So, using the upgraded method of LBP for
psychological-expression detection would be a good idea
because it improves texture recognition.
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With the current advancement in the Internet, there has been a growing demand for building intelligent and smart systems that
can efficiently address the detection of health-related problems on social media, such as the detection of depression and anxiety.
,ese types of systems, which are mainly dependent on machine learning techniques, must be able to deal with obtaining the
semantic and syntactic meaning of texts posted by users on social media. ,e data generated by users on social media contains
unstructured and unpredictable content. Several systems based on machine learning and social media platforms have recently
been introduced to identify health-related problems. However, the text representation and deep learning techniques employed
provide only limited information and knowledge about the different texts posted by users. ,is is owing to a lack of long-term
dependencies between each word in the entire text and a lack of proper exploitation of recent deep learning schemes. In this paper,
we propose a novel framework to efficiently and effectively identify depression and anxiety-related posts while maintaining the
contextual and semantic meaning of the words used in the whole corpus when applying bidirectional encoder representations
from transformers (BERT). In addition, we propose a knowledge distillation technique, which is a recent technique for
transferring knowledge from a large pretrained model (BERT) to a smaller model to boost performance and accuracy. We also
devised our own data collection framework from Reddit and Twitter, which are the most common social media sites. Finally, we
employed word2vec and BERT with Bi-LSTM to effectively analyze and detect depression and anxiety signs from social media
posts. Our system surpasses other state-of-the-art methods and achieves an accuracy of 98% using the knowledge
distillation technique.

1. Introduction

,e automatic detection of mental health conditions is one
of the most important and complex health concerns in the
real world. Mental health affects the behavior, thinking, and
mood of individuals interacting with the world around
them. In addition, mental health problems are becoming a
leading disability, contributing largely to the universal
burden of disease. In general, the number of people with
signs of depression in 2015 was projected to be 4.4% (more
than 332 million people) [1]. As reported in a WHO study,
depression is a shared universal mental disorder that affects a
large number of people regardless of their age. ,ere are

many limitations in depression recognition and treatment,
including a lack of professionals in the health sector, social
shaming, or an inappropriate diagnosis. Prolonged de-
pression and anxiety can lead to suicide if the affected in-
dividual is not provided good care and immediate help. In
addition, depressive disorders have been categorized as one
of the largest contributors to nonfatal health loss. Suicide has
become amajor reason for death among young people with a
general suicide rate of 10.5 per 100,000 people, which is
nearly 800,000 cases every year in absolute measure [2, 3].

,e rapid integration of smart sensors in hand phones
and wearable devices has increased access to intelligent
mental healthcare, permitting the gathering of measurable
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signs in a clear and modest way, giving a reasonable estimate
of the physical and psychological states of users [4, 5]. Many
types of sensors can be incorporated into the mental
healthcare process and can provide accurate, momentary,
and continuous patient data [6]. Until recent days, many
systems in the medical sector were designed to supervise the
mental health of users using smartphones and wearable
sensors as a data source [4, 7]. However, such systems are not
positioned to gather valuable information on demand
keeping the freshness of data. It is also known that digital
devices yield a large portion of mental-health-problem-re-
lated data, which are not enough to efficiently supervise
patients. Moreover, obtaining meaningful information from
these data and efficiently examining them has become ex-
tremely challenging for traditional mental health problem
detection systems.

Social media has recently become a persuasive tool to
inspect the mental health and mental state of the users,
particularly the youth. It also provides anonymous contri-
butions in numerous online platforms to leave room for
open dialog regarding socially defamed topics and motivate
users to fight against mental health problems [8]. In addi-
tion, patients can share their ideas about the recent common
health problems. Healthcare monitoring systems for the
detection of depression and anxiety can apply social media
data to recognize the mental state of users based on their
posts and comments. However, the data published on social
networking sites on mental-health-related problems contain
unstructured, unpredictable data composed of idioms, jar-
gon, and dynamic topics. ,us, it is becoming very difficult
for an application to fetch the desired data about patients
and evaluate them to confirm that they receive the proper
treatment they need as early as possible. As a result, there
should be a smart approach that is capable of retrieving the
most valuable data features with a minimal dimensionality
that maximizes the accuracy of systems in the healthcare
environment on mental health.

Machine learning algorithms such as decision trees,
support vector machines (SVMs), logistic regression, Ada-
Boost, and multilayer perceptron (MLP) have been used to
support doctors in diagnosing symptoms of depression and
anxiety [9–13]. However, unremitting patient monitoring
gives a large portion of health-related data containing voice
patterns, textual data, sensor data, and emojis, all of which
have increased significantly [14]. ,e existing systems that
apply machine learning are not capable of dealing with these
types of data to precisely get meaningful evidence and
cannot capture semantic significance in text posts dissem-
inated in social media. Moreover, such data will remain
useless for healthcare businesses until they are managed and
classified wisely in time-sensitive manner [15, 16]. ,is
demands a smart approach that can accurately classify the
textual data related to mental health problems [3, 9, 17, 18].

,e concept of deep learning addressed many key issues
in natural language processing tasks such as sentiment
analysis, and the current sentiment analysis on social media
content is increasingly focused on the use of new deep
learning architectures and models for mental problem
identification and classification [19–21]. However, the new

development in health sector systems poses a huge burden
for researchers because they require collaboration with in-
terdisciplinary steps, new technologies, and changes in so-
ciety. As a result, these previous healthcare systems are
inefficient and ineffective in coping with these new trends.

,is study proposes a smart and context-aware deep
learning framework based on bidirectional encoder repre-
sentations from transformers (BERT) to effectively identify
mental-health-related problems from user posts on social
media with improved classification accuracy. ,is study
combines different sources of information for an efficient
analysis of mental-problem-related data. We have adopted a
knowledge distillation scheme to transfer knowledge from
large pretrained BERT to a smaller model and used bidi-
rectional long short-term memory (Bi-LSTM) to examine
depression- and anxiety-related data. ,e results indicate
that our presented system precisely handles the mixed data
and enhances the performance of mental health classifica-
tion. In general, our key contributions to this research work
are fourfold:

(i) A new framework is presented to extract a huge size
of highly appropriate depression- and anxiety-re-
lated data from Twitter and Reddit. In addition, we
implemented a combined cyber-community-group-
based labeling and keyword-based data crawling
technique based on the circumplex model of
emotion to identify the desired mental health
problem data.

(ii) A deep neural network-based bidirectional text
representation model, that is, BERT, is used to
embody mental health problem textual data
maintaining contextual and semantic connotations.
In addition, we proposed a sequence processing
model called bidirectional long short-term memory
(Bi-LSTM) as a classifier, which effectively maxi-
mizes the amount of information accessible to the
network, improving the content available to the
algorithm in knowing what words immediately
follow and come before a given word in a sentence.

(iii) We propose a knowledge distillation technique,
which is a means of transferring knowledge from a
large pretrained model (BERT) to a smaller model
to maximize performance and accuracy. We fil-
tered the large network (BERT) into another much
smaller network (Distiled_BERT) for mental
health-related problem identification, and it per-
forms very well by transferring the required do-
main knowledge and applying it to a specific
healthcare environment.

(iv) We conducted extensive experiments using a
principal component analysis (PCA) and different
deep learning/ML models, the results of which are
compared with other related models. ,is evalua-
tion plays a key role in regulating the shortcomings
of the already applied methods and classification
models. ,e experimental results show that our
model performs considerably well over the
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compared methods, which, after many hyper-
parameter optimizations, provides an accuracy of
98%.

,e remaining sections are organized as follows: Section
2 contains a description of mental health monitoring system
using wearable devices and a deep learning approach.
Section 3 presents the whole framework proposed in this
research. Section 4 explains the results obtained in our
experiment. Finally, in Section 5, we provide a conclusion of
our study.

2. Related Studies

Machine learning (ML) models and big data play important
roles in building a smart healthcare monitoring system for
patients. Recently intelligent devices such as cellphones and
many wearable sensors have been converged to generate the
maximum evidence-based mental health data possible.
Furthermore, the rapid growth of social media platforms and
their application has increased at an unprecedented pace.
,is section discusses the detection of common mental
illnesses based on wearable sensors using ML practices,
social media data, and deep learning approaches using large
sets of data.

2.1. Analysis of Mental-Health-Related Problems Using
Wearable Sensors. ,e growing capacity of intelligent de-
vices like cell phones makes them a prospective way for
ecological momentary assessment measurements and the
monitoring, treatment, and interventions of mental illness.
,is will reduce costs and help expand the mental health
service for the larger societal group. ,e most commonly
used smart devices in our day-to-day life such as cell phones
and fitness bands contain sensors [22]. ,is extends the
chance of many applications that consume information
generated from sensors in the healthcare domain [23]. We
can merge the data generated by these sensors to produce
contextual information about patients regarding their
mental status and social relationships [24]. Moreover, these
types of multiple sensor integration have been used to get
better results in different application areas compared to
single sensors [25].

However, accumulated wearable sensor-based infor-
mation exists in large volumes and is not well-structured.
,e previous research works did not apply innovative data
processing techniques to get the desired latent information
in them. Different studies, particularly on sensors, have been
conducted on existing techniques to collect data, applying
ML techniques to process the collected data [22]. Never-
theless, the previously proposed research works were not
very successful in many different scenarios. Furthermore,
mental health diagnosis is difficult to realize on a large scale
because of the old data collection techniques such as in-
terviews and questionnaires [26]. ,ese approaches are
unscalable to reach larger societal groups within a certain
community. In addition, it is difficult to use them for
knowledge extraction without designing an efficient and
scalable system that can operate on a large set of data.

,erefore, health organizations have moved away from
conventional connections and now allow online group
meetings for sharing information and seeking advice,
thereby helping scale their approach to a certain extent.
Recent studies have indicated that many social groups are
willing to contribute and share ideas about health-related
issues [9].

2.2. Analysis of Mental-Health-Related Problems Using Social
Media Data withMachine Learning. Social media platforms
recently are considered as backbones for the detection of
mental health conditions. However, detecting depression
through online social media is extremely challenging be-
cause it demands a well-designed and robust system that can
deal with the complex nature of the data. It is very difficult to
get an important and appropriate quantity of data related to
mental illness. In recent years, the practice of utilizing social
media data has boomed, and people started revealing their
concerns without hesitation. ,is actually motivates re-
searchers to conduct more research on the detection of
health-related problems such as depression and anxiety as
early as possible. In addition, data found in social media is
replete with vague information, which mainly includes re-
lated metadata such as location, age, and other factors [27].
Kowsari et al. [28] proposed a deep learning model to an-
alyze the mental status of patients based on Reddit posts.
Many of the previous systems have applied insufficient data
sets for depression and anxiety, which may produce im-
precise results and thus perhaps mislead healthcare workers
[29]. Artificial intelligence (AI) based techniques have been
proposed to examine patients’ posts on social media plat-
forms and recognize serious problems in those patients [27].
An anxiety-related dictionary is constructed, and a given text
is evaluated on the basis of the dictionary whether related to
anxiety or not. However, the nature of texts posted on these
platforms is always unorganized, and it is impractical to
efficiently process them without using deep learning
algorithms.

Tadesse et al. developed the idea of processing a given
post to check as to whether it contains the idea of suicide
through deep learning and ML-based classification methods
targeting Reddit data. ,e authors make use of an LSTM-
CNNmerged to compare it to different working approaches.
,ere are commonly two steps to analyze social media data.
First, data are collected from different sources such as
networking sites, and the second task is to process the
available data using statistical models. We proposed a
combined cyber community-group-based labeling and
keyword-based data crawling technique based on the cir-
cumplex model of emotion to identify the desired mental
health problem data, as depicted in Figure 1 [30].

2.3. Deep-Learning-Based Text Embedding and Classification.
Text representation is one of the underlying difficulties in
sentiment analysis. ,e purpose of a text representation is to
numerically denote unstructured text documents to make
them mathematically commutable by maintaining the se-
mantic and circumstantial meaning of the words in the text.

Computational Intelligence and Neuroscience 3
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Different ways of representing a given text corpus in a real-
valued vector were studied and proposed by researchers [31].
Any given word in a text should be converted into a single
vector so that it will be fed to the artificial neural network. As
we can see from Figure 2, many studies have been conducted
on word embedding techniques based on statistical methods
for learning an individual word embedding from a text
corpus such as word2vec, fastText, and GloVe. In addition,
recent transformer-based deep learning techniques for
representing words such as BERT, GPT, and GPT2 are
extremely common [32, 33]. ,ese models bring a major
change to NLP downstream tasks by practicing predicting
missing words in the text, and because they analyze every
sentence with no specific direction, they do a better job at
understanding the meaning of homonyms than previousML
approaches such as word embedding methods. Deep
learning methods contain concurrent processing layers to
represent data hierarchically and have exhibited good results
in many domains. Young et al. reviewed many deep-
learning-based practices that are used for various natural
language processing (NLP) tasks [34]. Many recent studies
have used deep learning to solve problems related to un-
derstanding the sole meaning of a given post, such as
sentiment. However, all of these deep learning-based text
representation techniques lack adequately labeled data sets
for mental health problems. In addition, applying the best-fit
word embedding approach to vectorize a very large data set
has not been adequately addressed. We proposed a BERT-
based text representation technique that efficiently and ef-
fectively captures the semantic meaning of words in a given
text based on the attention mechanism [35].

,e other key challenge in dealing with sentiment
analysis is the implementation of appropriate deep-learning-
based classifier models. Researchers have implemented
different classifier models, such as CNN and XGBoost, along
with their own text-prepossessing techniques. ,e major
challenge in NLP, in general, is capturing the semantic and
syntactic meanings of a word in a largely given text corpus,

which is generally termed as maintaining long-range de-
pendency. Many studies have used a classical feature
analysis, such as a CNN, an LSTM, and an LSTM-CNN
merged to detect the idea of suicide in online forums
[36, 37]. In this regard, the authors did not incorporate many
recent deep learning techniques that deal with the repre-
sentation of words along with their context. Researchers
have also proposed a GRU and an LSTM-RNN, which are
suitable for processing long textual data and applying them
to the task of sentiment analysis [18, 38, 39]. Another in-
teresting approach proposed by Burdisso et al. is a new way
of dealing with texts, called smoothness, significance, and
sanction (SS3), aiming to offer assistance for sentiment
analysis in an integrated, easy, and efficient way. ,e clas-
sification process in most previous techniques was not self-
explaining, and human beings are unable to naturally un-
derstand the motivations behind the classification [40]. ,e
authors developed SS3 to address the incremental classifi-
cation of chronological data and help with early classifica-
tion and explainability. Nonetheless, most such research
methods follow the same pattern when training the model.
,ey first train their model on emotions using extracted
textual data and then predict whether a given unobserved
text is related to depression. Because the semantic and
contextual relationships (long-term dependency) between
words are properly captured, the models provide insufficient
information and an inaccurate prediction. ,erefore, their
system attains minimal accuracy for sentiment classification.

More recently, a range of model compression techniques
has been established. We are using any model with the
primary objective of making a very good generalization on
unseen data after training it with a meaningful and sufficient
data set. We need deeper models to train a large data set.
However, we only need a lighter model that works well on
any unobserved data set during testing. As a result, re-
searchers have proposed knowledge distillation that effec-
tively incorporates a smaller and light model from a large
and complex model [34, 41]. As far as our research work is
concerned, many research studies were done on mental
health problems based on user posts. ,ese studies do not
leverage deep learning techniques and knowledge distillation
effectively for representing collected texts [42, 43].

Finally, the attention mechanism has been one of the
most significant developments in deep learning research
during the last decade [44]. It has initiated the growth of
many recent discoveries in NLP, including the transformer
architecture [45] and Google’s BERT [19]. Another com-
parable study associated with depression detection was
conducted using a classification of news headlines, which
used a manually annotated corpus [38, 45]. Xu et al. also
presented long short-term memory (LSTM) neural network
to obtain an appropriate meaning from large text [46]. From
this literature, we see that researchers integrate classifiers
differently with text embedding techniques and data sources
to achieve a better result. However, we still need a more
robust technique to automatically obtain sensible infor-
mation from large text data posted on social media platforms
keeping better accuracy.
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Figure 1: Graphical representation of the circumplex model of
affect with the horizontal axis representing the valence or pleasant
dimension and the vertical axis representing the arousal or acti-
vation dimension.
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,is work differs from existing studies in several aspects.
First, many of the research works studied were not able to
exploit the capability of context-aware deep learning
framework based on bidirectional encoder representations
from transformers (BERT) to effectively identify mental
health-related problems from user’s sentiment. Second, the
application of knowledge distillation on top of deep learning
enhances the effectiveness of our proposed model compared
with many of the research works in this specific domain.
,ird, we have used multiple combinations of vectorization
techniques that are listed in Figure 2 to make sure that our
proposed approach performs better in maintaining long-
term dependencies among a bag of words in a long text
corpus that are posts from Reddit and Twitter in our case.

3. Proposed Framework

In this section, we present the framework intended to re-
trieve, process, evaluate, and classify social networking data
about mental health such as depression and anxiety. Figure 3
illustrates a general architecture that is proposed in this
research work. Monitoring comments and posts on social
media platforms can provide insights into how individuals
self-reveal and talk about mental health issues. ,is type of
information disseminated and shared across such platforms
can be utilized as a data source for mental health problem
identification. However, these types of data collected from
social media are usually unstructured and include informal
expressions, vague, and contentiously changing topics. It is
extremely difficult to generate meaningful information from
social media platforms that could be consumed in the do-
main of mental health evaluation and depression detection.
,erefore, the proposed practical framework contains var-
ious modules such as data collection, data preprocessing,
labeling techniques, word embedding, and classification.,e
primary objective of this research is to develop an automated
system capable of discovering and evaluating mental health
conditions using deep learning techniques such as BERTand
Bi-LSTM. First, realtime data are extracted based on key-
word-based queries from Twitter and Reddit using APIs

(Tweedy and PRAW, respectively), as shown in Figure 3.
After the desired number of data are gathered, different NLP
techniques are applied to analyze the data (as depicted in
task 2 of Figure 3. In addition, we examine the users’
thoughts regarding depression and anxiety to categorize
their mental health conditions as depression-related (posi-
tive) or standard posts (negative), as shown in task 3 in
Figure 3. Text representation models, fastText, word2vec,
and BERT, are used to embody the data with an appropriate
vector. Finally, Bi-LSTM with softmax is trained to classify
mental health problems. By analyzing mental-health-related
data, as shown in Figure 3, the system helps healthcare
monitoring systems automatically identify depression and
anxiety such that patients will receive the social support they
need.

3.1. Data Collection. ,is section discusses the data collec-
tion procedure from two different sources. We collected our
own data sets from Reddit and Twitter using common API
wrappers, PRAW and Tweepy. Figure 3 of task 1 shows the
entire flow of data collection for the proposed framework.
For Twitter, we selected appropriate words preceded by the
hashtags symbol, which represents the main theme of
content for specific topics. For the Reddit data, we focused
on specific subreddits that were suitable for our targeted
topics and then performed a search query on such topics.
,ese platforms offer application programming interfaces
(APIs) such as PRAW and Tweepy, which allow us to access
the data.

3.2. Preprocessing. Data preprocessing is a method of
cleaning and filtering noisy and vague data so that they can
be easily used for feature extraction, as shown in Figure 4. In
real world, people exchange information on social media in
an informal way, with texts that contain hashtags, special
characters, and needless words. We have to apply the
concept of machine learning and data mining in order to
extract some sense out of such text corpus before feeding
them to any classification model. In addition, substituting

Text/Word Embedding 
techniques

Contextualized word 
embedding 

Word2Vec GloVe FastText Seq2Seq 
model

Two-Layer 
biLSTM Transformers 

Supervised 
Semi-

supervised Unsupervised 

Cove
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BERT
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Others Ida2Vec

node2vec

…...

Static word Embedding 

Figure 2: Different real-valued vector representation techniques for a predefined large-sized vocabulary from a corpus of text.
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jargon and emojis with the corresponding informative text
using Emojipedia is the main area of our focus. It is well
known that the Internet is becoming a communication
medium where people frequently use colloquial speech and
emojis to convey their opinions and thoughts. Extracting
meaningful text from posts in social media helps understand
the context and intensify the emotions associated with it. We
applied different preprocessing methods to our collected
text, which contain many jargons and informal words in a
way it will help us identify depression and anxiety, as
depicted in Figure 4.

3.2.1. Tokenization. Tokenization is a method of splitting a
sizable amount of text into smaller portions, commonly
known as tokens. ,ese tokens are utilized to discover some
patterns and are taken as an input for the next common steps
in the NLP pipeline, such as stemming and lemmatization, as
shown in 1 of task 2. In general, a large text is composed of
hash signs, punctuation, and characters that are not even

texts. In our proposed system, this process is conducted
using the TreebankWordTokenizer that is found in the
natural language toolkit (NLTK) to purify the words called
tokens. Tokenization is used to reduce nonalphanumeric
characters and break down sentences into words. Finally, all
the text in the entire given file is represented by a bag of
words for further analysis.

3.2.2. Removing Stop Words. In this subsection, we discuss
the removal of words that have no significant information on
mental-health-related problems in general. ,e most fre-
quent words considered irrelevant are pronouns, preposi-
tions, symbols (e.g., dates, #), conjunctions, and articles (a,
an, and the). In addition, universal resource locators (URLs)
in any given text data should be filtered because they have no
useful information in text processing. To remove stop words
from a given sentence, we first split our text into words and
then eliminate the word if it occurs in the list of stop words
provided by the NLTK, as described above. Substituting

Tweepy PRAW

Depression |
Anxiety
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Anxiety

Tweets and Posts Comments and Posts
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and emojis with
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Figure 3: ,ese layered schematic diagrams show an organized view of automatic detection of depression and anxiety from user posts. ,e
data collection, preprocessing, and labeling layer deals with generating meaningful data from data sources such as Reddit and Twitter. ,e
text vectorization and classification section deals with the technique of extracting meaningful insights from the labeled data using deep
learning.
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jargon and emojis with their factual text using Emojipedia is
an extremely critical step because they contain helpful in-
formation regarding mental health.

3.2.3. Conversion to Lowercase. People usually present their
opinions about how they feel using emojis. Some words may
be written differently such as “b4,” that is, “before”; “):,” that
is, “happy”; and “2moro,” that is, “tomorrow.” Each word in
our scenario is converted into its original and generic form,
followed by conversion into lowercase, which maintains
consistency and avoids confusion during a text analysis.

3.2.4. Part-of-Speech (POS) Tagging. ,e practice of cate-
gorizing words into their parts of speech and marking them
accordingly is called part-of-speech tagging (POS). ,ese
labels can be nouns, verbs, adjectives, adverbs, determiners,
and conjunctions, among others. ,e main reason behind
this step is to discard any POS that has no contribution to the
identification of depression and anxiety. In addition, POS
tagging recognizes nouns and adjectives, which are con-
sidered invaluable indicators for sentiment analysis. We
used the NLTK POS-tagger for our proposed system, as
shown in Figure 4.

3.3. Text Representation. Word embedding is a technique
used to represent words in a given text corpus with a real-
valued vector that capture the meaning of the word such
that the words that remain in a close neighborhood are
anticipated to be identical in meaning. We implemented
many word-embedding techniques to represent our col-
lected text corpus (bag of words) into the equivalent
vectors. Word vectors are much better ways to represent
words than the older techniques, such as a one-hot encoded
vector, where the index assigned to each word does not
hold any semantic meaning. In addition, word vectors
consume much less space than one-hot encoded vectors
and also maintain a semantic representation of words. We
have summarized many real-valued vector representation
techniques, as shown in Figure 2, and most of them are
implemented using Python 3.7. Figure 2 shows the word
embedding techniques from the old context-free tech-
niques such as word2vec and GloVe to bidirectional
contextual representations such as BERT, ELMo, and
OpenAI GPT [19, 20]. We propose the recent and smart
method, BERT, to obtain the context of a given word in our
collected text corpus.

3.3.1. Word2vec. ,e word2vec algorithm accepts a text
corpus and generates an equivalent vector associated with
the given input. ,e generated vector will have high di-
mensions, and each word included in the text will be given
an associated vector in vector space.,e vectors are placed
in space such that words with similar contextual meaning
will stay in closer proximity to one another. However, the
word2vec algorithm is unable to represent a new word
with a vector if it is not included in the training data set.
As shown in Figure 5, the word2vec model has very

famous architectures, that is, continuous bag-of-words
and skip-gram, in which the training phase uses one
hidden layer. However, the purpose of training each of
them is different. CBOW is a model that finds a target
word using neighboring context words, whereas the skip-
gram model finds context words given a center word as an
input. In our proposed system, the skip-gram model was
trained to use its improved performance with consistent
words. To find word representations that can infer ad-
jacent words within a context c with high accuracy, the
skip-gram model for a given series of words \{w1, w2, w3,
. . . wn\} increases the objective of the average log prob-
ability over all N target words and their respective
contexts.

1
N

� 􏽘
N

n�1
􏽘

−c⩽j⩽cj≠0
log P wn+j|wn􏼐 􏼑. (1)

,e probability predicted for a given center word is
highly dependent on the inner product of the vectors used to
represent the input and output candidates \{wI and wO􏼈 􏼉,
respectively, normalized to the requirements of a probability
distribution over all words in the vocabulary of size N using
the softmax function as follows:

P wo|wi( 􏼁 �
exp v

T
wo

vwI
􏼐 􏼑

􏽐
W
w�1 exp v

T
wvwI

􏼐 􏼑
. (2)

However, the complexity of determining these proba-
bilities and correlated gradients for all words becomes ex-
pensive as the size of the words increase. In most of the
previous word embedding techniques depicted in Figure 2,
the major drawback is extremely small context, and no
global occurrence is used. For the entire data set collected
from Reddit and Twitter, we passed each pair into the neural
network and trained our model to represent the collected
texts.

3.3.2. FastText Model. As the working principle of fastText,
the morphological structure of a word contains key infor-
mation about the meaning of the word. Such a structure was
not exploited much by conventional word representation
techniques such as word2vec, which trains a distinctive word
representation for every single word in the list. ,is is more
useful for morphologically rich languages where a given
word may have a larger number of morphological forms,
making it difficult to train good word embeddings. FastText
tries to resolve this by considering each word as a collection
of subwords. For simplification and language independence,
subwords are considered as the character n-grams of the
word. ,e vector for a word is simply considered as the sum
of all vectors of its component char n-grams. Based on a
comprehensive comparison of word2vec and fastText in our
experiment, fastText performs considerably better on syn-
tactical tasks as compared to the original word2vec, par-
ticularly when there is a smaller number of training data.
word2vec marginally outperforms fastText on semantic
tasks.
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3.3.3. BERT. BERT is a recent approach proposed by re-
searchers using the Google AI language. BERT uses the
transformer architecture, an attention mechanism that
discovers contextual contacts between words [45]. ,e

transformer contains two separate components: an encoder
that reads the text input and a decoder that generates a
prediction for the task. Because BERT’s main target is to
produce a language model, only the encoder mechanism is

I'm a very empathetic person and I always try to be kind and loving to
people. However, I'm constantly worried that I'm not doing it right, or

that the things I enjoy/the way I think/act is offensive and not very
caring. I'm fine with changing how I behave if what I'm doing bothers
people, but I get so overwhelmed at times and fixated on what if what
I'm doing is offensive to someone? that I o�en can't enjoy my life very

much. I want to be courteous to everyone and respect things that
bother them and then not do/say those things, but I feel like I wearing

myself out by constantly over thinking myself.

Original Document

I'm a very empathetic person and I always try to be kind and loving to
people","However, I'm constantly worried that I'm not doing it right,
or that the things I enjoy/the way I think/act is offensive and not very

caring", "I'm fine with changing how I behave if what I'm doing
bothers people, but I get so overwhelmed at times and fixated on what
if what I'm doing is offensive to someone","that I o�en can't enjoy my
life very much"'I want to be courteous to everyone and respect things

that bother them and then not do/say those things, but I feel like I
wearing myself out by constantly over thinking myself

Removing numeric
and empty text

'I', "'m", 'a', 'very', 'empathetic', 'person', 'and', 'I', 'always', 'try', 'to', 'be',
'kind', 'and', 'loving', 'to', 'people', '.', 'However', ',', 'I', "'m", 'constantly',

'worried', 'that', 'I', "'m", 'not', 'doing', 'it', 'right', ',', 'or', 'that', 'the', 'things',
'I', 'enjoy/the', 'way', 'I', 'think/act', 'is', 'offensive', 'and', 'not', 'very',

'caring', '.', 'I', "'m", 'fine', 'with', 'changing', 'how', 'I', 'behave', 'if', 'what',
'I', "'m", 'doing', 'bothers', 'people', ',', 'but', 'I', 'get', 'so', 'overwhelmed', 'at',

'times', 'and', 'fixated', 'on', 'what', 'if', 'what', 'I', "'m", 'doing', 'is',
'offensive', 'to', 'someone', '?', 'that', 'I', 'o�en', 'ca', "n't", 'enjoy', 'my', 'life',

'very', 'much', '.', 'I', 'want', 'to', 'be', 'courteous', 'to', 'everyone', 'and',
'respect', 'things', 'that', 'bother', 'them', 'and', 'then', 'not', 'do/say', 'those',

'things', ',', 'but', 'I', 'feel', 'like', 'I', 'wearing', 'myself', 'out', 'by',
'constantly', 'over', 'thinking', 'myself', '.'

Tokenization

'I', "'am", 'empathetic', 'person', 'I', 'always', 'try', 'kind', 'loving',
'people', 'However', 'I',"'m", 'constantly', 'worried', 'I',"'m", 'right',

'things', 'I', 'enjoy', 'way', 'I', 'think/act', 'offensive', 'caring', 'I',
"'m", 'fine', 'changing', 'I', 'behave', 'I', "'m", 'bothers', 'people', 'I',

'get', 'overwhelmed', 'times', 'fixated', 'I', "'am", 'offensive',
'someone', 'I', 'o�en', 'ca', "n't", 'enjoy', 'life', 'much', 'I', 'want',

'courteous', 'everyone', 'respect', 'things', 'bother', 'dosay', 'things',
'I', 'feel', 'like', 'I', 'wearing', 'constantly', 'thinking','myself'

Removing stop words,
numbers and empty text

'i', "'am", 'empathetic', 'person', 'i', 'always', 'try', 'kind', 'loving',
'people', 'however', 'i',"'am", 'constantly', 'worried', 'i',"'am",

'right', 'things', 'i', 'enjoy', 'way', 'i', 'think/act', 'offensive',
'caring', 'i', "'am", 'fine', 'changing', 'i', 'behave', 'i', "'am",

'bothers', 'people', 'i', 'get', 'overwhelmed', 'times', 'fixated', 'i',
"'am", 'offensive', 'someone', 'i', 'o�en', 'ca', "n't", 'enjoy', 'life',

'much', i', 'want', 'courteous', 'everyone', 'respect', 'things',
'bother', 'dosay', 'things', 'i', 'feel', 'like', 'i', 'wearing',

'constantly', 'thinking','myself'

Conversion to lower casing

'I', 'PRP'), ("'am", 'VBP'), ('empathetic', 'JJ'), ('person', 'NN'),
('I', 'PRP'), ('always', 'RB'), ('try', 'VBP'), ('kind', 'NN'),

('loving', 'JJ'), ('people', 'NNS'), , ('However', 'RB'), , ('I',
'PRP'), ("'m", 'VBP'), ('constantly', 'RB'), ('worried', 'VBN'),
('I', 'PRP'), ("'am", 'VBP'), ('right', 'JJ'), ('things', 'NNS'), ('I',
'PRP'), ('enjoy/the', 'VBP'), ('way', 'NN'), ('I', 'PRP'), ('think/

act', 'VBP'), ('offensive', 'JJ'), ('caring', 'NN'),, ('I', 'PRP'), ("'m",
'VBP'), ('fine', 'JJ'), ('changing', 'NN'), ('I', 'PRP'), ('behave',

'VBP'), ('I', 'PRP'), ("'am", 'VBP'), ('bothers', 'NNS'),
..................

POS - Tagging

Figure 4: ,e basic natural language processing pipelines used while preparing data. We used these techniques to convert the collected text
into small chunks so that they will be consumed by our machine learning model.
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necessary. During training, BERT utilizes two schemes to
capture the contextual meaning of words in both the right
and left directions.

(1) Masked Language Model (MLM). Before passing the
input sequences into the BERTmodel, 15% of the words in
each sequence were substituted with a [MASK] token. BERT
then tries to infer the initial value of the masked words based
on the context provided by the other words in the sequence.
A prediction is conducted based on three main steps, as
depicted in Figure 6:

(i) Applying a classification layer on top of the encoder
output

(ii) Multiplying the output vectors by the embedding
matrix and transforming them into the vocabulary
dimensions

(iii) Computing probability distribution for all the
words in the vocabulary using softmax

(2) Next Sentence Prediction (NSP). During the training
process, the BERTmodel takes two sentences and finds some
correlation to predict if the second sentence is the follow-up
(next sentence) of the first sentence in the original docu-
ment. During the training phase, half of the input is a pairing
in which the second sentence is the consequent sentence in
the original document, and the other half of the input is a
second sentence randomly selected from the text corpus.

BERT uses an encoder from transformer architecture
that is an encoder-decoder network based on self-attention
on the encoder side and attention on the decoder side [45].
BERT is of two sizes: a base BERT (BERTBASE) and a large
BERT (BERTLARGE). BERTBASE has 12 layers in the
encoder stack, whereas BERTLARGE has 24 layers in the
encoder stack. ,e BERT architectures (BASE and LARGE)
also have larger feedforward networks (768 and 1,024 hidden
units, respectively), and more attention heads (12 and 16,
respectively) than the transformer architecture suggested in
the original study [45]. It contains 512 hidden units and 8
attention heads. BERTBASE contains 110M parameters,
whereas BERTLARGE has 340M parameters. ,is model
takes the classification token (CLS) as the first input, fol-
lowed by a sequence of words that are being forwarded to the
next layer. Each layer applies a self-attention and passes the
result to the next encoder through a feedforward neural
network. We propose BERT-based word embedding and
fine-tuning to our specific health-related problem task based
on the hyperparameters described in Table 1.

3.4. Classifier Models. We implemented many recent state-
of-the-art classifier models to create the last sentiment
classification on our data set. In our experiment, we
implemented an SVM, a logistic regression, a random forest,
and AdaBoost. With deep learning techniques, words are
represented as a dense vector, and a machine-learning-/
deep-learning-based sentiment classification will be applied
by passing dense vectors to the classification models. Re-
current neural networks (RNNs), which are the most

common sequence modeling techniques, are capable of
obtaining appropriate features from data and can be a
leading choice for capturing the semantics of long texts.
However, an RNN is somehow an inclined model because it
allocates a high priority to recently appearing words in a
sequence, which might lessen its efficiency when capturing
the semantics of an entire document. As a result, LSTM was
instituted to surmount the flaws in maintaining long-term
dependencies in RNN models [36]. ,e LSTM model along
with a convolutional neural network (CNN) for sentence
classification provides accurate results and has been recently
utilized in a variety of NLP tasks. CNN models use con-
volutional and maximum pooling layers to extract the most
relevant features, whereas LSTM models maintain the re-
lationship between words for a longer period using memory
cells. Hence, they are better used for text classification
[36, 47]. A bidirectional LSTM consisting of two such
memories was developed to tackle sequence classification
problems. As an example, it was applied in traffic event
analysis along with OLDA using social networking data and
achieved an extremely high accuracy [48]. Based on the
results, We propose a bidirectional LSTM (Bi-LSTM), which
uses two LSTM units, that works in both left and right
directions to combine past and future context information
from our collected social media data. Bi-LSTM also retains a
long-term relationship between words along with duplicate
context information, as depicted in Figure 7 [49].

In each LSTM unit shown in Figure 7, there are hidden
layers with the capability of keeping the previous infor-
mation for a reasonably longer period. ,e LSTM archi-
tecture contains the main component called the memory cell
ct􏼈 􏼉 that is being updated by using the input gate it􏼈 􏼉 and
forget gate ft􏼈 􏼉, as shown in (4). ,e input gate it􏼈 􏼉 is re-
sponsible for deciding which information should be stored
in the memory cell. ,e forget gate ft􏼈 􏼉 is used to decide
which information needs to be discarded from the memory
cell. At each time step, ct􏼈 􏼉 for the forward LSTM can be
updated using (4) as follows:

ft � σ ωf. ht−1, xt( 􏼁 + bf􏼐 􏼑,

it � σ ωi. ht−1, xt( 􏼁 + bi( 􏼁,

Ct−2 � tahnh wc.ht−1, xt( 􏼁 + bc).

(3)

Ct � ft ∗ ct−1 + it ∗Ct−2. (4)

ot � σ ωo. ht−1, xt( 􏼁 + bo( 􏼁,

ht � ot ∗ tanh Ct( 􏼁.
(5)

In our proposed framework, we used a principal com-
ponent analysis (PCA) before feeding the embedding vectors
to the classifiers. PCA is a technique with the primary
purpose of reducing the dimension of a data set consisting of
many related variables, either heavily or lightly, while pre-
serving the variation available in the data set. As it can be
seen in Figure 8, we conducted intensive experimentation to
exploit and compare the key advantages of each word
embedding and classification technique, which have recently
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become extremely popular. Our research was conducted on
Reddit and Twitter data, which are classifications of de-
pression/anxiety-related posts (positive/negative) using
deep-learning-based text analysis techniques.

We propose a two-way implementation approach, as it is
depicted in Figure 8, the first of which is the implementation
of state-of-the-art machine/deep learning techniques for
depression/anxiety identification along with dimensionality
reduction to maximize the accuracy. ,e second most im-
portant part is applying fine-tuning and model optimization
(knowledge distillation) to build a lighter and smarter de-
pression/anxiety detection model. Knowledge distillation
here is building a compressed model by teaching it exactly
what to do in a sequential manner using a larger pretrained
BERT model [19]. Our proposed knowledge distillation-
based sentiment analysis model is further described in
Figure 9, which shows how pretrained weights from BERT
are used are fine-tuned to our depression/anxiety detection
downstream task to build a smarter and lighter model.

,e teacher-student architecture used throughout this
research is a universal structure for knowledge transfer [41].
In other words, the quality of knowledge gain and extraction

from teacher to student is also dependent on how the
teacher-student network is designed. ,e guidance message
from the larger model, which is known as “knowledge,”
supports the smaller model to simulate the behavior of the
larger complex model. In the sentiment analysis task, logits
(e.g., the output of the last layer in a deep neural network)
are used as a means to propagate knowledge from the
teacher model, which is not clearly given by the training data
sets. Given a vector of logits z as the output of the last fully
connected layer of a deepmodel, such that zi􏼈 􏼉 is the logit for
the i-th class, the probability pi􏼈 􏼉 that the input belongs to
the i-th class can then be estimated using the softmax
function as follows:

pi �
exp zi( 􏼁

􏽐
j

exp zj􏼐 􏼑. (6)

,erefore, the predictions of the soft targets obtained by
the teacher model include dark knowledge and can be
utilized as a supervisor to migrate knowledge from the
complex model to a simple one. In our proposed framework,
we built a smaller student model from a pretrained

Table 1: Hyperparameters used in the deep learning techniques in our experimental environment.

Hyperparameters
Deep learning model

CNN LSTM Bi-LSTM BERT fine-tuning Proposed KD-based classification
Batch size 64 64 64 4 4
Epochs 20 20 20 3 3
Optimizer Adam Adam Adam Adam Adam
Number of hidden layers 128 128 128 768 768

Embedding

Transformer Encoder 

W1 W2 W3 W4 [Mask] W6

W1 W2 W3 W4 W5 W6

O1 O2 O3 O4 O5 O6

Classification Layer : Fully connected + 
GELU + Norm

W’1 W’2 W’3 W’4 W’5 W’6

Embedding to 
vocabulary + 

So�max

Figure 6: Masked language modeling used to train BERT, where a model uses the context words surrounding a mask token to try to predict
what the masked word should be.
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fine-tuning and knowledge distillation techniques along with the common feature-based classification.

Input text

Embedding Layer

w1

w2

w3

wn

..

.

LSTM

LSTM

LSTM

LSTM

LSTM

LSTM

LSTM

LSTM

h1

h2

h3

h3

Positive/
Depressed 

So�max 

Input 
layer 

BiLSTM
Layer 

Output 
Layer

Forward Backward 

X X

X +

σ σσ

ft

it
ot

Negative/
non-Depressed 

Xt

ht-1
ht

CtCt-1

Ct-2

tanh

tanh

Figure 7: Bi-LSTM process used to capture sequential features.

Computational Intelligence and Neuroscience 11



RE
TR
AC
TE
D

(unsupervised) large BERT model using our collected data
set (labeled data). Our proposed framework has the fol-
lowing key steps:

(i) Training the teacher model: the complex teacher
network (BERT) is initially trained on a large
generic data set (Wikipedia and BookCorpus).
,is phase demands high-performance compu-
tational environment such as high-performance
GPUs.

(ii) Establish correspondence: in constructing a student
network (distilled BERT), there should be a con-
nection between the immediate outputs the student
and teacher models. ,is relationship can be done
either by directly forwarding the output of a layer in
the teacher network to the student network or doing
data augmentation before passing it to the student
network.

(iii) Forward pass through the larger model: the data are
forwarded through the teacher network to get all the
immediate results and then apply data
augmentation.

(iv) Applying backpropagation: the result from the
teacher network and the correlation is used to
backpropagate the error in the student network.

We used response-based knowledge, which usually re-
fers to the result of the last output layer of the teacher model
(last logits). Response-based knowledge distillation is known
to be simple and effective for compressing large models and
was commonly used in many NLP tasks recently. As de-
scribed in Figure 9, the distillation loss of response-based
knowledge can be formulated as follows:

LD p zt( 􏼁, p zs( 􏼁( 􏼁 � LKL p zs( 􏼁, p zt( 􏼁( 􏼁, (7)

where LKL is the Kullback–Leibler divergence loss. ,e
Kullback-Leibler divergence score, or KL divergence score,
quantifies the extent to which one probability distribution
differs from another probability distribution. In our case, the
KL divergence between two distributions Q (teacher model)
and P (student model) is often stated using the following
notation: KL(P – Q), where the – operator indicates a
“divergence,” or the divergence of P from Q. KL divergence
can be calculated as the negative sum of probability of each
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Figure 9: Detailed architecture of applying knowledge distillation from pretrained BERT to build a smaller task-specific model on health-
related problem identification.

12 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

event in Pmultiplied by the log of the probability of the event
in Q over the probability of the event in P as follows:

KL(P ‖ Q) � −sumx inX P(x)∗ log
Q(x)

P(x)
􏼠 􏼡. (8)

Based on this loss calculation, backpropagation takes
place such that the student network can learn to replicate the
behavior of the teacher network.

4. Experimental Results

,e results of our proposed scheme are discussed in this
section.,e next remaining subsection describes the data set
utilized to train and test the classification models. In Sub-
section 4.2, we introduce the methods used to effectively
measure the performance of our classifier model, and the
results will be explained in subsection 4.3. Finally, Sub-
section 4 describes the various experimental results achieved
through our study.

4.1. Data Sets. We designed a data collection framework
using Twitter and Reddit APIs (Tweepy and PRAW, re-
spectively) to collect data on depression and anxiety, studied
different text-based emotion detection techniques, and used
the circumplex model of affect to use keywords belonging to
different emotions, as shown in Figure 1 [50]. A common
way to define a set of emotions can be using a list of words
expressing each emotional trait. We used a keyword-based
approach that is based on predetermining a set of terms to
classify the text into emotion categories such as happy,
angry, and sad, which were used to gather the most sig-
nificant data on depression and anxiety from social media
platforms. In our data set, we collected 100,000 tweets and
95,000 posts from Twitter and Reddit, respectively. One
common problem in data preparation is using an imbal-
anced data set where data belonging to one class are sig-
nificantly higher or lower in number than those belonging to
other classes. As a result, the learning algorithm might
choose to ignore those underrepresented classes. ,erefore,
we tried to balance the number of positive and negative
classes (52% and 48%, respectively). We collected posts and
comments from Reddit using two commonly applied sub-
reddits called r/Depression and r/Anxiety and labeled them
as positive, whereas the standard posts filtered by keywords
based on the circumplex model shown in Figure 1 [30] are
labeled as negative.

Table 2 shows a summary of the data sets collected based
on our proposed framework. We merged them together and
prepared training and test data sets. We used word cloud to
visualize frequent words in a text where the size of the words
represents their frequency in the positive (depression-re-
lated posts) and negative (standard posts) directions col-
lected using keywords related to happiness and excitement,
as depicted in Figure 10.

4.2. Performance Matrices. To evaluate our model, we used
the commonly used metrics, such as precision, recall, and

accuracy. A confusion matrix is a matrix used for evaluating
the classification performance, which is also called an error
matrix because it shows the number of incorrect predictions
versus the number of correct predictions in a tabulated
manner. Based on the confusion matrix, we can compute the
accuracy, precision, and recall as follows:

precision �
TP

TP + FP
,

recall �
TP

TP + FN
,

accuracy �
TP + TN

TP + N + FP + FN
.

(9)

,emost commonly used terminologies that are used in
calculating the confusion matrix are as follows:

(i) P: an actual positive case, which is the depression-/
anxiety-related class in our model

(ii) N: an actual negative case, which is nondepression-/
nonanxiety-related class in our model

(iii) True positive (TP): a case in which the actual class of
the data point (collected text data) is true (1), and
the class predicted by our model is also true (1)

(iv) True negative (TN): a case in which the actual class
of the data point is false, and the predicted class is
also false

(v) False positive (FP): a case in which the actual class of
the data point is 0 (false), and the predicted class is 1
(true)

(vi) False negative (FN): a case in which the actual class
of the data point is true, and the predicted class is
false

4.3. Results. In the experiment we have conducted, we
studied our model attributes along with numerical perfor-
mance knowledge distillation-based model and state-of-the-
art machine learning algorithms. We used two data sets,
namely, depression- and anxiety-related text posts collected
from social media specifically from Reddit and Twitter users.

4.3.1. Our Proposed Approach versus State-of-the-Art
Algorithms. In our experiment, the proposed Bi-LSTM and
BERT-based knowledge distillation scheme were compared
with RF, LG, SVM, CNN, AdaBoost, MLP, and LSTM al-
gorithms for identifying depression-/anxiety-related senti-
ments using our own data as shown in Tables 3 and 4. We
used an RF with 150 iterations, 100 estimators, and SVM
with a training parameter ridge estimator and a radial basis
function (kernel� rbf), respectively. In baseline algorithms,
we use three famous word embedding techniques, such as
TF-IDF, word2vec, and fastText that are applied on SVM,
NB, RF, and AdaBoost models as shown in Table 3. Our
main target here was to examine which feature extraction
techniques best favor the performance for depression and
anxiety detection based on our collected data. We applied
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150 estimators and a learning rate of 0.8 as the hyper-
parameters in AdaBoost achieved an accuracy of 83%. In
addition, we implemented SVM with a training parameter
ridge estimator and a radial basis function (kernel� rbf),
getting an accuracy of 84%. SVM works relatively well
compared with AdaBoost because there is a clear margin of
separation between labels given to each of the collected text
corpora after preprocessing and vectorization. ,e perfor-
mance in most of the classical machine learning algorithms
in Table 3 is decreased while applying word2vec because the
word2vec algorithm discards unseen words during the
training phase.

Next, we have used a principal component analysis
(PCA) to reduce the dimensionality of a data set consisting

of many related variables, either heavily or lightly, while
preserving the variation available in the textual data. We
have used dimensionality reduction that involves reducing
the number of input variables while we were generating
vectors from the collected list of tokens. Fewer input vari-
ables can result in a simpler predictive model that have a
better performance when making predictions on new data.
As we have shown in the result section of our paper, for every
vectorization method like BERT, GloVe, and word2vec,
there were performance improvements because of PCA
because of less number of parameters. As presented in
Table 4, the accuracy of almost all classifiers increased when
we apply principal component analysis as a dimensionality
reduction, except for the case of random forest (RF), Naive

Table 2: Description of the data sets collected from Reddit and Twitter.

Data sources Mental health problems Collected posts Description

Reddit Depression 75,000 Discussions and posts related to depression
Anxiety 80,000 Discussions and posts related to anxiety

Twitter Depression 25,000 Contents and posts related to depression
Anxiety 15,000 Content and posts related to anxiety

(a) (b)

Figure 10: Depression-related posts (left) versus standard posts (right) using a word cloud.

Table 3: Performances of classical machine learning algorithms with our collected data (A, accuracy; P, precision; and R, recall in %).

Classification models

Embedding techniques
NB SVM RF MLP LR DT AdaBoost

A P R A P R A P R A P R A P R A P R A P R
Tf-IDF 82 83 81 84 84 84 83 82 82 83 82 83 83 83 83 83 82 82 83 83 82
Word2vec 67 67 67 73 73 74 73 73 73 82 82 82 70 70 70 68 69 68 74 74 74
FastText 67 69 65 84 84 83 78 79 78 86 86 86 80 79 78 77 76 77 83 83 82

Table 4: Performances of classical machine learning algorithms with our collected data after applying a PCA.

Classification models

Embedding techniques
NB SVM RF MLP LR DT AdaBoost

A P R A P R A P R A P R A P R A P R A P R
Tf-IDF 82 83 81 84 84 84 83 82 83 83 82 83 83 83 83 83 82 82 83 83 82
Word2vec 60 57 59 75 74 74 71 72 68 80 80 80 69 68 70 71 71 68 75 75 75
FastText 69 67 64 85 85 85 80 80 80 86 86 86 80 79 78 77 76 77 82 82 82
Values written in bold are the best recorded performance (accuracy) of our algorithm.
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Bayes (NB), and logistic regression (LR) when using the
word2vec vector. It is because word2vec is unable to handle
new words, and it influences these models to be inefficient in
terms of accuracy.

Table 5 presents the results obtained from the pro-
posed Bi-LSTM, knowledge distillation, and five other
classification algorithms. ,ese classification models
were used to predict mental-health-related problems
using three types of text vectorization techniques such as
word2vec, GloVe, and BERT, and the results of all
baseline approaches were compared to assess the per-
formance of the word vectorization models. Bi-LSTM
and distilled BERT achieved higher classification ac-
curacies of 96% and 98%, respectively. ,e main reason
is that the student (distilled BERT) model mimics the
teacher model that initially was trained on general text
corpus such as Wikipedia and BookCorpus. ,erefore,
distilled BERT obtains a competitive or even a superior
performance when fine-tuned to our depression- and
anxiety-related data domain. ,e learning of this small
model from the bigger pretrained model in our proposed
framework is termed knowledge distillation. In addi-
tion, BERT outperforms word2vec and GloVe for both
anxiety and depression prediction tasks because BERT is
able to distinguish and capture two different semantic
meanings by producing two different vectors for the
same word in a given text corpus. We can see that Bi-
LSTM with BERT can precisely infer depression and
anxiety from a given large text corpus as shown in
Table 5.

Figure 11 presents the comparison of accuracy and
loss with respect to the training and testing phase of our
proposed Bi-LSTM. We compared the training and test
accuracy of the Bi-LSTM model with the BERT-based
text representation as shown in Figure 11. We get
training accuracy after applying the model on the
training data, while test accuracy is the accuracy on the
test data. We have run our experiment for 20 epochs both
for model accuracy (a) and model loss (b) in Figure 11.
We can see that they follow the same trend under dif-
ferent parameter settings (batch_size � 64, epochs � 20,
verbose � 1, and validation_split � 0.2). ,is small dif-
ference between our training and test accuracy shows
that we have a proper setting of the regularization of all
parameters of the network and a well representative data
batch. Finally, Table 1 presents the hyperparameters used
in our repeated experiment. We have set optimal

hyperparameters and optimizer algorithms used to train
our models as shown in Table 1. ,e parameters used
were batch size, epochs, optimizer, and number of
hidden layers and Adam as an optimizer performed well
in our experiment. We applied hyperparameter tuning
by conducting a repeated experiment and applied these
parameters to control the learning process. We have
achieved the best accuracy under these parameter set-
tings listed in Table 1.

4.3.2. Comparison with the Existing System. We compared
our proposed system with the state-of-the-art systems,
which were designed to analyze and predict mental-
health-related problems from social media data, as pre-
sented in Table 6. Kim et al. utilized the word2vec model
with XGBoost and a CNN for depression- and anxiety-
related text classification and achieved an accuracy of
75.13% on depression-related data and 77.81% on anxiety-
related data [28]. Mickael et al. presented depression
detection techniques using combined features
(LIWC + LDA+ bigram), classifying them using SVM and
MLP, and obtained accuracies of 90% and 91%, respec-
tively [37]. Hatoon et al. applied linguistic inquiry and
word count (LIWC) with a linear SVM to predict de-
pression from Twitter data and obtained an accuracy of
82.50% [43]. Zogan et al. employed multimodalities + -
word embedding (word2vec) with a bidirectional gated
recurrent unit-convolutional neural network (BiGRU-
CNN) for depression detection from Twitter data and
achieved an accuracy of 85% [26]. In 2019, Kumar et al.
utilized a feature matrix with ensemble vote classification
using RF, NB, and gradient boosting and obtained an
accuracy of 85.09% [27]. ,e accuracy of our system is
shown in the last row of Table 6. During this experiment,
we adopted the concept of knowledge distillation using
BERT and fine-tuned our task of depression and anxiety
detection, obtaining an accuracy of 98% for anxiety-re-
lated data and 97% for depression-related data. In addi-
tion, we employed an attention mechanism to hold the
long-term relationship among words using transformer
architecture and applied Bi-LSTM to predict anxiety,
obtaining an accuracy of 96%. ,e results obtained show
that the proposed techniques might help in the devel-
opment of smart and efficient systems for the detection of
depression, anxiety, and other health-related problems
from social media textual contents created by users.

Table 5: Deep-learning-based text representation and classifier models applied to our generated data set including our proposed scheme.

Embedding methods
Classification models

MLP SVM LSTM Bi-LSTM 1-D CNN BERT_fine-tuning Proposed KD distilled_BERT
Accuracy Accuracy Accuracy Accuracy Accuracy Accuracy Accuracy

Data sets used-depression-related data (depressed vs. normal)
GloVe 82% 78% 87% 88% 84.50% — —
BERT 90.32 90.35 89% 91.34 87% 90% 97%

Data sets used-anxiety-related data (anxiety related vs. normal)
Word2vec 90% 88% 94.20% 96% 94.30% — —
BERT 91% 85% 95.80% 96% 94.30% 96% 98%

Computational Intelligence and Neuroscience 15



RE
TR
AC
TE
D

5. Conclusion

In this study, we developed a strongly constructed frame-
work for the detection of mental health problems using deep
learning techniques such as BERT, Bi-LSTM, and a
knowledge distillation based on social media content created
by users. ,e proposed framework enhances the accuracy of
smart healthcare systems to detect mental-health-related
problems mainly depression and anxiety.,is research work
can be utilized to build a real-time system for early mental-
health-related problem detection mainly based on user posts
on Reddit and Twitter. We discussed various key features,
including mental-health-related textual data collection from
social networks using application programming interfaces
and preprocessing module that focuses on the conversion of
unstructured data into a meaningful form using various data
filtering techniques. We also have employed a keyword and
circumplex model-based text labeling technique on the
collected text corpus to extract useful features related to
mental health. Furthermore, our mental health problem

detection framework applies the most recent text embedding
technique based on deep learning that ensures capturing the
semantic and contextual meaning of words included in user
posts.

,e proposed BERT-based text representation model
transforms collected words into vectors capturing the se-
mantic meaning in the collected text corpus to improve the
accuracy of the classification task using an attention
mechanism. We also proposed response-based knowledge
distillation, which is based on the neural response of the last
output layer of the teacher model (last logits) in BERT for
building a smaller and smarter model for depression/anxiety
detection and classification. Moreover, we developed our
own data collection module to prepare the data set from
Twitter and Reddit by mining the most relevant textual data
that can be used to build an intelligent model for smart
healthcare systems. Finally, we conducted an intensive ex-
periment, based upon which the proposed BERT-Bi-LSTM
model improves the accuracy of text sentiment classification
from user posts. ,e main reason the model outperforms

Table 6: Detailed comparison of existing methods for the detection of depression-/anxiety-related data on social media.

Author (year) Data source Word embedding model Classifiers Overall accuracy

Jina Kim (2020) Reddit Word2vec (form gensim) XGBoost and CNN 75.13% (depression)
77.81% (anxiety)

Michael (2019) Reddit LIWC+LDA+bigram (combined
feature) SVM and CNN 90% and 91%,

respectively

Hatoon (2020) Twitter LIWC
Sentiment analysis Linear SVM 82.50%

Tadesse (2020a) Reddit Word2vec LSTM-CNN 93.80%
Akshi Kumar
(2019) Twitter Feature matrix Ensemble vote, classification (RF, NB,

and B) 85.09%

Hamad (2020) Twitter Multimodalities +word embedding
(word2vec) BiGRU-CNN 85%

Our proposed
approach

Reddit and
Twitter Word2vec, fastText, and BERT LSTM, Bi-LSTM, and

BERT+ knowledge distillation
94%, 96%, and 98%,

respectively
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Figure 11: Comparison of training and test accuracy (a) versus training and test loss (b) for proposed Bi-LSTM model. ,e parameters we
have used for the experiment were batch_size� 64, epochs� 20, verbose� 1, and validation_split� 0.2.
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other machine learning classification models is that it
combines the strengths of both BERT and Bi-LSTM models
to comprehend the syntactic and contextual information of
each word. In addition, we implemented a response-based
knowledge transfer using BERT, fine-tuned the task of
depression/anxiety detection, and achieved extremely high
accuracy. In future work, a multimodel depression detection
system can be developed to utilize more diverse data such as
text, image, and behavioral features to achieve effective
results.
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When it comes to our everyday life, emotions have a critical role to play. It goes without saying that it is critical in the context of
mobile-computer interaction. In social and mobile communication, it is vital to understand the influence of emotions on the way
people interact with one another and with the material they access. +is study tried to investigate the relationship between the
expressive state of mind and the efficacy of the human-mobile interaction while accessing a variety of different sorts of material
over the course of learning. In addition, the difficulty of the feeling of many individuals is taken into account in this research.
Human hardness is an important factor in determining a person’s personality characteristics, and the material that they can access
will alter depending on how they engage with a mobile device. It analyzes the link between the human-mobile interaction and the
person’s mental toughness to provide excellent suggestion material in the appropriate manner. In this study, an explicit feedback
selection method is used to gather information on the emotional state of the mind of the participants. It has also been shown that
the emotional state of a person’s mind influences the human-mobile connection, with persons with varying levels of hardness
accessing a variety of various sorts of material. It is hoped that this research will assist content producers in identifying engaging
material that will encourage mobile users to promote good content by studying their personality features.

1. Introduction

Experiencing emotions is a necessary component of our
everyday lives. +ey are there in everything we do, wherever
we are, and everywhere we travel, and they do so without our
even realizing they are there. Because we can see the other
person’s emotional expression on their face and because we
do not receive an emotional reaction when we anticipate

one, when it comes to mobile engagement, whether it is with
people, technology, or humans through technology, all of us
are suddenly more mindful of emotion. It is tough to dis-
tinguish between different emotions.

Emotions are complicated processes that are created by
interactions between intentions, beliefs, perceptions, and
circumstances, among other factors. To comprehend sen-
timents, we must, firstly, comprehend the mental state and
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situations of the person, as well as the sorts of processes that
may be elicited by these conditions. +e environment has an
important part in determining the condition of the human
mind. +e human-computer/human-mobile interaction
investigates the interaction between a person and a machine.
It depends on supporting information from both the device
and the human side [1]. A large number of scholars from
throughout the globe have dedicated their careers to un-
derstanding the function of emotion in our interactions with
technology.

In the field of affective computing [2–4], the research
focuses on four main areas: (1) reducing user frustration, (2)
enabling comfortable communication of user emotion, (3)
developing infrastructure and applications to handle ade-
quate information, and (4) developing tools that aid in the
development of social and emotional skills.

+is research seeks to determine the relationship be-
tween human emotional states and interaction, as well as to
demonstrate that emotion has a greater impact on inter-
action than other factors. One of the primary goals of this
research is to determine the relationship between human
emotional states and interactions. As a result, it will aid the
researcher in comprehending and inventing new techniques
and technologies to realize the goal of affective computing as
mentioned above. Our research team performed trials with
real individuals who were interacting with different com-
puter systems to evaluate this hypothesis, and they dis-
covered the importance of the emotional state in human-
computer interaction. In this experiment, the following are
the goals that will be pursued.

+e research begins by examining the many sorts of
emotional states that people experience as a result of external
events, challenges, and circumstances, as well as the impact
these emotions have on their own life. Following up on the
findings of the preceding research, we assume/fix other
emotional scales for several additional events/problems/
environments.

Secondly, we have divided events/situations into two
categories: those that elicit good feelings and those that elicit
negative emotions. +e influence of good and negative
emotions on human-computer interaction is also explored
in more depth in this research.

+e third part of our research looked at the influence of
emotional mindset on human-computer interaction across a
variety of interaction activities.

On a fourth level, we looked at how people react to
certain emotional or mental states by looking into their own
personal “hardness factor” and how that component affects
them.

+e fifth point is that the research examines the complete
influence of stressful/festive events on human-computer
interaction by comparing the average interaction impacts
between the two groups of participants.

To conclude, to get fantastic content suggestions in
understanding their mind-state and personality to modify
their emotional level of a person is essential.

It is proposed to use the strategy of combining two (or
more) procedures as a way of absorbing the benefits of both,
and as a result, filling in some of the weaknesses of individual

methods. Alfrjani and colleagues used a combination of
machine learning and a semantic knowledge base to increase
the accuracy of sentiment analysis on online reviews (an
improvement from 1 percent to 6 percent). In another in-
stance, a hybrid approach for sentiment analysis on tweets
that incorporate both lexical and machine learning tech-
niques (improvement: 2 percent to 6 percent). As a result, a
hybrid system with collaborative features is better prepared
to resolve any issues connected with a single system, if any
such pitfalls exist. +e efficiency of the integrated models
may fluctuate depending on the job being performed. CNNs
that have been upgraded by SVM, CNNs that have been
enhanced by RNN, and Lexicon-based analysis with ma-
chine learning produced improved results. When doing
sentiment analysis on diverse domains and kinds of datasets,
the combination of CNN, LSTM, and SVM attempts tomake
use of the two deep network architectural models and SVM
algorithms. +ere are also numerous sorts of input data that
may be gathered via social networks, such as tweets and
reviews, among other things. Within and across these forms
of data, there are variations in the input data, such as the
distribution of tweet and review durations, the variety of
themes in each dataset, the sample size, and the higher or
lower inclusion of explicit emotions and irrelevant infor-
mation in each dataset. Some techniques may be unable to
perform effectively over a range of domains, with poor
accuracy and performance in sentiment analysis, for ex-
ample. Specific procedures may be ill-suited and difficult to
apply to certain kinds of input data as a consequence of this
phenomenon.

One issue posed by our research is whether hybrid
models outperform single models independent of the pe-
culiarities of the datasets. Our findings suggest that they do.
As a result, our research investigates the behavior of the
chosen hybrid models when applied to various kinds of
datasets from various domains. Using three different
models, CNN, LSTM, and SVM, we investigated and
verified their combination in this study. A link between the
models and their increased capabilities to extract charac-
teristics, retain previous information and nodes, and cat-
egorize text was studied. Firstly, in the early phases of the
model, two potential variants in the sequence of CNN and
LSTM are added, one for each of the two possible varia-
tions. Finally, two additional possibilities are presented for
each of these options: the usage of CNN with ReLU
function or SVM, and they are described in detail below.
On eight datasets, including tweets and reviews, we tested
these models with word embedding and found them to be
effective. Using our research, we discovered that combining
several models boosted the accuracy of sentiment analysis
significantly.

Aside from highlighting four hybrid deep learning
models for sentiment analysis that produce improved ac-
curacy regardless of the types of social network datasets
used, this paper also provides an experimental study to
evaluate the performance of hybrid deep learning models
and details a performance comparison of sentiment analysis
methods with some state-of-the-art methods, all of which
are significant contributions to the literature.

2 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

In the wake of our investigation, we have discovered that
emotional mentality plays an important role in human-
computer/mobile-interface interaction. Apart from that, the
toughness factor of individual users might be either good or
bad, depending on their experience. +is element has an
influence on the interaction between humans and computers
or mobile devices. Whenever the hardness factor is positive,
the emotional mentality has only a little influence on hu-
man-computer/mobile interaction activities. At the same
time, when the emotional aspect has a stronger impact on
the interaction task, the hardness factor has a negative effect.
Consequently, according to their hardness level, the user
receives varied material suggestions to replicate happy
feelings in their minds, which will cause them to be more
optimistic and help them to operate more productively in
their settings.

+e remainder of the paper is organized according to the
arrangement outlined subsequently. Section 2 examines the
most important techniques in human-emotion-based lit-
erature, as well as themost typical works in this area of study.
In the third page, we talk about the significance of human
emotion and the many emotional mindsets that a typical
human being has under different situations. It categorizes
both good and negative emotions, as well as events or cir-
cumstances that elicit either positive or negative emotions in
the participant. Section 4 goes to great lengths on the
emotional difficulties that are investigated experimentally.
Section 5 delves into the relationship between mobile in-
teraction suggestions and other variables in more depth than
the previous sections. A summary of the lessons we have
gained is provided in Section 6. +e aspects of system de-
velopment that are influenced by emotion are discussed in
Section 7, as is the inclusion of emotional information into
system development. Section 8 describes the process of
suggestion for transforming negative emotional states into
good emotional states. Finally, Section 9 summarizes our
findings and our plans for the future.

2. Literature Survey

Consider the significance of employing current technology
tools in everyday life and how much effort has been done to
provide answers to practical computing throughout the
globe. Because of the arrival of Android technology, mi-
crocomputer system developers gained a fresh perspective,
and a slew of new apps were built. +is section examines the
many research projects that have been undertaken in this
field, as well as the creation of successful computing-based
solutions.

Michigan Technological University’s Myounghoon Jeon
published a chapter in the book “Foundations of Affective
Sciences” in 2017, titled “Emotions and Affect in Human
Factors and Human-Computer Interaction: Taxonomy,
+eories, Approaches, and Methods,” in which he surveyed
several approaches of Affective Science in Human Factors/
Human-Computer Interaction. +eir backgrounds, objec-
tives, and approaches are all distinct. However, all of them
clearly demonstrate that emotions and affect are not an-
cillary, but rather one of the fundamental aspects in Human

Factors/Human-Computer Interaction design, and they all
attempt to integrate all of the techniques to achieve effective
results. By bridging the gap between conventional Human
Factors/Human-Computer Interaction research and the new
subject of Affective Sciences research, this handbook helps
each discipline advance its own knowledge and
understanding.

Researchers from Michigan Technological University
published a chapter in the book “Fundaments of Affective
Sciences” in 2017 called “Neural Mechanisms of Emotions
and Affect,” in which they reviewed many capabilities and
components of the brain’s functioning in depth. 3. Jacob
Aday comes to the conclusion that emotion is not a single
process and that the emotional brain is not a specific area of
the brain. Emotions are multistage, complicated events, and
the brain representation of them is distributed and con-
nected to the stage of emotional processing at which they
occur.

According to Hillary A. Elfenbein et al., this paper ex-
plores the social perception of emotional intelligence and
extends the data to assess its reliability and cross-judge
agreement, as well as its convergent, divergent, and pre-
dictive validity, among other factors. Although several pa-
rameters were taken into consideration, the observation
research nevertheless showed a substantial correlation with
interdependent task performance. Notably, the predictive
validity of observer-rated emotional intelligence was higher
than that of self-rated or ability-tested emotional
intelligence.

+e fourth point to mention is that, in the year 2019, Sam
Freed’s chapter “Prevailing Prejudices About Artificial In-
telligence” in the book “AI and Human +ought and
Emotion” shows that some outdated ideas, opinions, atti-
tudes, and metaphors have had an impact on cognitive
science and Artificial Intelligence (AI), despite the fact that
there is insufficient evidence to support their claims. It
delineates some of the underlying assumptions that support
much of our culture, and in particular, much of artificial
intelligence research and development.

“Artificial intelligence for affective computing: an
emotion recognition case study,” by Pablo Arnau-González
and colleagues, provides an introduction to the benefits of
artificial intelligence techniques for the field of affective
computing through a case study about emotion recognition
via brain (electroencephalography-EEG) signals. Pablo
Arnau-González and colleagues’ chapter “Artificial intelli-
gence for affective computing: an emotion recognition case
study” is available online. It was discovered that artificial
intelligence-based systems for emotion identification have
great potential, as shown by the data collected. +ere is great
potential for this application to make a significant contri-
bution to the fields of human-computer interaction (HCI)
and quality of experience (QoE).

In 2008, Brian R. Duffy, a professor at the Massachusetts
Institute of Technology, stressed the need of automating
emotion to regulate systems at various levels.

In a 2004 paper, Antonella De Angeli and Graham
I. Johnson pointed out that computational reductionism has
led to an inaccurate perspective of emotions, which thinks

Computational Intelligence and Neuroscience 3
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that they are only physical and cognitive, however, they are
really deeply anchored in social contexts.

In 2005, Jackeline Spinola de Freitas emphasized the
need for emotion design to accurately express emotions.
Nevertheless, no comparison was made between emotional
and nonemotional systems. Furthermore, it is vital to es-
tablish techniques for recording emotional experiences to
better understand them.

+e multicomponent approach to emotions proposed by
Scherer [5] was highlighted in a 2006 study from the Berlin
University of Technology, in which different aspects of
emotions in an interactive context were investigated: sub-
jective feelings, physiological activation, motor expression,
cognitive appraisals, and behavioral tendencies [6–8]. It was
discovered that the quality of use differed between two
versions of an interactive system that used different emo-
tional states in different ways. Researchers discovered that
systems with high usability provide more positive senti-
ments than systems with usability problems, according to
the results of the research.+ere are a range of ways that may
be used to discover differential variations, including rating
scales for subjective feelings, electromyography (EMG) of
muscle activity in the face, heart rate, ECG (EDA), per-
formance data, and questionnaires for cognitive evaluations.
Additionally, it was hypothesized that this combination
would provide an extensive framework to comprehend
emotional expressions in human-computer interaction
(HCI).

In 2018, Jackeline Spinola de Freitas and colleagues
aimed to examine the recording of emotions using a number
of approaches, including audios, videos, and explicit pro-
cedures, to better understand the phenomenon. Each design
makes no effort to evaluate or analyze the human harness or
the mental state of the subject. +erefore, new approaches
for capturing emotional states, as well as fundamental
sentiments, are necessary, according to the findings of the
study. Our mission is to create a new Android application
that will assist scientists in gaining access to emotional mind
states, human hardiness, and situation-specific emotions,
among other things.

Kövecses analyzes the eleventh in the year 2018.
According to the author, conceptual metaphors may be
employed to frame media discourses both intratextually and
intertextually, and they can be utilized both ways. However,
they may also be able to explain what seems to be incoherent
media speech, which appears to be the norm in the majority
of instances. +e idea of conceptual metaphor contributes to
our understanding of why people instinctively blend met-
aphors. As a result of the priming effect, the context in which
media discourse is presented has a significant impact on how
effective it is. A variety of practical considerations make
headlines, especially vulnerable to the contextual impact in
their content in particular. Finding noteworthy patterns in
media discourse may be accomplished by recording the
structure of this cognitive process and then analyzing it. In
this essay, the author argues that metaphors should be used
to express the meaning of the activities that are being done.

According to Kövecses, in his book titled, “Where
Metaphors Come from: Reconsidering Context in

Metaphor,” he describes the desire for happiness as a
metaphor and how to apply it in different information
processing settings in the chapter headed, “Happiness in
Context”.

When it comes to understanding human well-being, the
authors of “Emotion in the Digital Age: Technologies, Data,
and Psychosocial Life” (Emotion in the Digital Age: Tech-
nologies, Data, and Psychosocial Life, published in 2021)
stress the need for dynamic modeling and knowledge. Also
emphasized is the idea that this constitutes a psycho-social
style of being, in which digital technology and emotion
function as significant parts of the method in which we
simultaneously connect to ourselves as individual subjects
and to others as the members of collectives.

+e relevance of synthetic cognitive emotions in the
design of robot-based systems is highlighted by Jordi
Vallverdi (2016) in his article. According to him, it is one of
the most significant elements in the design of complex
systems.

According to F. Gregory Ashby of the University of
California, Santa Barbara’s positive effect hypothesis, which
was created in 1999, pleasant emotion enhances perfor-
mance on a broad variety of cognitive tasks. Several con-
temporary neuropsychological hypotheses propose that
pleasurable feeling is associated with increased dopamine
levels in the brain, which, according to the theory, would
account for many of these benefits. It predicts or accounts
for the impacts of positive emotion on olfaction, long-term
(i.e., episodic) memories, working memory, and the capacity
to solve creative issues, to name a few aspects.

Dr. Barbara L. Fredrickson’s research in 2018 is focused
on positive emotions and psychophysiological laboratory to
develop a data-driven model from the bottom up. It de-
scribes how individual heterogeneity in immune, para-
sympathetic, and oxytocin profiles manifests itself in
different situations. Furthermore, it serves as a foundation
for individual variations and good feelings. She utilizes the
word “purpose” as an umbrella phrase to embrace these
diverse types of self-transcendence because it is both ac-
cessible and alliterative with good feelings and because it is
both accessible and alliterative with positive emotions. A
major emphasis of the author’s research is on possible bi-
ological processes via which pleasant mental states, such as
happy emotions and a sense of purpose, might be connected
to physical health over time. +e broaden-and-build hy-
pothesis serves as a theoretical framework for investigating
the biological bases of positive feelings and intentions, as
well as their consequences. +en, pleasant emotions and a
sense of purpose are dynamically connected, and each seems
to play a crucial role in regulating the leukocyte gene ex-
pression, which appears to be a reasonable biological sub-
strate of living a fulfilling life.

Denis Rangulov and Muhammad Fahim created a
method to detect the emotions shown in video clips in the
year 2020. When predicting dimensional emotions from
video data, the system model design model blends a con-
volutional neural network (CNN) with a recurrent neural
network (RNN). CNN begins by extracting feature vectors
from video frames in the first stage. In the second phase, we
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input these feature vectors into an RNN that was being
trained to exploit the temporal dynamics of video. In ad-
dition, we looked at how each neural network contributed to
the overall performance of the system in question.

It is crucial, according to Tianyi Zhang et al., 2021, to try
to discern user emotions when viewing short-form videos at
any time and from any location. It will allow for video
content customization and personalization. However, the
majority of the studies either categorize a single emotion per
video stimulus or confine it to static, desktop surroundings.
It made use of wearable gadgets to track the emotions of
participants.

In a study published in 2020, Shihan Ran and colleagues
sought to detect emotions using electroencephalography
(EEG)-based emotion identification. +eir work has im-
proved the area of affective computing and allowed appli-
cations in human-computer interactions. +e decoding of
emotion using supervised machine-learning algorithms has
advanced significantly in recent years, while other research
have used data-driven, unsupervised methodologies to in-
vestigate the underlying EEG patterns during an emotion
experiment. It investigates the relationship between such
dynamics and subjective assessments of emotion.

Researchers S. Hsu et al. observed in 2018 that a better
knowledge of how neurocognitive processes affect hypno-
therapy may enhance therapeutic results. When continuous
electroencephalographic (EEG) data captured under hyp-
nosis is used to decode cortical state changes, it presents a
significant difficulty. We use adaptive mixture independent
component analysis (AMICA) to predict changes in the
brain state dynamics during hypnosis. AMICA is an un-
supervised technique that trains many independent com-
ponent analysis models for defining nonstationary,
unlabeled data.+e application of the AMICAmodel to EEG
data from six hypnosis sessions revealed changes in system-
wide brain activity that corresponded to transitions between
hypnosis levels. +e findings also revealed that AMICA-
based models were constant across sessions and participants
and that they mirrored diverse patterns of source activity in
various hypnosis stages as a consequence. Changes in the
theta, alpha, and other spectral properties of source activity
were identified during the treatment sessions via the analysis
of independent component clusters associated with separate
classes of model probability patterns.

Banzige (2009) from the Geneva University indicated
that emotion detection capacity is a critical component of
emotional competence and is a core component of emo-
tional intelligence. Aim: to develop a tool that objectively
assesses this ability using actor portrayals of dynamic ex-
pressions of 10 emotions (2 variants each for five emotion
families), operationalized as recognition accuracy in four
presentation modes that combine the visual and auditory
sense modalities (audio/video, audio-only, video-only, and
still picture). +e many experiments and the usefulness of a
test design are used to assess coarse and fine-grained
emotion discrimination and modality-specific abilities in
children. +e results of the factor analysis indicate that there
are two distinct talents, namely visual recognition and aural

recognition, that seem to be substantially independent of
personality dispositions.

+e preceding works demonstrate that all of these studies
instantaneously capture the emotions using a variety of
approaches, including audios, movies, and explicit methods,
among others. None of these studies took into account the
consumers’ attitude or level of difficulty. As a result, this
work takes into account the consumers’ point of view as well
as their genuine circumstances and basic feelings. It will
provide more effective outcomes, as seen by this work in
progress. It also aids in the recommendation of more in-
teresting information to consumers.

As a field, affective computing exists at the intersection of
artificial intelligence and human-computer interaction de-
sign. “To understand human emotions and give robots
feelings, “emotional modules” will be added to rule-based
artificial intelligence systems,” the researchers said. +e field
is seeing unprecedented growth in popularity. A new gen-
eration of wearable computers equipped with physiological
sensors and pattern recognition is being developed to collect
and analyze signals that are intended to communicate the
user’s emotional state [1, 9].

Scientists are concentrating their efforts on emotion-
based computational architectures [8], whose models
physiologically inspire the emotion process explored by
neuroscience, allowing them to include emotions into
machines’ functions control or generate an “artificial
emotion.” According to widespread expectations, adding an
emotion model in the computational system would increase
machine performance in areas, such as decision-making
competence, action selection and control, and autonomous
and reliable system response. Human emotion under-
standing, learning, and measurement collect information
about a user’s emotional state during an encounter with the
user, allowing for the provision of appropriate help or
services that are tailored to the user’s requirements. A user’s
emotional requirements are recognized, and providing those
needs is likely to result in a satisfactory connection with that
user. It is the motivation for human emotion learning.
Although it is difficult to comprehend and model human
emotions, it is possible to organize and quantify the intensity
of emotion experienced by a person when engaging with a
system [10–14].

It is necessary to identify significant patterns from the
collected data to recognize emotional information [15–18].
Various algorithms, such as voice recognition, natural
language processing, and facial expression detection, are
used to parse the data, all of which are based on the human
component rather than programming, and hence, they need
human intervention [19]. We study emotional learning in
the context of a mixed-initiative interaction [19], in which
the system alters its behavior or function in response to the
user’s mood. +e most typical technique to developing an
emotional system is to learn about the user’s emotional state
and then operate the system in a variety of different modes.
We aimed to investigate the link between human emotion
and computer interaction in this research. Table 1 represents
the parameter of the input data set.

Computational Intelligence and Neuroscience 5
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In accordance with their emotional state, each individual
works and interacts with the system in a distinct manner
[20–22]. Consequently, it is reasonable to assume that each
user will engage with the system in a personalized manner.
As a result, the kind of support a user desires and the ac-
tivities a user expects from the system alter, depending on
the user’s emotional state. In the case of a particular user
who is under a lot of stress, he or she may choose to relax for
a few hours or do anything monotonous. As a result of the
system’s improved emotional awareness of the user, the
system provides new means of engagement in response [23].
When the user is under extreme stress, the system may
instruct him or her to work in safe mode. In the same
manner, we must recognize and respond to the emotional
states of various users to adjust the system’s engagement
with them appropriately [24].

Briefly, the significance of emotional learning rests in its
ability to enable the user to provide free input while engaging
with the system. +e next section explains the range of
human emotional states and their implications when dealing
with a system [25], which should be taken into account while
designing new tactics for engaging with it. It is also necessary
to find new technologies and procedures for determining the
emotional condition of people [26].

3. Model System Design for Sentiment Analysis
while Video Playing

+ere are two possible outcomes for the data:

It may be regarded as expressing which movies the
users have seen (and rated) and which films they have
not watched. In this case, users’ timepieces serve as a
type of tacit feedback, letting us know which items they
want to view and which they would rather not see.
It may also be seen as a way of expressing howmuch the
users enjoyed the films that they did view. It is an
example of explicit feedback: assuming that a person
has viewed a movie, we can infer how much they
enjoyed it by looking at the rating they have given to the
film.

An android mobile app is designed and developed to
play the videos in it. In this system, the mobile app is
designed to recommend different videos to the users. Based
on their experience, the user instructs the other video
contents to other users. +e system design asks a different
question when watching the video [27], and the user is giving
the answers. By considering this feedback, the users are
classified into different categories. +e factors taken for the
classification of users are as follows: 1) mindset, 2) human
hardness, 3) positive emotion, and 4) negative emotion.
Now, it will make a recommendation using the following
KNN algorithm.+e complete details of the KNN algorithm
are presented in the latter part of this section. In this work,
we have done a further analysis of different personalities and
their recommendations for consideration. +e effectiveness
of these recommendations is analyzed to understand the
relativity between the personality types and their recom-
mendations [28]. Figure 1 depicts how the human mobile
video content accessing architecture shows how video
content accesses from live video streaming. Figure 2 shows a
snapshot of a video mobile video app.

We divided the dataset into two groups: training sets and
test sets. +e following function offers two split modes, one
of which is random and the other one is seq-aware. If one
chooses the random mode, the function divides the 100k
interactions randomly without taking into account the
timestamp, and by default, it utilises 90 percent of the data as
training samples and the remaining 10 percent of the data as
test samples. In the seq-aware mode, we exclude the item
that a user has rated themost recently from the test, as well as
the users’ previous interactions from the training set. +e
historical interactions of users are arranged from the oldest
to the newest, depending on the timestamp of their inter-
actions. It will be utilized in the sequence-aware recom-
mendation phase of the Algorithm 1.

Eight textual tweets and review datasets from diverse
fields are used to train and evaluate hybrid deep sentiment
analysis learning models that integrate long short-term
memory (LSTM) networks, convolutional neural networks
(CNN), and support vector machines (SVM).

Each user profile is a combined group of emotional
attributes that will be modeled as Ux� {Ex1, Ex2, Ex3, Ex4,
Ex5}, where “Ex” represents the emotion status of the user,
i.e., Ex1 is representing the hardness factor, Ex2 is repre-
senting the stress factor, Ex3 is representing the positive
emotion factor, Ex4 is representing the negative emotion
factor, and Ex5 is representing positive thinking/negative
thinking factor [29]. +e contents are selected based on the
user’s relation with the user and the movies.

In this experimentation, the IMDb Dataset is taken for
experimentation. It is a dataset available for access to cus-
tomers for personal and noncommercial use. +e IMDb
Movie Reviews dataset is a binary sentiment analysis dataset
consisting of 50,000 reviews from the Internet Movie Da-
tabase (IMDb) labeled as positive or negative. +e dataset
contains an even number of positive and negative reviews.
Only highly polarizing reviews are considered. It is further
tuned to meet our requirements in this work.

Table 1: Parameters of the recommender system.

User Id Movie Id Tag Timestamp
2 60756 Funny 1.45E+ 09
2 60756 Highly quotable 1.45E+ 09
2 60756 Will Ferrell 1.45E+ 09
2 89774 Boxing story 1.45E+ 09
2 89774 MMA 1.45E+ 09
2 89774 Tom Hardy 1.45E+ 09
2 106782 Drugs 1.45E+ 09
2 106782 Leonardo DiCaprio 1.45E+ 09
2 106782 Martin Scorsese 1.45E+ 09
7 48516 Way too long 1.17E+ 09
18 431 Al Pacino 1.46E+ 09
18 431 Gangster 1.46E+ 09
18 431 Mafia 1.46E+ 09
18 1221 Al Pacino 1.46E+ 09

6 Computational Intelligence and Neuroscience
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+e performance of the proposed recommendation scheme
is evaluated based on the evaluation metrics of accuracy, pre-
cision, recall, and F-measure [30]. +e accuracy metrics are

defined as the potential in predicting labels associated with a
categorical class. In other words, it is computed as the pro-
portion of correctly predicted instances as specified in (1).

SLA

SLA

Video testing
scenarios

Set - top box
Live and

on Demand
IPTV Video Quality

VoD Quality

YouTube Video Quality
Browser Based Netflix

Video Quality
Video App Testing

OTT Services

Video testing
scenarios

Figure 1: Human mobile interaction system in accessing video contents.

Figure 2: A snapshot of Video Mobile App.
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Accuracy �
True Positive + TrueNegative

True Positive + TrueNegative + False Positive + FalseNegative
. (1)

Precision refers to the closeness measures of instances
with one another, and it is computed based on (2).

Precision �
True Positive

True Positive + False Positive
. (2)

Recall is defined as the exact positive instance in the
dataset that has been accurately determined as positive by
the utilized classifier [31], as calculated based on (3).

Recall �
True Positive

True Positive + FalseNegative
. (3)

In addition, the F-Measure is computed based on the
weighted harmonic mean of the recall and precision as
mentioned in (4).

F-Measure �
2 × Precision × Recall
Precision + Recall

, (4)

TP (true positive): if the instance is positive and the outcome
of the predicted recommendation is also positive. TN (true
negative): if the instance is negative and the outcome of the
predicted recommendation is also negative [32]. FN (false
negative): if the record is positive and the outcome of the
predicted recommendation is also negative. FP (false posi-
tive): if the data record is negative and the outcome of the
predicted recommendation is also positive.

4. User-Interaction Emotional Issues:
Empirical Study

+e goal of our experiment was to study different aspects of
the recommendations between a user and the mobile under
various mindsets. Specifically, we learned classified dif-
ferent types of events/situations that evoked positive and
negative emotions. Furthermore, the study extends the
impact of positive and negative feelings in human-mobile
interaction. Besides, we studied various critical aspects of
human hardness to estimate the average interacting ca-
pacity [33]. +is section is organized as follows: Section 4.1
describes our experiment participants’ characteristics and
background. Section 4.2 describes our experiment

procedure. Finally, Section 4.3 presents the results we have
obtained.

4.1. Experiment Participants. +irty users ranging in age
from 19 to 45 years—14 male and 16 female—participated in
the experiment. Five different categories of participants,
such as 1. Sports Videos Watchers (23%), 2. Movie Videos
Watchers (13%), 3. Social VideoWatchers (20%), 4. Student/
Learner Videos Watchers (17%), and 5. Medical/Profes-
sional/Business Man Content Watchers (27%). +ese video
watchers have specifically watched a set of videos in Table 2,
and Figure 1 shows the percentage.

We categorized the first group of participants as hard
personality (37%), the second group as moderately hard
personality (43%), and the last group of participants as low-
hard personality (20%). Figure 2 shows the personality traits
survey done using one-time questionnaire by a professor
from the University of Chicago.

4.2. Experiment Procedure. All participants were given a
survey with questions regarding their mindset at the be-
ginning of playing the videos and the performance after
watching the videos. +e users were asked to answer the
questionnaire providing as much information as possible.
We consider all kinds of answers to be equally important and
valuable for our study since we want to know how the
different users feel about watching videos. +e user is
permitted to recommend a set of videos to the other users.
+e effectiveness of the user recommendation is measured
and studied in this work.

4.3. Experiment Results. +e following sections describe in
detail the results we have obtained from our experiment.
How does human hardness impact human-mobile inter-
action? Each section addresses a particular issue regarding
human hardness and emotional states in user interaction.
Based on their hardness level, different videos were rec-
ommended in understanding the personality.

(1) Formulate the table column with user emotional categories and column with the movie names.
(2) Load the training data.
(3) Prepare data by scaling, missing value treatment, and dimensionality reduction as required.
(4) Find the optimal value for K.
(5) Predict and recommend a class value for new data.
(6) Calculate distance (X, Xi) from i � 1, 2, 3, . . . , n.
(7) where X�new data point, Xi� training data, distance as per your chosen distance metric.
(8) Sort these distances in an increasing order with the corresponding train data.
(9) From this sorted list, select the top “K” rows.
(10) Find the most frequent class from these chosen “K” rows. It will be the predicted class for recommendation.

ALGORITHM 1: KNN Algorithm for grouping the similar set of users.

8 Computational Intelligence and Neuroscience
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4.3.1. Does Human-Hardness Impact the Human-Computer
Interaction? Each person has a different personality and
interacts with the system in a certain way. +e hardness of
each person differs because of other reasons. Other methods
are available for measuring the user’s mental status
[11, 12, 14, 34]—the technique of hardness assessment is
given in Annexure-A. For example, some people are with
high hardness, while some people have low hardness. +e
average interaction score is fixed for each type of interaction
task, and such a score converts to an average score of 10.
+en, based on the hardness score, the users classify into
three categories, namely the high-hardness person, mod-
erate hardness person, and low-hardness person. +eir
recommendation considers attributes, such as accuracy,
precision, recall, and F1-measures, plotted in the following
Figures 3–7. It is observed that the high-hardness persons
have a good level of recommendations compared with those
of moderate hardness and low hardness. It established that
the hardness aspect of the system plays a vital role in the
mobile/computer-human interaction. +erefore, human
hardness increases, and there is a high interaction perfor-
mance. Table 3 includes the average mobile interaction
score.

4.3.2. Does Stress Impact Human-Computer Interaction?
Each person has different encounter situations in everyday
life, and the conditions and events change the stress rate of
the person. Annexure B gives the list of stress events and
their rating, and each person has a different stress rate than
their computer/mobile-interaction efficiency on two addi-
tional days. +e stress rate readjusts to the given hardness
and interaction values. +en, based on the stress score, the
user classification is carried out into two categories. One is
the person with high stress and the person with low-stress,

and their recommendation considers attributes, such as
accuracy, precision, recall, and F1-measures plots, in the
following Figures 8–11. It observes that the low-stress
persons are having a good level of recommendations
compared with high-stress persons.

4.3.3. Does Positive Emotion Impact Human-Computer
Interaction? Each person is encountering different situa-
tions in day-to-day life. +e conditions and events change
the emotional status of the person. Each person with dif-
ferent positive emotional levels is asked to present their
emotional status twice or thrice a day for a particular period.
Its average compares with their recommendations efficiency.
Based on the positive emotion score, the users are classified
into two categories. One is the person with high-positive
emotion and the other is the person with low positive
emotion. +eir recommendation considers that the high-
positive feelings persons have a good level of requests
compared with high-stress persons. Appendix C presents the
list of positive emotional events, and their ratings as shown
in Figures 12–15.

4.3.4. Does Negative Emotion Impact Human-Computer
Interaction? Each person has seen a different situation in
everyday life. +e situations and events change the emo-
tional status of the person. Appendix-D presents the list of
negative emotional events and their rating. Each person with
different harmful emotional levels was asked to explain their
emotional situation twice or thrice a day for a particular
period. Its average compares with their recommendations
efficiency. Based on the negative emotion score, the users are
classified into two categories. One is the person with high-
negative emotion. +e person with low negative emotion

Table 2: Different types of participants and the Videos used by them.

S.No. Type of participants Type of contents
Number of users

Male Female Total

1 Sport videos watchers

Swimming, badminton, wrestling, Olympic shooting, cricket, football,
tennis, hockey, ice hockey, kabaddi, gymnasium, weight lifting, volleyball,
table tennis, baseball, Formula, MotoGP, chess, boxing, fencing, and

basketball

5 2 7

2 Movie videos watchers Action, comedy, drama, fantasy, horror, mystery, romance, thriller, and
western 2 2 4

3 Social video watchers

Facebook, Instagram, Twitter, tutorials and how-to videos, product demo
videos, user-generated videos, announcements/reveals, interview, and

Q&A videos, event videos, behind-the-scenes, videos that promote exciting
offers and deals, tell relatable stories, and final thoughts

2 4 6

4 Student/Learner videos
watchers Teaser videos and course videos 4 1 5

5 Medical/Professional/Business
man content watchers

Surgery videos, Gynaecology and STDs, health and fitness, orthopaedics,
cardiology, plastic surgery, medical examination, clinical skills, product
videos, explainer videos, onboarding videos, internal training videos,
testimonial videos, promotional videos, company culture videos. video
voicemails, aerospace engineering videos, chemical engineering videos,
electrical and electronics engineering videos, petroleum engineering
videos, telecommunication engineering videos, machine learning and

artificial intelligence videos, robotics engineering videos, and biochemical
engineering videos.

6 2 8

Computational Intelligence and Neuroscience 9
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and their recommendations consider attributes, such as
accuracy, precision, recall, and F1-measures plots, in the
following Figures 16–19. It observes that the low-negative
emotion persons have a good level of recommendations
compared with those of high-negative emotional people.

4.3.5. Does Positive �inking Impact Human-Computer
Interaction? Each person has a different personality and
interacts with the system in a certain way. +e positive
attitude of each person differs because of various reasons.
Annexure-E presents the method of attitude assessment.

High-hardness Person
Moderate Hardness Person
Lowhardness Person
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Figure 3: Accuracy measure of different human hardness of recommendations.
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Figure 4: Precision measure of different human hardness of recommendations.
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Figure 5: Recall measure of different human hardness of recommendations.
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For example, some people have a high positive thinking
attitude, and some people have a low positive thinking
attitude. +e score is fixed for the average interaction for
each interaction task, and such a score converts to an
average score of 10. +en, the average actual observed
interaction performance is compared to the positive
thinking attitude score and is presented in the following
Figure 7.

+e following table presents the simple correlation be-
tween the interaction and between the attributes compared.
Table 4 represents the correlation details.

Let AC, HD, ST, PE, NE, and PT be represented by X1,
X2, X3, X4, X5, and X6, respectively, since X1 is dependent
on X2, X3, X4, X5, and X6. We take the measurements of
these variables from their expected values. Consequently,

E(X1) � 0 � E(X2) � E(X3) � E(X4) � E(X5) � E(X6).

(5)

Let the standard deviation be σ1, σ2, σ3, σ4, σ5, and σ6. Let
the correlation between these variables be r12, r13, r14, r15,
r16, r23, r24, r25, r26, r34, r35, r36, r45, r46, and r56.
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Figure 6: Accuracy measure of different stress level of recommendations.
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Figure 7: Precision measure of different stress level of recommendations.

Table 3: Average mobile interaction score.

S.
No. Type of watchers Type of contents watched Interaction score

1 Sport videos watchers Volleyball, cricket, football, tennis 45 50 55 60 65 70 75 80 85 90
1 2 3 4 5 6 7 8 9 10

2 Movie videos watchers Action, comedy, drama, fantasy, romance 10 20 30 40 50 60 70 80 90 100
1 2 3 4 5 6 7 8 9 10

3 Social video watchers Facebook, tutorials videos, Product demo videos,
interview, and Q&A videos, event videos

6 8 10 12 14 16 18 20 22 24
1 2 3 4 5 6 7 8 9 10

4 Student/Learner videos watchers Teaser video, course videos 1–3 4–7 8–12
4 8 10

5 Medical/Professional/Business
man content watchers

Surgery videos, health and fitness,
medical examination,

clinical skills

1 2 3

4 8 10
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Figure 8: Recall measure of different stress level of recommendations.
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Figure 9: F1 measure of different stress level of recommendations.
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Figure 10: Accuracy measure of different positive emotion person of recommendations.
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Figure 11: Precision measure of different positive emotion person of recommendations.
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Figure 12: Recall measure of different positive emotion person of recommendations.
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Figure 13: F1-measure of different positive emotion person of recommendations.
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Figure 14: Precision measure of different negative emotion person of recommendations.
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Figure 15: F1 measure of different negative emotion person of recommendations.
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Figure 16: Accuracy measure of different positive thinking person of recommendations.

14 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D0

0.05
0.1

0.15
0.2

0.25
0.3

0.35

Pr
ec

isi
on

10 20 30 40 500
Number of Recommendations

High-Positive �inking
Low Positive �inking

Figure 17: Precision measure of different positive thinking person of recommendations.
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Figure 18: Recall measure of different positive thinking person of recommendations.
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Figure 19: F1-measure of different positive thinking person of recommendations.

Table 4: Correlation between accuracy and other attributes.

Attribute 1 Attribute 2 Partial correlation
Accuracy (AC) Hardness (HD) 0.882156
Accuracy (AC) Stress (ST) −0.51087
Accuracy (AC) Positive emotion (PE) 0.42498
Accuracy (AC) Negative emotion (NE) −0.377452
Accuracy (AC) Positive thinking (PT) 0.462025
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It is possible to determine the plane of regress of X1 in
terms of X2, X3, X4, X5, and X6, and it is given by the
following:

X1
σ1

􏼠 􏼡ω11 +
X2
σ2

􏼠 􏼡ω12 +
X3
σ3

􏼠 􏼡ω13 +
X4
σ4

􏼠 􏼡ω14 +
X5
σ5

􏼠 􏼡ω15 +
X6
σ6

􏼠 􏼡ω16 � 0,

ω �

1 r12 r13 r14 r15 r16

r21 1 r23 r24 r25 r26

r31 r32 1 r34 r35 r36

r41 r42 r43 1 r45 r46

r51 r52 r53 r54 1 r56

r61 r62 r63 r64 r65 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

1 r12 r13 r14 r15 r16

r21 1 r23 r24 r25 r26

r31 r32 1 r34 r35 r36

r41 r42 r43 1 r45 r46

r51 r52 r53 r54 1 r56

r61 r62 r63 r64 r65 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(6)

We note here that the corresponding cofactor of the
element in the ith row and jth column is ωij for all i, j ranging
from 1 to 5.

+e coefficient of multiple correlations in six variate
distributions in which each of the variables X1, X2, X3, X4,
X5, and X6 in terms of the mutual correlations between i, j is
given by the following:

R
2
1.23456 � 1 −

ω
ω11

. (7)

+e coefficient of multiple correlations estimates the
closeness of association between the observed values and the
expected value of a variable obtained from the multiple
linear regression of that variable on other variables.

R2
1.23456 is a simple correlation between X1, and the error

estimate e1 is 0.23456. It must lie between −1 and +1.
However, in our case, it will be 0≤R2

1.23456 ≤1. It establishes
that the correlation between the hardness and accuracy is
highly correlative.+erefore, it is considered to be one of the
important attributes taken for analysis.

5. Experimental Learning

+e experiment showed several fascinating features of an
emotion’s influence in human-computer interaction.
Computer systems or software systems have been unable to
personalize or comprehend the user’s emotions. We ob-
served several challenges that exchange-system designers
must address to personalize and optimize the interaction
system and users.

(i) Understand the relation between user interaction
and the hardness of the person.

(ii) Understand the relation between user interaction
and the stress rate of the person.

(iii) Understand the relation between user interaction
and the positive emotion of the person on a par-
ticular day.

(iv) Understand the relation between user interaction
and the negative emotion of the person on a par-
ticular day.

(v) Understand the relation between user interaction
and the positive thinking attitude of the person.

(vi) Discovering the method for providing implicit
feedback to capture these attributes.

(vii) Discovering the new method of mobile interaction
mechanisms to each set of users.

6. Implications in Human-Emotional System
Development: How to Incorporate
Emotional Knowledge

To provide better interaction to the computer user, the
system needs some emotional knowledge about them. Now,
this knowledge is collected through explicit feedback.
However, we need to develop new devices, mechanisms, and
methods to manage these knowledge sets automatically. +e
most crucial fact about human emotion is that it is both
instantaneous and intrinsic. Our approach analyzes the
people’s relativity hardness, stress, positive emotion, nega-
tive emotion, and positive thinking attitude. It is hard to
understand the positive and negative emotions because it is
instantaneous. +e system uses four ways to collect emo-
tional details. +e first method is to observe the user’s
emotional status through the new hardware devices, utilizing
relative measures like blood pressure. +e second method is
to identify facial expressions, and the third method is to
collect explicit feedback from the user. +e fourth method is
information personalization. A commonly used metaphor
for accepting the user’s emotional status is consuming a
personal assistant interface-agent collaborating with the user
in some work environment. Over some time, the system will
acquire a complete emotional attitude of the user.

In general, users’ emotional information can be fed to
the system, and it is possible to adapt the user for both
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system and application software development cases. All
these emotional statuses are kept under the category of the
application-independent information domain.

7. Conclusions

+is paper has studied the relativity between user interaction
and emotional attributes, such as hardness, stress, positive
emotion, negative emotion, and positive thinking. +e study
presented the results of an experiment to learn the impact of
incorporating emotional knowledge into the system.

+is work gives an idea about the understanding of user-
emotion status while interacting with the system. +is study
has implications on designing an interface with emotional
knowledge to improve the system’s overall efficiency. +ere
are seven significant issues for the incorporation of emo-
tional understanding, which are as follows:

(i) Understand the relation between user interaction
and the hardness of the person.

(ii) Understand the relation between user interaction
and the stress rate of the person.

(iii) Understand the relation between user interaction
and the positive emotion of the person on a par-
ticular day.

(iv) Understand the relation between user interaction
and the negative emotion of the person on a par-
ticular day.

(v) Understand the relation between user interaction
and the positive thinking attitude of the person.

(vi) Discovering the method for providing implicit
feedback to capture these attributes.

(vii) Discovering the new method of machine interac-
tion mechanisms to each set of users.

We have developed techniques for learning and incor-
porating emotional information to address the issues out-
lined above. We are also focusing on dynamic user profile
techniques that analyze user interactions to determine
emotional user status. One can use the results of these al-
gorithms in future systems.
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In the present medical age, the focus on prevention and prediction is achieved using the medical internet of things. With a broad
and complete framework, effective behavioral, environmental, and physiological criteria are necessary to govern the major
healthcare sectors. Wearables play an essential role in personal health monitoring data measurement and processing. We wish to
design a variable and flexible frame for broad parameter monitoring in accordance with the convenient mode of wearability. In
this study, an innovative prototype with a handle and a modular IoT portal is designed for environmental surveillance. +e
prototype examines the most significant parameters of the surroundings. +is strategy allows a bidirectional link between end
users andmedicine via the IoTgateway as an intermediate portal for users with IoTservers in real time. In addition, the doctor may
configure the necessary parameters of measurements via the IoT portal and switch the sensors on the wearables as a real-time
observer for the patient. +us, based on goal analysis, patient situation, specifications, and requests, medications may define setup
criteria for calculation. With regard to privacy, power use, and computation delays, we established this system’s performance link
for three common IoT healthcare circumstances. +e simulation results show that this technique may minimize processing time
by 25.34%, save energy level up to 72.25%, and boost the privacy level of the IoT medical device to 17.25% compared to the
benchmark system.

1. Introduction

One of the main paradigms of networking is the internet of
things (IoT), which spreads through a variety of claims,
providing central access to and convergence of information
[1]. Users and approved workers, such as medical practi-
tioners, can have access to information according to the
mission description for each person. Privacy and confi-
dentiality, sensitive data security, and limited functionality
are essential for healthcare [2]. IoT can connect the internet
to a variety of sensors, cars, homes, and computers, enabling
people to exchange statistics, evidence, and services.

+is allows for information synthesis that can make the
study, usability, and comfort of usage of data in submis-
sions very important. IoT versatility has brought a number
of new developments toward better data access and in-
creased resource utilization and information sharing,
among multiple causes, to boost complete data quality
performance [3]. +is is becoming possible thanks to ad-
vanced protocol networking technology innovations, high
internet concentration, and consumer accessibility of large
infrastructure. As a result, people are more concerned with
consolidated acquisition and evaluation of data to save time
and energy [4].
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IoT’s clever cities, intelligent houses, infrastructure, and
economic surveillance are all critical issues. Healthcare has
been one of the most critical issues, with accelerated in-
dustrialization, urbanization, and an ever-growing rate of
senior citizens in Europe in recent years. +e emphasis in
healthcare is progressively moving from conventional
methodologies, such as postdiagnostic therapy, to preventive
and predictive health security.+is pattern involves constant
and systematic criteria for the monitoring of the individual’s
historical data from various fields of healthcare. +is clinical
internet of things is the foremost emphasis of the modern
century of healthcare, after positive experiments with
electronic (e-health) and mobile (m-health) [5].

An IoT-based medical platform is able to integrate and
merge variables (on the server side) from various fields that
can lead to protecting healthcare [6]. In 2016, the WHO
stated that the second field in connection with healthcare
that causes one in seven deaths was environmental criteria
control involving physicochemical components. +e larger
and more advanced facilities most frequently follow these
criteria. +e facilities are only limited to being scattered by
high operating costs, complicated calibration/recalibration,
and advanced facilities in certain countries and towns. +ese
stations, on the one hand, are not available anywhere for the
environment, but on the other hand, they only provide an
overview of the area [7]. +e overview of medical healthcare
is shown in Figure 1.

In this assessment, the environmental parameter cate-
gory includes toxic/hazardous gases, sound, ultraviolet
conditions, temperatures, moisture, and air pressure. En-
vironmental sensitivity and physiological parameters are,
therefore, two of the most critical areas for monitoring in the
field of healthcare. In p2Health, the physiological and
biochemical variables must be constantly tracked and cus-
tomized. Several studies have identified adverse effects on
the health status of environmental contaminants, particu-
larly on patients with physiological parameters and vital
indications [8].

Depending on the time of exposure, accumulation and
quantity of toxins, and the clinical state of patients, the
sensitivity of people with cardiac disease and cardiovascular
disease to chemical air pollution is a major factor in their
breathing rate and heart failure. +e harmful effects of
environmental contaminants are not only restricted to en-
vironmental criteria but also physical criteria. Physical en-
vironmental metrics classify the highest noise frequency,
UV, weather, moisture, and intensity. Various studies have
shown that noise has adverse effects on sleep efficiency [9]. It
is given a higher weight in the case of people suffering from
chronic illnesses. In monitoring patients with chronic ob-
structive pulmonary disease, it is critical, for example, to
track the sound level as an environmental parameter.

+e high level of sound will contribute to sleep distur-
bance and thereby affect the physiological state of the pa-
tient. Exposure to UV indexes above the threshold can also
pose a health risk, particularly in patients with skin cancer
and COPD. Similarly, air and moisture can create painful
problems. Environmental toxins can have a direct or indirect
impact on physiological parameters [10]. However,

continuous control, data synchronization, and the analysis
of the relationship between environmental and physiological
parameters are a leap forward to studying the effects and
weights of each parameter on the other. +e effect may differ
from one parameter to the next.

+e internal and external actors should be carefully in-
vestigated and determined. For p2Health to incorporate
mIoT, customizable control of the parameters is taken into
account by means of effective wearables. Wireless network
nodes are an inseparable IoTtier that containsmultiple sensor
nodes and is used for inter/intradata communication between
nodes and levels. In addition, data from different topics of
focus are measured, gathered, and transmitted, even inside
the WSN. +e composed information is communicated from
the wireless sensor node to the receiver through an IoT entry
to construct a database according to the physiological and
environmental indicators of a person 24/7. +e WSN can be
extended to stretch the observation border, as appropriate, by
a variety of nodes to various extents of medical concern.

All the key components of the WSN are wearable sensor
nodes that are used for custom surveillance. +e functional
structure, with temperament proportion, breathing fre-
quency, blood pressure, and physique illness, is most often
used for the physique in the Tuner Frame Zone System.
While in customized healthcare, the acquisition, observation
and loading, and transfer of every information collection
have already been demonstrated, and both physiological and
environmental monitoring by means of a durable and ef-
fective approach remain unintegrated.

Furthermore, an effective wearable is lacking in the
measuring of ambient parameters. Integration of data must
be illustrated in an appropriate approach and framework
using powerful strategies/models aimed at full and then
customized observations of active healthcare constraints.
+is explanation is specified and then applied to the IoT,
which must also be able to host a massive amount of data in
real time. In addition, data acquisition should be modular to
allow for bidirectional coordination between licensed staff
and end users for required medical commands [11]. Smart
interpretation of data should also be available through the
algorithms applied.

1.1. 2e Main Objective of 2is Study

(i) We designed an IoT-based platform for a suitable
wearability mode to comprehensively measure en-
vironmental, physiological, and behavioral factors.

Figure 1: Overview of medical healthcare.
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(ii) We offer a privacy-controlled download method to
determine the discharge rate and local calculation
rate for the data processing. +is approach takes
into account the present condition of the radio
channel, the amount and importance of fresh
healthcare sensing data, the estimated level, the
bacterial level, and the computational work history
to reduce computer delays, save on IoT device
energy consumption, and enhance data protection.

(iii) For medical analysis of parameter interactions, we
integrate, synchronize, and process physiological
and environmental parameters. +is also involves
seeing the data on the server.

1.2. Organization of the Study. In the introduction part are
given the essential information about patient monitoring
and how the IoT devices are most helpful for monitoring
health in different aspects. +e second part of this study is
made of a detailed literature review for the existing works
given for support of defining the problem. +e third part of
this study proposed a system and flow diagram of the
framework of the immune monitoring system given with
various parameters. +e final part has the result and dis-
cussion with various analyses like temperature, utility, and
respiration analysis like lot parameters compared and
discussed.

2. Existing Work and Literature Review

IoT devices provide edge computing with lower energy use
and computation delays, which enables computation-in-
tensive and latency-sensitive applications. In order to lower
the computer overhead for resource-limited mobile de-
vices, the binary download as suggested picks a data
transmission rate under a stochastic Wi-Fi channel with a
single edge. In order to decrease energy usage under latency
constraints on a multiuser grid, the partial reloading
schema as presented employs time division and ortho-
dontic frequency division. In order to lower the imple-
mentation latency and work error rate for the scenario with
just a known server, the mobile offload strategy as pre-
sented leverages the Lyapunov optimization, provided that
both the model transmission delay and the local imple-
mentation model are recognized.

Geman et al. presented that the attackers could be in-
quisitive about data security, such as where the user is lo-
cated and how their IoTdevice is being used. Depending on
how far the user is from the edge node, an edge device can
learn about location information and IoT device usage
patterns [1].+e privacy level is tied to the amount of sensing
data that has to be sent and the offload rate. Koo and Hur
mentioned and received the calculation reports from the
device, the IoT device will first do the local processing, and
after this, it will compare the current channel states with the
previously saved channel states and data size to assess the
privacy level that was obtained [12]. +e IoT device incor-
porates techniques to purposely limit the offloading rate
while the channel is healthy and to raise the offloading rate

when the channel is unhealthy in order to safeguard user
privacy. Privacy is shown in red, since the consumption
pattern indicates the difference between the amount of real
sensing data and the amount of offloading data that takes
place when increased wireless channel strength is present.
Whether the IoT device stays in certain places with severely
degraded radio channels is shown as location privacy.

+e effective approach within IoT needs the careful
handling of many problems by the application of WBAN in
healthcare for environmental and physiological control. Due
to critical continuous surveillance, it is of serious concern to
consume power for short-term WBAN connectivity and
long-range data transfer from the mobile to the server. +e
most critical requirements are wearability mode, flexible
approach to sensor acceptance, the possibility of expansion,
data collection range, accessibility, and fusion. Another part
of healthcare is the relationship between physiological and
environmental indicators, which involves data examination
and can only be seen by data analysis by appropriate al-
gorithm decisions based on an individual’s continuous su-
pervision [1].

Dawood et al. elaborated, reflects on the most current
and important work in the monitoring of environmental,
behavioral, and environmental biological restrictions. All
other works offered in this segment fulfill the needs of the
IoT in this field. An IoT-based tropospheric monitoring
network has been established in [13]. Kim et al. suggested
using a platform designed for the evaluation of environ-
mental parameters like fine dust and ozone in various modes
of contact in the short/long term. Each unit conveys a
container containing information, and the position and
operating position through the LTE system in this ecological
measurement stage. +is parameter is calculated by an
applied board, and the data are analyzed on the server. +e
number of planning boards was used to gather data to track
various air pollutants on this site.

A description of the IoT-based multisensor platform for
atmospheric parameters to monitor nitrous gas (NOx),
carbon dioxide (CO), and ozone (O3), and temperature,
moisture, and air compression is presumed. +e stage can
track environmental contaminants at a low concentration.
+is infrastructure is built around two shields, one of which
contains the ATmega328. One shield is used for gas sensors;
the other shield is used for temperature, moisture, and wind
speed sensors. +ese are planned as a fixed framework for
server transmission based on the Wi-Fi networking pro-
tocol. +e machine is Linux based for data observation [2].

+e IoT-based solution for indoor air quality surveil-
lance (IAQM) based on ATmega1281 was stated in [6]. In
this job, a complete IAQM device enables carbon dioxide
calculation and sulfur dioxide (SO2). It presents nitrous gas
(NO2), O3, chlorine (Cl2), and environmental relative
humidity. +e boards in a star configuration are linked to a
gateway via Zigbee. +e transitional port passes the data via
Wi-Fi to the cloud. As a front-end amplifier aimed at the
devices, the sensors use the LMP91000 chip. All devices
remain situated and arranged for protection.+atmakes this
platform a fixed boxing station, useful for domestic sur-
veillance [3].

Computational Intelligence and Neuroscience 3
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A low-cost wireless network of sensors is presented with a
protocol and Wi-Fi for long-range data transmission. A
framework for calculating particulate matter has been estab-
lished in this study. While, due to its limited portability, this
device is best suited for regular environmental monitoring, its
extensive monitoring supports many of the environmental
parameters. A wearable single-gas detector was conceived and
implemented for volatile organic compounds based on a
capacitive micromachined ultrasound transducer [4].

+is watch has long-term surveillance, is low powered,
and has a detection limit of 120 parts per trip. +e data are
transmitted via a low-power network to a mobile phone or
Raspberry Pi 3 and through Wi-Fi from the gates to the
cloud. Even though the wearability of the member nodes is
efficient, the identification of the single aspect limits the
scenarios for this instrument. P was approached with
common sense as a handheld prototype of Olivier et al. +is
common-sense version tests many environmental toxins,
namely, CO, NO, O3 gas sensors, and sensors monitoring
light, humidity, and body position, and O3 gas sensors.

Data are transmitted from the prototype via a compo-
nent from SparkFun to the smartphone. +e information
received is viewed on a mobile phone and transmitted via a
Cinterion GPRS radio to a host server. +ese data are also
presented and evaluated on the web server. +ere will be a
customized CO2 and O3 ambient air detector. Ahamed et al.
presented a strong calibration method that was considered
in the production ofW-air according to the ambient physical
and textile parameters and breathing emissions. In order to
estimate CO2, W-air uses the V OCs CCS811 sensor. +e
relationship between VOCs and CO2 in this prototype is
expected to be solid [14].

+e data obtained from each gas sensor were transferred
to a smartphone for viewing at a time interval of five seconds
and oneminute, respectively.+e IoTmonitoring devices for
environmental parameters are not confined to the above, but
the methods proposed have been the most relevant and most
recent research in this field. Various other works were
discussed on indoor/outdoor environment control portable,
mobile, and/or stationary equipment. +is type of work
addresses the issues like relative moisture and relative hu-
midity raised in the preceding paragraph. +e boards in a
star configuration are linked to a gateway via Zigbee. +e
intermediate port passes the data via Wi-Fi to the cloud.

Sensors use flaws via front-end equipment to drive
themselves. Because both sensors are arranged for protec-
tion, the device is useful as an immovable container position
for domestic surveillance. In [15], a low-cost network of
environmental sensors is demonstrated using a long-range
data transfer protocol and Wi-Fi. An established platform
for metal oxide (CO), (NO2), hydrogen (H2), ammonia
(NH3), and methane is presented in this work for the cal-
culation of particulates, light, colors, steam, UV light, and
methane. While, due to its limited portability, this device is
best suited for regular environmental monitoring, its ex-
tensive monitoring supports many of the environmental
parameters.

In 2012, a wearable single-gas detector was developed
and applied to organic volatile compounds on the basis of a

capacitive micromachine ultrasonic transducer. +is watch
is built for sustained surveillance, is low powered, and has a
LOD of 120 ppb. +e data are sent in low-power mode to a
smartphone or a Raspberry Pi 3. An advanced and portable
medical surveillance system with multiple sensors is avail-
able. +e chest is a control panel, ECG, temperature sensor,
accelerometer, acceleration engine, light-emitting color
changes, and pushbutton. It includes a chest-placed unit and
a color-changing light-emitted diode. In reality, facial rec-
ognition and clinical specifications are tracked in this system
along with location monitoring.

+e user’s health status can be monitored with the
embedded vibration engine by identifying capacitive touch
patterns. +e incorporated color-shifting lead can be used to
provide the holder with more insight into the present state of
health. Finally, for emergencies, a pushbutton is issued. +e
e-health detector platform V2.0, Arduino, and Raspberry Pi
are the first biometric shield. +is system monitors the
heartbeat, oxygen in the blood, air supply, body temperature,
ECG, galvanic surface concentration, blood pressure, patient
location, and muscle/electrochemicals. +is device can
measure pulse (EMG) [5].

Data are gathered through different alternatives: real-
time patient status reporting and patient critical data
transfer to a health department for assessment. Depending
on the request, data transfer is enabled on the e-health
sensor. A multisensor fusion approach is the foundation of
the structural system. A service provider model is used in
particular [16].

+ere are various challenges that must be correctly
handled in order to propose an optimal solution for IoTwith
wearable implementation in healthcare for environmental
and physiological monitoring. Due to important, ongoing
monitoring, power consumption is a major issue for short-
range communication in wearables and long-range data
transfer from smartphones to the cloud. +e most essential
needs are wearability mode, flexibility in sensor adoption
solutions, extension options and data collecting ranges,
usability, and fusion. In medical care, the connection be-
tween physiological and environmental indicators requires
data research and can only be proved by data analysis
through adequate algorithm choices based on the contin-
uous monitoring of a person.

3. Proposed System

A modular cellular data framework is presented to ensure
preventive and workplace control of everyday practices in
the healthcare IoT strategy. In order to track the ubiquitous
criteria, portable handsets with comfortable wearability are
used in comparison to the modular data collection strategy.
To do this, a system has already been established for robust
environmental parameter tracking. +e solution is a mix of
operating systems that specifically aims to offer functionality
and design abilities for all the main facets of the platforms.

+e following criteria and demands are discussed, given
the high diversity of this area of study and the monitoring
criteria focusing on physiological and psychological well-
being and also on the effects of environmental parameters on

4 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

the ground [17]. We spoke earlier about the need for
continuous and systematic data tracking and processing in
preventive medicine. +erefore, wearables must be wearable
and compact and lightweight with a comfortable style of
wearability. Research into the field of measuring accurate
information in the real world, in particular, shows that
measuring settings require less user control. For these
components, special attention must be given to product
selection and prototype design. +e proposed system ar-
chitecture is shown in Figure 2.

+e wearable devices remain prudently selected after the
accessible device rendering follows the stated guidelines for
physiological and psychological parameter tracking. +e
proposed system is designed to fulfill these criteria in the
environmental surveillance sector as a handheld prototype.
+ese three research areas will effectively contribute to
cardiovascular and workplace health by integrating them. A
thorough monitoring of environmental and physiological
criteria is required in order to obtain comprehensive
monitoring of healthcare. Pervasive surveillance involves a
range of sensors that lead to scale, weight, and thus to
wearability growth.

In order to ensure that wearability is conveniently
preserved, the architecture techniques in combination with
efficient software creation have to be consistent with the
careful hardware concept, in this respect, 3D space usage for
the system and efficient goods [18]. A thorough and personal
collection of parameter settings, based on the specified
parameter sets and the assessment by approved staff, is
needed for the broadness of investigational scenarios within
the area of preventive and occupational monitoring. It
should not be restricted to specific case studies or topic
classes.

+ere is also a strong need for a broad range of operative
capabilities to combine multiple devices and sensor nodes
from different vendors. +e modular information gathering
system is called an IoTportal. In this model, the access point
is modular to adapt to external designs and devices in
various fields to supplement the data solution where re-
quired [19]. +e usage techniques for all data sources and,
therefore, both data routes are taken into consideration in
one framework.+is hybrid data usability has a considerable
effect on the structure of the device as data are distributed.

+e incorporation of different systems and their indi-
vidual configuration is essential to allow the flexibility of
such information bases in response to research issues.
Furthermore, the single mixture and setup also impact
proper process control readiness, which requires a stronger
device structure. +e practical definition follows a dispersed
device method that disassociates basic purposes from the
domain cloud toward the separate IoT entry, such as in-
formation contribution, information gathering, and pro-
cessing. +erefore, its functionality centers on data
collection and information control, including customer-
related tracking process setup.

+e highest level includes cloud systems with the internal
p2Health-Cloud system and cloud solutions from external
providers as gateways into indirectly open results. +e
p2Health-Cloud allows user-specific research to be planned,

through the management of so-called measures, including
data range, data delivery frequency, the appropriate formats,
and so on. +is configuration seeks unique sensor node
solutions but sets the necessary parameters. +e p2Health-
Cloud is carried out in the field of data science, primarily by
algorithms for the detection of potential major associations
with the goal of elevating information synthesis and in-
formation analysis, and it takes into account data com-
parisons for both local and national reference databases [20].

+e results will be given to the user and supervisor
through a web interface where required. +e second level is
focused on personal mobile devices that act as IoT gateways
and carry out measuring tasks. +is involves connecting
directly accessible data sources to the needed sensor node
and indirectly accessible external cloud solutions, collecting
and preparing data, and providing data for P2Health-Cloud
as provided by the measurement procedures [21]. +e
collection of the appropriate data sources depends on the
user’s comprehensive monitoring of the registered sensor
nodes and can be taken into account, if possible, as alternate
nodes.

+e gateway then becomes the data ability to concentrate
on each inquiry and must adapt the data collection process
to the collected data, transmitted data size, and power usage
via a remote sensor node setup. At this step, the incorpo-
ration of external cloud solutions encompasses the infor-
mation collected and is hence a major portion of the gateway
message initiative [22]. +e entry also handles wellbeing
server decentralization and subordinate synthesis of data,
including information synchronization, information con-
figuration, and processing. +e third stage contains the
devices used by the handler in connection with the WBAN.
At this stage, all entered data source classes are viewed while
the implicitly available data sources react as flight recorders
that do not provide any additional features.

+e directly available sources, by comparison, also have
network configurations that allow changing between various
modes or allow comprehensive calculation and procedure
structure configurations by way of allowing or average
settings for warnings and data compression processing
choices. +is allows the measuring method to be optimized
in relation to the requisite control and, if available, initial
handling of information [23].+ese sensor nodes most often
include a level of the sensor that enables more sensors or
modular substitution to be linked. +is makes it easy to
substitute or connect single sensor modules to the sensor
node. +erefore, IoT devices may be customized for the
relevant specific application with hardware.

IoT healthcare devices employ several sensors to mon-
itor health data such as heart rate and ECG and to give
healthcare recommendations, including telling users
whether they should seek immediate medical attention and
providing telehealth assistance [24]. +e IoT gadget is
powered by both the battery and the energy-harvesting
module, which lets it locally complete compute jobs, re-
motely offload jobs, and store the remainder for later.

A newly generated sensed information from the IoT
device over a particular time variable l for the data size D(l)

1
would be handling the data received earlier of the buffer level

Computational Intelligence and Neuroscience 5
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value D
(l)
0 . For simplicity, we are just omitting the time

variable l. +e computational partition method and the
overall computation tasks have been divided into the cap-
tured data with the capacity D

(l)
1 + D

(l)
0 by M number of

similar computational tasks [25]. +e sensed information
can be prioritized based upon the analytical model that can
be represented as Yl.

Let the scenario be considered. +e edge computer is
receiving Y

(l)
1 from the IoT device-generated computational

task through a communication pipeline with a power gain
value of g(l), that has been executed by the computer over
the local module of y

(l)
0 in a computational speed over g bps.

Also, during the process of the forthcoming computational
tasks, the buffering of the processed tasks is like
y

(l)
0 , y

(l)
1􏽮 􏽯 ∈ m0/M, m1/M􏼈 􏼉0≤m0 , m1 ≤M. +e communica-

tion channel’s power value can be estimated through a
model, that is,

P g
l+1

� n|g
l

� m􏼐 􏼑 � inm ∀m, n ∈ 5, (1)

where 5 represents the collection of states present in the
communication channel [26]. +e total amount of energy
that was consumed by the device has been represented as ℵ
for handling every sensed information received from the
sensor devices. +e flow model of the proposed architecture
is shown in Figure 3.

+ere is the possibility that an attacker who is inquisitive
about the user’s privacy, including the user’s location and
use behaviour, might get the results of the calculation sent to
the IoT device via the edge device. For the sake of location
privacy and usage pattern analysis, an edge device can track
the activity of the IoTdevice by offloading history depending
on the channel state of the user at different distances [27].
+e privacy level is connected to the amount of sensor data
that needs to be handled and the rate at which it may be
transferred.

Q is the present state’s discounted long-term utility or Q
function, which is utilized to select the offloading policy.+e
present state t(l) of the healthcare sensing data, radio channel
status, anticipated renewable energy generated in the time
slot, battery level of the IoTdevice, and computation history
are taken into consideration while choosing the offloading
policy [28]. +is plan employs the channel model already
established and simulates real-world events to help a person
find the best course of action.

An IoTdevice analyzes the importance of healthcare data
represented by Y(l) and calculates the network maximum
power to the edge device g(l) while monitoring the data of
size D

(l)
1 at the time slot l. Using this information, the IoT

device calculates the harvested energy density σ− l and
watches the standard battery capacity of the IoT device c(l).
Also, the current state has been represented by
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t(l) � D
(l)
1 , Y(l), g(l), σ− l, D

(l)
0 , cl􏽮 􏽯. +e complete set of states

obtained can be collectively known as B.
To create an analogous number of calculation tasks, a

fresh and buffered set of healthcare data, with size D
(l)
1 + D

(l)
0

partitioned into M sets, is applied the computation division
technique. We choose the transfer policy
y(l) � [y

(l)
0 , y

(l)
1 ] ϵB to establish a compromise between

exploration and exploitation by employing the greedy ap-
proach [29]. A further particular aspect of the offloading
policy that optimizes R(t(l), y) is that it is picked with a low
probability compared to the other plausible offloading
policies. It retains the remainder in the buffer, locally an-
alyzes the data, and transfers one more of data y

(l)
1 (D

(l)
1 +

D
(l)
0 ) to the IoT device.
+e IoT device evaluates the relationship between the

cost of sensed data and the amount of transferring infor-
mation and also the current channel statuses to determine
the privacy level that was reached once local processing is
completed.

4. Results and Discussion

In customized healthcare, we aspire to track extended and
ubiquitous criteria in comfortable wearability modes.We are
working on identification and mitigation for the identifi-
cation of earlier disease functions. Users, doctors, health
criteria, and requirements were taken into consideration in
the implementation of the solution. +us, for a joint con-
tribution to users and medicines, a scalable IoT portal has
been introduced. In the one hand, medicinal products will
identify functions, quantify parameters, talk to the con-
sumer, track the data in real time, and adjust wearable to the
appropriate research and therapeutic issues. +e customers
are not exclusively limited to particular vendors on the other
hand.

+e customer should choose solutions that are easy to
adapt to programs. +e data for transaction time are shown
in Table 1. In reality, the handler ensures not have to be
suitable in the workaround; nonetheless, instead, the IoT
entry is compatible with the user. In specific, this approach
can be used in professional conditions, particularly in
communities where children are vulnerable to unsafe sit-
uations that could jeopardize their safety [30]. +is involves
miners, technicians/chemical workers, and heavy-duty
manufacturing and construction workers/technicians.
Physicians would have full access to a broad variety of
parameters, which will lead to a wide variety of situations
and important clinical correlations between parameters and
diagnoses.

+e transmission analysis is shown in Figure 4. Two sets
of data are provided in support of the approach.+e solution
has been checked in the Life Science Automation Center in a
chemical/analytical laboratory to ensure the reliability of
measured data, real-time setup, sensor activation, server task
specification, sufficient data transmission, and selection.

+e subject was interested in a chemical reaction in a
relatively noisy atmosphere while wearing Equivital, Fitbit,
and Ubiqisense. +e privacy level comparison and the en-
ergy consumption comparison are shown in Figures 5 and 6,

respectively. +is test was conducted under all safety and
durability legislations. Only a small amount of data obtained
is displayed here because of the limited space.

Here, air humidity, heat, NO2, and Ubiqisense noise, RR
interval, breathing rate, pulse rates, and Equivital skin
temperature were calculated. +e data that are sent to the
server demonstrate the sensitivity and correct functionality
of the prototype for measuring, collecting, and transmitting
data. +e temperature analysis is shown in Figure 7.

+e NO2 limit aimed at the model is from 3 to 49.2 ppm,
and the LODs are 0.4 ppm. Nitrous acerbic was physically
applied to Cu in this experiment, resulting in a chemical
process and a release of NO2. +is was achieved in several
rounds of several dozes by the chemical technician. In high
levels and a maximum reaction in low concentrates of 5
seconds, the reply and regeneration period of the device
show the rapid response at once.

In this procedure, up to 21.8 ppm was detected in the
spectrum of gas concentration. +e sound level was si-
multaneously calculated. +e utility comparison is shown in
Figure 8. With 1 dB resolution, the system is limited from 32
to 85 dB.

+e respiration analysis is shown in Figure 9. Noise
during the test exceeded not more than 44 dB then, and in
this respect, the usual noise was around 50 dB. +ese at-
mospheric conditions of the laboratory indicate air tem-
perature and humidity. Vital signs were simultaneously
tracked for the physiological parameters. +e heart rate
ranges between 74 bpm and 93 bpm. One of the essential
indicators of a coordinated respiration rate followed a
similar trend with a variable emotion amount and swing
amount of 8 to 19 per minuscule. +e measurement result of
the R-wave peak, as the most important peak, is also cal-
culated [31]. +e time across every two peaks in RR is the
time measured. From this parameter, the heart rate vari-
ability can be derived.

+e temperature of the skin was eventually revealed. +e
data communication efficiency is shown in Figure 10. At the
start of the procedure, the skin temperature of the technician
is 26.3°C. At the conclusion of the test, the temperature has
risen to 29.3°C. Both Fitbit parameters have been sent and
synchronized to the server. +ey will be located in different
server directories. +e amount of information obtained
below the constraint is shown by the various selection
charges of the devices. During the 18-minute testing period,
2.250 noise samples (1.9Hz), 0.985 moisture, and mid-air
heat samples (1Hz), and then 595 NO2 (0.5Hz) samples
were obtained for environmental monitoring.

+e performance of the proposed system is shown in
Figure 11. Similarly, 72 breathing rates, cardio activity, skin
temperature, and 1.450 RR interval samples (1.34Hz) were
obtained (every 15 seconds). We also submitted the solution
to many practical experiments where all the functionalities
of the solution are checked. Consequences of around 6 hours
and 55 minutes stand summarized here for results and
interpretation.

+e computational latency comparison is shown in
Figure 12. +e doctors specified the tasks and accordingly
adjusted the unit in this experiment. In order to best assess

Computational Intelligence and Neuroscience 7
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Figure 3: Flow model of the proposed architecture.

Table 1: Transaction time (ms).

No. of EMRs Masood et al. Menaka et al. Omtosho et al. Proposed approach
100 20.43 20.13 23.50 18.54
200 20.63 22.50 25.67 19.02
300 23.18 24.02 26.33 21.78
400 24.50 27.43 26.92 21.50
500 24.34 27.24 27.00 22.33
600 25.47 31.72 23.50 23.00
700 26.33 32.33 25.67 25.93
800 28.78 35.77 30.38 27.33
900 30.01 37.00 31.81 27.89
1000 32.50 39.98 32.62 29.72
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the wearables, all measures of environmental-physiological
activity have been setup to measure the largest possible
spectrum. In summary, the customer before sleep was told to
bring and act as his normal routing both goods and
prototypes.

+e findings show the user’s tracking while sleeping. +e
final QVR comparison is shown in Figure 13. +is indicates
that the customer has a natural state during his night. +ere
are some noise bursts; however, the effects immediately
vanish, nonetheless and this happens on an insufficient
solitary period and, therefore, can originate significant
meddling. Heart frequency, respiratory rate, and slumber
levels are seen and then analyzed. While the parameter
analysis indicates the normal set, the individual has failed to
deeply sleep. +is study, however, aims to encourage the
assessment, definition, proof of principle, and application of
practical usefulness, and approaches and techniques instead
of medical inquiries.
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5. Conclusions

A health-monitoring IoT-powered healthcare device has
been presented as a privacy-aware technique to estimate
energy consumption, the privacy breach, and the IoT
computation and energy expenditure in an offloading and
local computing paradigm. +is technique decides the off-
loading policy to use at the edge device from every time slot
by considering the privacy level, energy usage, and pro-
cessing delay. +e suggested methodology incorporates a
transfer learning technique, which is well known in the radio
channel modeling community, and a learning architecture,
both of which serve to enhance the system’s learning ca-
pabilities for dynamic healthcare IoT systems. We imple-
mented a robust, widespread, readily accessible, and easy-to-
use IoT-based infrastructure for monitoring several types of
environmental and physical parameters with the accuracy
improvement in the transaction response of records by
26.75%, and the QVR value of the proposed structure re-
duced the inference and noise up to 70% in the framework.
Additionally, we brought in a wrist-worn prototype with
sensors that were only active in low-light environments. To
support an effective end-to-end connection between the user
and the physician, an IoT gateway, an intermediary hub
between sensor nodes and servers, has been built. Instead of
doing clinical studies, the focus was on the method vali-
dation, technological definition, and usability. In the future,
the scope can include more parameters to the wearability
model with the stripped antenna that can incorporate the
framework for a better immune monitoring system in an-
tiquated peoples.
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Lyme disease is one of the most common vector-borne infections. It typically causes cardiac illnesses, neurologic illnesses,
musculoskeletal disorders, and dermatologic conditions. However, most of the time, it is poorly diagnosed due to many
similarities with other diseases such as drug rash. Given the potentially serious consequences of unnecessary antimicrobial
treatments, it is essential to understand frequent and uncommon diagnoses that explain symptoms in this population. Recently,
deep learning models have been used for the diagnosis of various rash-related diseases. However, these models suffer from
overfitting and color variation problems. To overcome these problems, an efficient stacked deep transfer learning model is
proposed that can efficiently distinguish between patients infected with Lyme (+) or infected with other infections. 2nd order edge-
based color constancy is used as a preprocessing approach to reduce the impact of multisource light from images acquired under
different setups. (e AlexNet pretrained learning model is used for building the Lyme disease diagnosis model. To prevent
overfitting, data augmentation techniques are also used to augment the dataset. In addition, 5-fold cross-validation is also used.
Comparative analysis indicates that the proposed model outperforms the existing models in terms of accuracy, f-measure,
sensitivity, specificity, and area under the curve.

1. Introduction

Lyme disease is one of the most common vector-borne
infections, generally due to one of the three pathogenic
genospecies of the spirochete Borrelia [1, 2]. It typically
causes cardiac illnesses, neurologic illnesses, musculo-
skeletal disorders, dermatologic conditions, etc. [3, 4].
However, most of the time, it is poorly diagnosed due to
many similarities with other diseases such as drug rash [5],
pityriasis rosea rash [6], and ringworm [7]. Figure 1 shows
the example of Lyme disease along with other similar
diseases. It is clearly found that the drug rash, pityriasis
rosea rash, and ringworm visually seem to be similar and so

many times, Lyme disease is either underdiagnosed or
overdiagnosed.

Overdiagnosis or underdiagnosis of Lyme disease leads
to unnecessary antibiotic treatments. Numerous problems
and adverse consequences because of medicines being given
to patients longer than recommended, needless antibiotics,
or unusual therapies for Lyme disease were reported, like
cholecystitis, catheter-associated bloodstream infection,
clots from venous catheters,Clostridioides difficile infections,
and death. Given the potentially serious consequences of
unnecessary antimicrobial treatments, it is essential to un-
derstand frequent and uncommon diagnoses that explain
symptoms in this population [2–4].
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(erefore, it is required to build such a framework or
model which can clearly distinguish among patients infected
with Lyme (+) or infected with other infections. Recently,
the imaging dataset of Lyme patients has been published on
the Kaggle website [8]. Many researchers have utilized it for
distinguishing between Lyme infections and infections with
other rashes using deep learning models. However, these
models suffer from the overfitting problem. Also, suitable
preprocessing techniques are required to improve the quality
of images under consideration to achieve efficient results. To
overcome these problems, in this paper, an efficient stacked
deep transfer learning model is proposed to classify Lyme
patients.

(e main contributions of this paper are as follows:

(a) An efficient stacked deep transfer learning model is
proposed to classify Lyme patients

(b) 2nd order edge-based color constancy is used as a
preprocessing approach to reduce the impact of
multisource light from images acquired under dif-
ferent setups

(c) (e AlexNet pretrained learning model is used
(d) Data augmentation techniques are also used to

augment the dataset

(e remaining paper is organized as follows: Section 2
presents the literature work, Section 3 presents the proposed
model, Section 4 discusses various experimental results, and
Section 5 concludes the paper.

2. Related Work

In [9], an ensemble deep learning pipeline (EDLP) was
designed by using the 34-layer ResNet model. ResNet was
used to extract the features from the limited skin disease
dataset. Eleven skin conditions were classified. It has
achieved 91.7% precision and 92.55% recall, respectively. In
[10], skin cancer was evaluated from the rashes. A con-
volutional neural network (CNN) was utilized to predict
images of rashes or skin cancer. It has achieved an accuracy
of 80.2% for 20 epochs. In [11], a mobile-enabled expert
system named i-Rash was designed for the diagnosis of
inflammatory skin lesions. It can predict the given image as
psoriasis, eczema, acne, and healthy. i-Rash was trained
using pretrained SqueezeNet.

In [12], a lightweight attention-based deep learning
model (LWADL) was designed to predict eleven skin
diseases. LWADL achieved better accuracy as compared to
VGG19, VGG16, ResNet50, and InceptionV3. In [13], a
UNet-based dense CNN (UNet-dCNN) model was
designed. MobileNetV2 was also used to achieve better
results. It was utilized for histopathological image-based
skin cancer diagnosis. It has shown an average accuracy of
87.7%. In [14], a multitask deep learning model was
designed. It was utilized for automatic analysis and clas-
sification of skin lesions. A focal loss and a Jaccard dis-
tance-based loss function were designed. A three-phase
joint training approach was used to assure significant
feature learning.
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Figure 1: Images of Lyme disease along with other similar diseases.
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In [15], a pretrained ResNet-50 model was utilized for
the classification of melanoma. Ensemble learning was also
considered to obtain better results. In [16], a fully automated
deep ensemble model (FADEM) was designed for lesion
boundary segmentation. DeeplabV3+ and Mask R-CNN
were ensembled and tested on the ISIC-2017 dataset.
FADEM has achieved specificity and sensitivity of 97.94%
and 89.93%, respectively. In [17], ensembling of CNN
models was achieved by integrating with a test-time regu-
larly spaced shifting. (e proposed ensemble model was
used for the classification of skin lesions. In [18], an adaptive
dual attention module-based CNN model was designed for
the segmentation of skin lesions. (e proposed model has
shown better performance during the computation of po-
tential features in classifying the skin lesions’ boundary.

From the existing literature, it is found that the existing
models suffer from overfitting and hyperparameter tuning
problems. In addition, preprocessing techniques are re-
quired to reduce the impact of multiple light sources on the
images. Also, none of the researchers have focused on the
diagnosis of Lyme disease. (erefore, in this paper, an ef-
ficient model is designed to achieve better results.

3. Proposed Methodology

(is section discusses the proposed methodology. Initially,
the obtained images are improved by using the 2nd order
edge color constancy. (ereafter, a ResNet-based model is
trained to achieve better results [18]. Figure 2 shows the
proposed automated Lyme disease diagnosis model. It
clearly shows that the proposed model is decomposed into
three phases, i.e., data augmentation, 2nd order edge-based
color constancy, and an AlexNet-based pretrained model for
extracting the features which are used for the classification
using fully connected layers. To achieve regularization and to
prevent overfitting, dropouts are also used. Binary cross-
entropy is used as a loss function.

3.1. Color Constancy. Color constancy has the ability to
restore the impact infected multiple light sources. (us, the
obtained images are independent of colors of the light
source. In this paper, a 2nd order-edge based color constancy
approach is used. It states that the distribution of color
derivatives exhibits the principal dissimilarity in the di-
rection of a light source [18]. Minkowski’s norm is then
applied to the computed derivatives to predict the direction
of a light source [19, 20]. A step-by-step algorithm for the 2nd
edge-based color constancy is presented in Algorithm 1.

3.2. Proposed ResNet Model. Residual network (ResNet) is a
well-known pretrained model used as a backbone for
classifying many imaging datasets. It allowed us to suc-
cessfully build an enormously deep model with more than
150 layers. Before ResNet, the existing models suffered from
vanishing gradients whenever we tried to train them deeply.
It has achieved better results with the help of skip con-
nections. It prevents the vanishing gradient problem by
using a substitute shortcut route for the gradient to flow

through. It allows the model to build an identity function
that assures the topmost layer will achieve better perfor-
mance, the same as the lower layer.

Figure 3 shows the ResNet model in the paper. Initially,
the images obtained from the color constancy model are
utilized for building the trained model. It utilizes various
convolution layers, followed by ReLU, normalization, and
pooling operations. After using 5 convolution layers, a fully
connected layer is utilized along with ReLU and dropouts.
Finally, after using three fully connected layers, the softmax
function is used to obtain the results.

4. Experimental Analysis

(e experiments for the proposed model are performed on
the online MATLAB 2021a using a benchmark Kaggle
dataset. Comparisons are also performed by considering the
competitive models. In addition, we have also validated the
proposed model with and without considering the 2nd order
edge-based color constancy. Table 1 demonstrates the
hyperparameter setting of the proposed model.

4.1. Dataset. In this paper, the Lyme disease (Silent Epi-
demic) dataset [8] obtained from Kaggle is used for ex-
perimental purposes. It composes images of the erythema
migrans, referred to as bull’s eye rash. It is one of the
utmost protuberant signs of Lyme disease. (e dataset also
includes other kinds of rashes that may be often confused
with Lyme disease by medical staff. For training, there are
206 Lyme (-ve) and 151 Lyme (+ve) images available. For
testing, there are 51 Lyme (-ve) and 36 Lyme (+ve) images
available.

(erefore, data augmentation is used to augment the
dataset. Since the obtained images were captured using
different machines under different light sources, using these
images directly for diagnosis may result in poor performance
of the model. (erefore, in this paper, to prevent the effect of
multiple light sources, color constancy is used. It can restore
the impact of color light sources from the images to achieve
better performance of the models.

4.2. Training and Validation Analysis. Figure 4 shows the
training and validation analysis of the proposed model
without the use of 2nd order edge-based color constancy. It
clearly shows that the proposed model has achieved 95.71%
validation accuracy. But also, it is found that the proposed
model suffers from the overfitting issue since the training
accuracy is 100%. (erefore, still, there is room for im-
provement in it.

Figure 5 shows the training and validation accuracy of
the proposed model with 2nd order edge-based color con-
stancy. It is found that the proposed model with color
constancy achieves 98.69% validation accuracy. (erefore,
the proposed model is least affected by the overfitting
problem. Besides, the validation accuracy of the proposed
model has shown better convergence speed than in the
results shown in Figure 4.

Computational Intelligence and Neuroscience 3



RE
TR
AC
TE
DLyme Disease Dataset

Apply Data
Augmentation

Apply 2nd order edge
based Color Constancy

Apply AlexNet Pre-trained
Learning Model

(Convolution layers +
ReLU, & Max Polling)

Fully connected layers
with ReLU and dropouts
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Proposed ResNet based classification architecture for Lyme diagnosis

Diagnosis
Results

Figure 2: (e proposed automated Lyme disease diagnosis model.

Begin
Input: Color image (CI) having size M and N Minkowski’s norm (mn)� 5 Sigma (Sg)� 2 differential order(do)� 2.
Step 1: Divide CI into RI, GI, and BI.
Step 2: Remove saturated color points. It represents those pixels that are greatly influenced by the light direction [21, 22].
Step 3Computed aggregated color values as [23]:
RT�􏽐􏽐 (RI)

TR�􏽐􏽐 (IR)TR�􏽐􏽐 (IR)

GT�􏽐􏽐 (GI)

BT�􏽐􏽐 (BI)

Here, RT, GT, and BT define the aggregated color values of RI, GI, and BI, respectively.
Step 4: Compute the average of all color channels as [24]:
AC � RI,GI,BI/3∗M∗N
Step 5: Computer the impact of color saturation as [25, 26]:
RA � AC/mean(RT)

GA � AC/mean(GT)

BA � AC/mean(BT)

Step 6: Remove the color saturation as [18, 27]:
SR � RA ∗RI
SG � GA ∗GI
SB � BA ∗BI
Step 7: Evaluate the effect illuminance (Cp) using 2nd order edge-based approach as:
CP � (CI)

mn

Step 8: Evaluate the impact of light on each color channel as [18, 28]:
NR � 􏽐 􏽐(CP(: , : , 1).∗mR)1/mn

NG � 􏽐 􏽐(CP(: , : , 2).∗mG) 1/mn

NB � 􏽐 􏽐(CP(: , : , 3).∗mB)1/mn

Here, mR, mG, and mB show the mask containing the saturated pixels.
Step 9: Evaluate the aggregated impact of normalized whiteness in the color channels as [18, 29]:
IL �

������������

N2
R + N2

G + N2
B

􏽱

Step 10: Compute the impact of light source as:
SR � SR/IL
SG � SG/IL
SB � SB/IL
Step 11: Compute the restored color channels as
RO � (RI/SR ∗

�
3

√
)

GO � (GI/SG ∗
�
3

√
)

BO � (BI/SB ∗
�
3

√
)

Step 12: Return concatenated (Ro, GO, and Bo)

ALGORITHM 1: Second-order edge-based color constancy algorithm.
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Figure 3: (e proposed ResNet-based classification architecture for Lyme diagnosis.

Table 1: Hyperparameter setting of the proposed model.

Parameter Value/type
Gradient decay factor 0.9
Squared gradient decay factor 0.99
Epsilon 1.00E-08
Initial learning rate 3.00E-04
Learning rate drop factor 0.1
Learning rate drop period 10
L2 regularization 1.00E-04
Gradient threshold L2-norm
Maximum epochs 200
Minimum batch size 64
Validation frequency 50

Computational Intelligence and Neuroscience 5
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4.3. Confusion Matrix Analysis. Confusion matrix analyses
are widely accepted to compute the performance of the
various classification models. It utilizes the concepts of true
positive (TP), true negative (TN), false positive (FP), and
false negative (FN) that can be computed using the actual
and predicted classes.

Figure 6 shows the confusion matrix of the proposed
model without the use of 2nd order edge-based color con-
stancy. It is found that without the use of color constancy,
the proposed model achieves an average accuracy of 95.7%.
It is found that this model has achieved better results, but
with a 4.3% error rate.

Figure 7 demonstrates the confusion matrix analysis of
the proposed model with 2nd order edge-based color con-
stancy. It is found that the proposed model has achieved
98.7% accuracy, which is 2.0% better than the proposed
model without the use of 2nd order edge-based color con-
stancy (EBCC). (ere are only 7 cases that are poorly
classified by the proposed model, compared to 23 in the
model with the use of 2nd order edge-based color constancy.

4.4. Discussion. (is section presents the discussion of the
proposed and competitive models when they are applied to
the Lyme disease dataset. (e hyperparameters of the
competitive models are obtained from their published pa-
pers. (ese competitive models are CNN [10], EDLP [9],
SqueezeNet [11], LWADL [12], Unet-dCNN [13], ResNet-50
[15], FADEM [16], and Ensemble CNN [17]. Table 2
demonstrates the testing analysis of the proposed and
competitive models. It is found that the proposed model
achieves remarkably better performance than the compet-
itive models. Bold values represent the better-performing
model. (e proposed model has achieved an average im-
provement in terms of accuracy, f-measure, sensitivity,
specificity, and area under the curve (AUC) as 2.9787%,
2.7891%, 3.0875%, 2.1578%, and 2.1579%, respectively.

It is found that the proposed model achieves re-
markable performance for Lyme disease. (erefore, the
proposed model can be used for real-time diagnosis of
Lyme disease and can help doctors treat patients with the
correct medicines.

Figure 4: Training and validation analysis of the proposed model without using the 2nd order edge-based color constancy.
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Figure 5: Training and validation analysis of the proposed model with 2nd order edge-based color constancy.
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Figure 6: Confusion matrix analysis of the proposed model without 2nd order edge-based color constancy.
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5. Conclusion

(is paper proposes an efficient stacked deep transfer
learning model that can efficiently distinguish between
patients infected with Lyme (+) or infected with other in-
fections. 2nd order edge-based color constancy was used as a
preprocessing approach to reduce the impact of multisource
light from images acquired under different setups. (e
AlexNet pretrained learning model was utilized for building
the Lyme disease diagnosis model. Data augmentation
techniques were also used to augment the dataset. Extensive
comparative analyses have shown that the proposed model
outperforms the competitive models in terms of accuracy,
f-measure, sensitivity, specificity, and AUC of 2.9787%,
2.7891%, 3.0875%, 2.1578%, and 2.1579%, respectively.

Data Availability

(e used dataset is freely available at https://www.kaggle.
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Table 2: Training analyses among the proposed and competitive Lyme rash classification models.

Model TP FP TN FN Accuracy f-measure Sensitivity Specificity AUC
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Proposed without EBCC 197 19 316 4 90.5940 98.6486 97.8609 93.8906 95.3815
Proposed with EBCC 213 3 316 4 98.6111 98.6711 98.1566 99.0000 98.6460
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Autism spectrum disorder (ASD) is a type of mental illness that can be detected by using social media data and biomedical images.
Autism spectrum disorder (ASD) is a neurological disease correlated with brain growth that later impacts the physical impression
of the face. Children with ASD have dissimilar facial landmarks, which set them noticeably apart from typically developed (TD)
children. Novelty of the proposed research is to design a system that is based on autism spectrum disorder detection on social
media and face recognition. To identify such landmarks, deep learning techniques may be used, but they require a precise
technology for extracting and producing the proper patterns of the face features. -is study assists communities and psychiatrists
in experimentally detecting autism based on facial features, by using an uncomplicated web application based on a deep learning
system, that is, a convolutional neural network with transfer learning and the flask framework. Xception, Visual Geometry Group
Network (VGG19), and NASNETMobile are the pretrained models that were used for the classification task. -e dataset that was
used to test these models was collected from the Kaggle platform and consisted of 2,940 face images. Standard evaluation metrics
such as accuracy, specificity, and sensitivity were used to evaluate the results of the three deep learning models. -e Xception
model achieved the highest accuracy result of 91%, followed by VGG19 (80%) and NASNETMobile (78%).

1. Introduction

Autism spectrum disorders (ASD) refer to a group of
complex neurodevelopmental disorders of the brain such as
autism, childhood disintegrative disorders, and Asperger’s
syndrome, which, as the term “spectrum” implies, have a
wide range of symptoms and levels of severity [1]. -ese
disorders are currently included in the International Sta-
tistical Classification of Diseases and Related Health Prob-
lems underMental and Behavioral Disorders, in the category
of Pervasive Developmental Disorders [2]. -e earliest
symptoms of ASD often appear within the first year of life
[3–6] andmay include lack of eye contact, lack of response to
name calling, and indifference to caregivers. A small number
of children appear to develop normally in the first year, and
then show signs of autism between 18 and 24 months of age
[5], including limited and repetitive patterns of behavior, a
narrow range of interests and activities, and weak language

skills. As these disorders also affect how a person perceives
and socializes with others, children may suddenly become
introverted or aggressive in the first five years of life as they
experience difficulties in interacting and communicating
with society. While ASD appears in childhood, it tends to
persist into adolescence and adulthood [7].

Advanced information technology that uses artificial
intelligence (AI) models has helped to diagnose ASD early
through facial pattern recognition. Yolcu et al. [8] used the
convolutional neural network (CNN) algorithm to train data
for extracting components of human facial expressions and
proposed the use of such algorithm to detect facial ex-
pressions inmany neurological disorders [9]. In 2018, Haque
and Valles [10], using deep learning approaches, updated the
Facial Expression Recognition 2013 dataset to recognize
facial expressions of autistic children. Rudovic et al. [11]
presented the CultureNet deep learning model that was used
to identify 30 videos.
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Several studies have discovered important features of
autism in numerous ways to detect autism, such as feature
extraction [12], eye tracking [13], facial recognition, medical
image analysis [9], and voice recognition [14]. However,
facial recognition plays a more significant role in detecting
autism than the person’s emotional state. Facial recognition
is a common way to identify persons and to prove that they
are normal or abnormal. It involves mining pertinent in-
formation to disclose behavior patterns [15, 16]. Duda et al.
[17] introduced a new method of producing samples of
differentials between autism and attention deficit hyperac-
tivity disorder (ADHD) and using such differentials to
recognize autism. Sixty five samples of differentials on facial
expressions of social responsiveness were collected for the
datasets. Deshpande et al. [18] designed metrics for studying
brain activities to identify autism. AI and soft computing
approaches have also been applied to detect autism. Dif-
ferent studies have been conducted on detecting autism, but
few of them have focused on brain neuroimaging. Parikh
et al. [19] used machine learning approaches to develop a
system for extracting the characteristics of autism. -ey
gathered their dataset from 851 persons whom they classified
as having and not having ASD. -abtah and Peebles [20]
used rule-based machine learning (RBML) to detect ASD
traits. Al Banna et al. [21] developed a smart system for
monitoring ASD patients during the coronavirus disease
2019 (COVID-19) pandemic.

Many real-life applications of AI and machine algorithms
have been designed to help solve social problems. AI has been
used in all health applications to help doctors control diseases
such as autism. Artificial neural networks have been partic-
ularly focused on as a way to extract features of ASD patients
that can be used to discriminate between persons with and
without ASD. Among the techniques that have been used or
proposed to detect autism in children are deep learning
techniques, particularly, CNNs and recurrent neural networks
(RNNs) [22, 23], and the bidirectional long short-term
memory (BLSTM)model [24]. Lately, more studies have been
conducted to diagnose ASD using machine learning ap-
proaches such as [24, 25], brain imaging [26–28], analysis of
data on physical biomarkers [29–33], assessment of the be-
havior of persons with autism, and assessment of clinical data
using the machine learning approach [33].

Our study demonstrated the use of a well-trained clas-
sificationmodel (based on transfer learning) to detect autism
from an image of a child. With the advent of high-speci-
fication mobile devices, this model can readily provide a
diagnostic test of putative autistic traits by taking an image
with cameras. -e main contributions of our research are as
follows:

(i) -ree pretrained deep learning algorithms were
applied for ASD detection: NASNETMobile,
Xception, and VGG19

(ii) -e Xception model showed the best performance
of the three pretrained deep learning algorithms

(iii) A system was designed to help health officials to
detect ASD through eye and face identification

(iv) -e developing system has been validated and ex-
amined using various methods.

-e rest of this paper is organized as follows. Section 2
describes materials and methods of pretrained deep learning
models. Section 3 provides experiments. Section 4 and 5
provide results and discussion. -e conclusion of papers is
presented in Section 6.

2. Materials and Methods

-is study proposes a deep learning model based on transfer
learning, namely, Xception, NASNETMobile, and VGG1 9 to
detect autism using facial features of autistic and normal
children. Facial features can be used to determine if a child has
autism or is normal. -e models extracted significant facial
features from the images. One of the advantages offered by deep
learning algorithms is the ability to extract very small details
from an image, which a person cannot notice with the naked
eye. Figure 1 shows the framework of our study, from the data
acquisition to the data preprocessing and loading, to the model
preparation and training, and to the model performance test.

2.1. Dataset. -is study analyzed facial images of autistic
children and normal children obtained from Kaggle plat-
form, which is publicly accessible online [34]. -e dataset
consisted of 2,940 face images, half of which were of autistic
children and the other half were of nonautistic children.-is
dataset was collected through Internet sources such as
websites and Facebook pages that are interested in autism.
Table 1 shows the distribution of the split dataset samples.
-e splitting of the input data is presented in Figure 2.

2.2. Preprocessing. -e purpose of the data preprocessing
was to clean and crop the images. Because the data were
collected from Internet resources by Piosenka [34], they had
to be preprocessed before they could be used to train the
deep learning model. -e dataset creator automatically
cropped the face from the original image. -en, the dataset
was split into 2,540 images for training, 100 for validation,
and 300 for testing. To scaling, the normalization method
was applied; the dataset was rescaling the parameters of all
the images from the pixel values [0, 255] to [0, 1].

2.3. Convolutional Neural Network Models. AI has been
remarkably developed to assist humans in their daily life, for
example, throughmedical applications, which are based on a
branch of AI called “computer vision.” Hence, the CNN
algorithm has contributed to the detection of diseases and to
behavioral and psychological analysis.

2.3.1. Basic Components of the CNN Model. -e convolu-
tional neural network (CNN) is one of the most famous deep
learning algorithms. It takes the input image and assigns
importance to learnable weights and biases in order to
recognize the class of the image.-e neuron can be said to be
a simulation of the communication pattern of the neurons of

2 Computational Intelligence and Neuroscience
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the human brain through the interconnection and com-
munication between cells. In this section, we will explain the
basic components of the CNN model: the input layer,
convolutional layer, activating function, pooling layer, fully
connected layer, and output prediction.

2.3.2. Convolutional Layer with a Pooling Layer. -e input
of the convolutional layer is an image as a matrix of pixel
values.-e objective of the convolutional layer is to reduce the
images into a form that can be easily processed without losing
their important features that will help to detect autism. -e
first layer of the CNNmodel is responsible for extracting low-
level features such as edges and color. -e build of the CNN
model allowed us to addmore layers to it to enable it to extract
the high-level features that will help it understand images. Due
to the large number of parameters outputted from the con-
volution layer, which may significantly prolong the arithmetic
operations of the matrices, the number of weights was reduced
by using one of the following two techniques: max pooling or
average pooling.Max pooling is based on themaximum values
in each window in the stride, while average pooling is based on
the mean value of each window in the stride. In this study, the
model was based on max pooling. Figure 3 shows the con-
volutional layer and the max pooling and average pooling

processes. -e slide window of the kernel extracts the features
from the input image and converts the image into a matrix,
after which the number of the parameters is mathematically
reduced through max pooling and average pooling.

2.3.3. Fully Connected Layer and Activation Function.
-e fully connected (FC) layer is a nonlinear combination of
the high-level features that received the input from the
hidden layers and are represented as outputs. In the FC layer,
the input image is represented as a column vector. -e

Model Fine
 TuningData acquisition Prepare ModelLoad training and

Test Dataset

Confusion Matrix
and Calculate

 Results 
Prediction Prepare the

Testing dataset Model Fitting

Figure 1: -e framework of our study.

Table 1: Splitting of the dataset for training, testing, and validation.

Total face images Training set (%) Validation set (%) Testing set (%)
2,940 2,540 100 300

112 100 25 12
437

2 0

0

20
112 37

30

max pooling

average pooling

302012

8 12

7034

8
2079

13

Figure 3: -e convolution layer and max pooling and average
pooling.
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Figure 2: Splitting of the dataset.
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training of the model has two paths: the forward neural
network and backpropagation. -e forward neural network
feeds form flattened output layer. In the backpropagation,
the neural network minimizes the loss errors and learns
more features by applying the number of the training it-
erations. Most deep learning models show high performance
while increasing the number of the hidden layers and the
training iterations, which allows the neural network to
extract the low-level features deeply. -e softmax classifier
receives the parameters from the FC layer and calculates the
properties to predict the output, as shown in Figure 4. A
Softmax output of 0 means the image belongs to class 0 and a
Softmax output of 1 means the image belongs to class 1 In
this study, class 0 is the autism class and class 1 is the normal
class.

2.4. Deep Learning Models. -is paper is based on three
pretrained models for autism detection using facial feature
images: NASNetMobile, VGG19, and Xception.

2.4.1. Xception Model. -e Xception model was trained on
the ImageNet dataset [2, 3] for the image recognition and
classification task. Xception is a deep CNN that provides
new inception layers. -e inception layers are built from
depthwise convolution layers and are followed by a point-
wise convolution layer. Transfer learning has two concepts:
feature extraction and fine-tuning. In this study, the feature
extraction method used the pretraining model, which was
trained on the standard dataset to extract the feature from
the new dataset and to remove the top layers of the model.
-e new top layers were added to the model for custom
classification based on the number of classes. Fine-tuning
has been used to adapt the generic features to a given class to
avoid overwriting. Figure 5 shows the network used in the
Xception model architecture for extracting the image fea-
tures for the dataset. -e Xception architecture used the
features maps, followed by a global max pooling layer and
two dense layers, 128 and 64, respectively, with a rule ac-
tivation function. -en, the output of the dense layers was
passed to the flatten layer, which took the input as a feature
map and the output as a vector. Batch normalization was
used to enhance the output by avoiding overfitting. Keras
supported the early-stopping method, which stopped the
training when the validation loss of the model did not
improve. In this model, the RMSprop optimizer was used to
reduce the error learning rate or loss during the training of
the parameters of the CNN model. -e last layer for the
output prediction used the Softmax function.

2.4.2. Visual Geometry Group Network (VGG) Model.
VGG19 stands for the visual geometry group network
(VGG19), a deep artificial neural network model with a 19
artificial multilayers process. Primarily, VGG19 is based on
the CNN technique, is commonly implemented on the
ImageNet dataset, and is valuable because of its straight-
forwardness, as 3× 3 convolutional layers are attached to its
upper side to upsurge with the gravity level. To reduce the

input volume size, max pooling layers were employed as
assigners in VGG19. In the VGG19 structure, two FC layers
were adopted with 4,096 neurons to associate each layer with
others in the model. -e structure of VGG19 is presented in
Figure 6.

(i) Input layer: the function of this layer is to take and
accept an image input with a size of 224× 224× 3.
For the ImageNet race, the inventors of the model
picked out the center 224× 224× 3 patch in each
image to retain the input size of the image
dependable.

(ii) Convolutional layers: VGG’s convolutional layers
leverage a minimal receptive field, i.e., 3× 3, the
minimum probable size that still releases up/down
and left/right. -e convolution stride is fixed at 1
pixel to conserve the spatial resolution after the
convolution (the stride is the number of pixel shifts
over the input matrix).

(iii) Hidden layers: all the hidden layers in the VGG
network use ReLU. VGG does not frequently in-
fluence Local Response Normalization (LRN), as it
increases the memory utilization and the training
time. Furthermore, it does not enhance the overall
accuracy of the model.

(iv) Fully connected layers: of the three FC layers, the
first two had 4,096 channels each, and the third had
1,000 channels.

3. Experiments

-e results of the deep learning models are presented in this
section, and the significant results of developing system are
declared.

3.1. Experimental Setup. -e experiment was executed on
different libraries of python and hardware devices for devel-
oping an intelligent autism detection system (ADS). Table 2
shows the main requirements for the design of the ADS.

3.2. Evaluation Metrics. -is study uses different types of
performance evaluation metrics for the three pretrained
models such as accuracy, sensitivity, and specificity and a

Fully-Connected Layer Activation function

Figure 4: -e fully connected layer and the activation function.
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confusion matrix. A confusion matrix is a type of measure of
classification performance that represents a table of the true
and false values of the testing results. In the confusionmatrix
of the Xception model, the True Positives were 132 autistic
children out of 150 autistic children, the False Negatives
were 18 children classified as autistic children, the True
Negatives were 141 correctly classified children out of the
150 normal children, and the False Positives were 9 children.

-e equations for these metrics are as follows:

Accuracy �
TP + TN

FP + FN + TP + TN
× 100%,

Specificity �
TN

TN + FN
× 100%,

Sensitivity �
TP

TP + FP
× 100%,

(1)

where TP is the True Positive, FP is the False Positive, TN is
the True Negative, and FN is the False Negative. Specificity is
the capacity of the model to correctly identify the normal
children, and sensitivity is the capacity of the model to
correctly identify autistic children.

4. Results

-is section presents the testing results of the experiments
conducted to detect ASD. Table 4 summarizes the testing
results of the used deep learning models.

In these experiments, three different pretrained deep
learning models, namely, Xception, VGG19, and NAS-
NetMobile were implemented to detect ASD. Each model
was trained and tested to extract the traits that categorize
children as autistic and as normal based on their facial
features. Figure 7 shows the confusion metrics of the
three deep learning models. -ey show that the Xception
model had the highest testing accuracy, 91%, of the three
models, and the NASNetMobile model had the lowest
performance level of 78%. Although the dataset was
collected from Internet sources by the data generator,
which clearly showed the difference in ages and the
quality of the photography, the Xception model showed

Table 2: Experimental setup.

Hardware Software/libraries
Processor core I7 TensorFlow library

Keras library
Panda seaborn
Matplotlib
Numpy

8GB RAM

Note.-e model parameters were set with 100 epochs and with a batch size
of 32. To avoid overfitting and to optimize the training time, the early stop
strategy was used, whereby the training was stopped after 28 epochs. -e
parameters of the deep learning model are shown in Table 3.

Input Face Image Xception Model Dense layer
Average-

Pooling Layer So�max
Function

Autism

Normal

Figure 5: Xception model architecture in our study.

224×224×3
224×224×64

112×112×128
56×56×256

28×28×512
14×14×512

7×7×512 1×1×4096 1×1×1000

Input Face Image

Figure 6: VGG19 model.

Table 3: Parameters used in the pretrained deep learning models.

Parameter name Value
Global max pooling layer size 3 ∗ 3
Dense layer 128, 64
Batch size 32
Number of epochs 100
Output classification layer Softmax
Optimizer ADAM
Activation function Rule

Computational Intelligence and Neuroscience 5
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the highest accuracy, with only a small percentage of
errors.

-e performance of the VGG19 model for the training
and validation of the data for ASD detection is presented in
Figure 8(a), with the y-axis representing the score percentage
and the x-axis indicating the number of epochs. In the
training process, the accuracy of the VGG19 model rose
from 56% to 85% after 25 epochs, and in the validation
process, its accuracy was 82%. Its training and validation
losses are presented in Figure 8(b). Its training loss was 3.5,
and its validation loss was 2.5.

Figure 9 shows the performance of the NASNetMobile
model in detecting ASD. -e graphic plot shows that the
model did not have good results. Its training and validation
accuracy percentages are shown in Figure 9(a), with the y-

axis representing the score percentage and the x-axis indi-
cating the number of epochs. Its accuracy in the training
stage was 70–90% and in the validation stagewas 65–78%. It
had good results in the training phase but poorer results in
the validation phase than another deep learning model. Its
entropy training and validation losses are presented in
Figure 9(b). Its training loss was 4.0, and its validation loss
was 3.2. Its performance plot shows overfitting in the
training process, which explains why its accuracy percentage
was lower.

-e Xception model achieved 91% accuracy for the
testing data and 100% accuracy for the training data.
Figure 10(a) shows its accuracy performance. Its accuracy in
the training process was 100% and in the validation process
was from 70% to 91%. It was observed that the Xception

Table 4: Testing results of the pretrained deep learning models.

Model name Specificity Sensitivity Accuracy
Xception 0.94 0.88 0.91
VGG19 0.83 0.78 0.80
NASNETMobile 0.75 0.82 0.78
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Figure 7: Confusion matrices for the. (a) VGG19 model, (b) NASNetmobile model, and (c) Xception model.
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model is the appropriate deep learning model for detecting
ASD. Its validation loss is shown in Figure 10(b) as 2.0.

5. Results and Discussion

People with autism face difficulties and challenges in un-
derstanding the world around them and in understanding
their thoughts, feelings, and needs. -e world surrounding a
person with autism seems to him like a horror movie, and he
finds some sounds and lights and even smells and tastes of
foods frightening and sometimes painful. -us, when a
sudden change occurs in their world, they are terrified that
no one else can understand.

Diagnosing autism is very important to save the lives of
many children. Developing an intelligence system based on
AI can help identify autism early. In this study, three ad-
vanced deep learning models, namely, Xception, VGG19,

and NASNetMobile were considered for use in diagnosing
autism. -e empirical results of these models were pre-
sented, and it was noted that the Xception model attained
the highest accuracy of 91%.

-e results of the comparative prediction analysis of the
Xception model and the existing system are presented in
Table 5. Musser [35] used the VGGFace model that attained
85% accuracy. Tamilarasi et al. [36, 37] used deep learning
ResNet50 to detect autism but with small data, that is, only
49 images. Its accuracy was 89%. Jahanara et al. [38] in-
troduced the VGG19model to identify autism through facial
images. -e VGG19 model achieved 84% accuracy in the
validation accuracy process.

In this study, three deep learning algorithms were used
to detect autism. We observed that the Xception model
showed significant accuracy, 91%, compared with existing
systems. Figure 11 shows the results of the comparison of
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Figure 8: Overall performance plot for the VGG19 model. (a) Model performance. (b) Model loss.
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Figure 9: Overall performance plot for the NASNetMobile model. (a) Model performance. (b) Model loss.
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our developing system with various existing systems.
Overall, our developing system outperformed all the existing
systems.

6. Conclusions

Interest in child autism has risen due to the advances in
global health know-how and capacities. Moreover, the
number of autistic children has increased in recent years,

due to which researchers and academics have intensified
their efforts to uncover the causes of autism and to detect it
early in order to give autistic people behavioral development
treatment programs that should help them integrate into
society and leave the isolation of the autistic world.

-is paper evaluated the performance of three deep
learning models in detecting ASD through facial features:
NASNETMobile, Xception, and VGG19. Each model was
trained on a publicly available dataset on the Internet, and

Table 5: Comparison of the results of our system and existing models.

Author Datasets Model Accuracy (%)
Han et al. [35] Same as our dataset VGGFace 85.0
Haque et al. [10] -e dataset included 19 TD and 20ASD children ResNet50 89.2
Beary et al. [38] Same as our dataset VGG19 84.0
Developing model MobileNet 91.0
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Figure 10: Plot of the training and validation accuracy of the Xception model. (a) Accuracy performance. (b) Model loss.
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the best result for classification accuracy was achieved by the
Xception model (91%). -e results of the model classifica-
tion showed us the possibility of using such models based on
deep learning and computer vision as automatic tools for
specialists and families to accurately and more quickly di-
agnose autism. Computer techniques contribute to the
successful conduct of complex behavioral and psychological
analyses for autism diagnosis that require a longer time and
great effort.
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Aiming at the problems of poor signal detection effect caused by many interference factors in large-scale MIMO technology scene,
this paper proposes a 5G massive MIMO signal detection algorithm based on deep learning. Firstly, the MIMO system model based
on neural network is constructed, and Deep Neural Network (DNN) detection is introduced into the receiver of the traditional
MIMO system to obtain the information bits or codewords and channel state information transmitted by transmitters.,en, the end-
to-end training method is adopted to make neural network learn the mapping relationship of information bits or codewords
transmitted by system transceivers. Furthermore, DNN detector is improved based on SimplifiedMessage Passing Detection (sMPD)
algorithm, and the correction factor is updated continuously to optimize network parameters to realize the accurate detection and
decoding of the MIMO system. Finally, the proposed algorithm is experimentally analyzed based on the TensorFlow deep learning
framework. Experimental results show that when signal-to-noise ratio is 10 dB, the bit error rate and mean square error are lower
than 0.005 and 0.1, respectively.

1. Introduction

At present, as one of mainstream research directions in the
field of wireless communication, intelligent communication
is actively introducing artificial intelligence technology into
all levels of the wireless communication system, which has
become an effective way to explore the field of intelligent
communication [1]. As one of key technologies of the 5G
mobile communication system, large-scale Multiple Input
Multiple Output (MIMO) technology has high spectrum
utilization and link reliability [2]. However, due to the in-
crease in number of antennas configured at transceiver end
of the MIMO system, the signal processing process at re-
ceiving end of the communication system becomes more
complicated, which will make signal detection face a huge
challenge of high computational complexity [3, 4]. ,ere-
fore, designing signal detection algorithms with low com-
putational complexity and high detection performance is an
urgent problem for massive MIMO systems [5]. ,e popular
research direction of the MIMO system has turned to the
suboptimal detection algorithm.

,e purpose of massive MIMO signal detection is to
recover the original signal at the transmitter under noise and
interference environments. It is an important link to im-
prove the overall performance of the system and reduce the
complexity of the system [6]. Low-complexity signal de-
tection algorithms have become a research hotspot in recent
years [7]. For classic linear detection algorithms such as ZF
detection, the computational complexity is too high due to
its large number of matrix inversion operations [8], the
detection performance of linear detection algorithm is not
ideal, so it is difficult to apply to the actual massive MIMO
system [9]. Reference [10] proposed a low-complexity
massive MIMO detection method based on approximate
expected propagation. ,is method uses the approximation
method of the channel hardening phenomenon to eliminate
matrix inversion during iteration and reduces the compu-
tational complexity of accurate detection while maintaining
good performance. In reference [11], a linear detector based
on conjugate gradient of multiple search directions was
proposed in the massive MIMO uplink system in order to
reduce the complexity of data detection. It determined the
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search direction in each subdomain by the projection
method, which improves the performance of the algorithm.
However, the loop effect caused problems such as slow or
nonconvergence, which leads to a decrease in algorithm
detection performance. Reference [12] proposed a system
model that considers the reverberation effect of radar sys-
tems on massive MIMO receivers using the receiver for
uplink to perform channel estimation and data detection.
,e experimental results proved the effectiveness of the
proposed detection scheme. Reference [13] proposed an
iterative precoding scheme based on Chebyshev accelera-
tion. ,e simulation results showed that the proposed
method has lower complexity while ensuring higher de-
tection performance. However, it was difficult to be widely
used in actual promotion and application due to the limi-
tations of the coding scheme.

As deep learning has made great achievements in other
fields, there are more and more research studies on applying
deep learning to communication systems [14]. Orthogonal
approximation message passing detection neural network
uses the idea of the orthogonal approximation message
passing detection algorithm, while increasing adjustable
parameters using deep learning optimization methods to
improve its detection performance. Reference [15] proposed
a heuristic method for pilot/data power optimization. ,is
method could improve algorithm performance through
space-time block coding when the access point does not have
any channel state information. However, when applied to a
high-order modulation system, the computational com-
plexity will increase as the number of users and modulation
order increase. Reference [16] algorithm could speed up the
convergence speed by reducing the spectral radius of the
rederived iterative matrix. Reference [17] proposed a MIMO
detection scheme based on deep learning using a novel
training algorithm.,e algorithm accelerated the training by
time and spectrum correlation in the real channel, so that it
has lower computational complexity than the existing
methods on real channel. However, each neural network
layer needs to perform matrix inversion operation, which
brings high computational complexity. ,e computational
advantages of deep learning improve the detection perfor-
mance of massive MIMO signals. However, the method of
extending the iterative algorithm to neural network is more
dependent on the channel environment [18].

,is paper proposes a massive MIMO signal detection
algorithm based on deep learning to address the problems of
large number of MIMO antennas in the 5G communication
system, which makes signal detection difficult. Compared
with traditional detection algorithms, its innovations are
summarized as follows:

(1) Due to the complexity of DNN parameters, the
proposed algorithm uses the Simplified Message
Passing Detector (sMPD) algorithm to optimize
network parameters iteratively to reduce the com-
putational difficulty and improve network signal
analysis capabilities.

(2) In order to realize the accurate detection of massive
MIMO signal, the proposed algorithm constructs a
detection system based on neural network. Among
them, DNN detector improved by the sMPD algo-
rithm is used to analyze MIMO signal to achieve low
error signal transmission.

2. System Model and Problem Analysis

Consider a massive MIMO system in a single-cell multiuser
Time Division Duplex (TDD) mode. ,e base station is
equipped with M antennas, and the uplink channel esti-
mation process is shown in Figure 1.

In the uplink, the base station receives signals simul-
taneously transmitted by N single antenna user in the same
time-frequency resource, which can be expressed as follows:

y(t) � Gx(t) + δ(t), (1)

where G represents the flat fading channel matrix of M × N

between the base station and N users, x(t) represents the
signal vector of N × 1 sent by N users at time, and δ(t)

represents additive white Gaussian noise with a mean value
of 0 and a variance of σ2n/2.

Assuming that each user transmits an orthogonal pilot
sequence of length L(L≥N) in the channel coherence time,
the pilot signal matrix received by base station is as follows:

Y � GΨ+, 􏽢δ (2)

where Ψ � [φ(1), φ(2), · · · ,φ(L)] is the pilot matrix of di-
mension N × L that contains all user training sequences and
􏽢δ is an additive white Gaussian noise matrix whose elements
are all Gaussian random variables with independent iden-
tically distributed mean value 0 and variance σ2n/2.

According to the system model, Rice flat fading channel
matrix G can be further expressed as follows:

G �

����
κ

κ + 1

􏽲

G +

����
1

κ + 1

􏽲

􏽥G, (3)

where G represents the deterministic component matrix
containing line-of-sight signal and 􏽥G represents Rayleigh
random component matrix containing the scattered signal.
κ≥ 0 is the Rice fading factor; when κ � 0, the channel is
Rayleigh channel, that is, G � 􏽥G.

For the deterministic component G, it can be expressed
as

[G]mn � e
−j(m−1)

2πd

λ
sin θn( 􏼁

,
(4)

d and λ represent the base station antenna spacing and radio
wave wavelength, respectively, and θn represents the angle of
arrival of n user.

For Rayleigh random component 􏽥G containing the
scattered signal, the finite scattering channel model is
considered. Assuming that each user has q paths to base
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station, the channel vector gn from the n user to the base
station can be expressed as follows:

gn �
1
��
Q

√ 􏽘

Q

q�1
hnqϕ θq􏼐 􏼑

ϕ θq􏼐 􏼑 � 1, e
−j2πd/λ cos θq( 􏼁

, · · · , e
−j2π

(M−1)d

λ
cos θq􏼐 􏼑⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

T

,

(5)

where hnq is the random transmission gain of q path. In
order to facilitate the analysis without loss of generality, it is
assumed that the path gain obeys a complex Gaussian
distribution with a mean value of 0 and a variance of 1. θq is
the random arrival angle of q path; ϕ(θq) is the direction
vector under ULA model; and d and λ represent the base
station antenna spacing and radio wave wavelength,
respectively.

In themassiveMIMO system, it is usually relevant on the
base station side but not on the user side. ,is is due to the
limited number of scatterers on base station side, while the
users have relatively abundant scatterers [19, 20]. ,erefore,
it can be assumed that the antenna direction vectors of users
are the same, and the random component channel matrix
can be expressed as follows:

G � Ω 􏽥H, (6)

where Ω � [ϕ(θ1), ϕ(θ2), . . . , ϕ(θq)] is the full-rank matrix
of M × Q containing Q direction vectors; H is the path gain
matrix of Q × N; [H]q.n � hnq.

According to the nature of rank, in Rice flat fading
channel model, the rank of G is
rank(G)≤ rank(G) + rank( 􏽥G). ,e number of antennas M

and the number of users N are usually large (M≫N), while
the number of effective paths Q is relatively small. ,erefore,
in the physical finite scattering model, the rank rank( 􏽥G) �

min M, N, Q{ } � Q of Rayleigh random component 􏽥G. ,e
rank rank(G)≤N + Q of channel matrix G is significantly
smaller than the matrix dimension.

3. MIMO Signal Detection Model Based on
Neural Network

3.1. MIMO System Model. Taking the MIMO system as the
main research object, Mt and Mr antennas are installed in
the transceiver end of the system.,e model structure of the
MIMO communication system is shown in Figure 2. In
order to accurately detect and decode the transmitted in-
formation at the receiving end of MIMO system, aiming at
this goal, it mainly combines DNN and autoencoder neural
network model. ,e two different neural network structures
and physical layer framework of the traditional MIMO
wireless communication system are organically integrated.
Its purpose is to process the information bits or code words
received by the MIMO system.

,emathematical model of the entire MIMO system can
be expressed by the following linear equation:

y � Gx + δ, (7)

where x � [x, . . . , xMt
]T ∈ CMt×1 represents the information

vector sent by the transmitting end of the system and y �

[y1, . . . , yMr
]T ∈ CMr×1 is the information vector received by

the receiving end of the MIMO system.

3.2. Input and Output of Neural Network. ,e number of
neurons in input layer of a neural network generally depends
on the attributes of sample data. In the proposed neural
network model, matrix G and vector y are used as the input
of neural network. Before input, the data are preprocessed,
matrix G is converted into a (M × N) dimensional column
vector, and the column vector is combined with column
vector y. Since each element of column vector is a complex
number, the real part and the imaginary part are separated
and connected in series as the network input I,
I � [g1,1, g2,1, . . . , gM,N, y1, y2, . . . , yM]T. ,e number of
input neurons of neural network is 2(N × M + M), and the
activation function of output layer is selected according to
digital modulation mode of the MIMO system [21]. Taking
binary phase shift keying as an example, since the trans-
mitted signal symbol is 0 or 1, the activation function is

...

UsernUserN

User1

User2

12 m M

Figure 1: Estimation scenario of large-scale MIMO uplink channel.
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selected as Sigmoid function.,e reason is that the output of
Sigmoid is mapped in the range of (0, 1), which has a strong
correlation with the transmitted symbol. For the modulation
method, a linear activation function can be selected [22].
After neural network is output, the output is recombined
into the transmission signal pattern, and symbol decision is
performed, and the result is detection signal x∗ of MIMO
system receiver based on neural network. ,e flow of entire
data in the receiver is shown in Figure 3.

3.3. Designed DNN Detector Based on sMPD Algorithm. A
detection network is designed based on the sMPD algorithm,
which relies on the sMPD algorithm. ,at is, using the
existing algorithm as a starting point, each iteration of the
sMPD algorithm is expanded to each layer in the network,
and the optimization method of deep learning is used to
obtain the best training parameters to obtain a neural
network that meets the signal detection performance re-
quirements [23, 24]. From this perspective, deep learning
provides a powerful tool. It can make the improvedMPD get
the best correction factor to achieve higher performance. In
addition, DNN detector designed based on the sMPD al-
gorithm constructs a DNN by expanding each iteration of
iterative sMPD to each layer of detection network. Among
them, correction factor set is the parameters to be optimized,
and the best correction factor is obtained by “learning” by
deep learning training [25].

DNN is one of typical deep learning models, which can
map input x0 ∈ CMt×1 to output y0 ∈ CMr×1:

y � f x0,ϖ( 􏼁, (8)

whereϖ represents the parameter that approximates optimal
function, which maps the input to desired output.

DNN usually has multiple hidden layers between the
input and output layers, and a multilayer neural network
combines many functional units. For a DNN with K layers,
the output of (k − 1) is used as the input of k layer, and the
mapping function of k layer can be defined as follows:

xk � f
(1)

xk−1;ϖk( 􏼁, (9)

where ϖk represents the training parameters of the k layer
and f(1)(xk−1;ϖk) is the mapping function of the k layer.

Due to the similarity of the factor graph model and DNN
structure, DNN can be designed by unfolding iterative al-
gorithm. Each iteration in the algorithm corresponds to each
layer in the network, as shown in Table 1. ,e comparison of
MPD’s factor graph model and DNN structure confirms that
they have similar structures. Based on a reasonable design of
detection network, the MPD algorithm can be further im-
proved through the optimization method of deep learning.

In the damped MPD algorithm, the damping factor for
each iteration can be different. When selecting the nor-
malization/offset factors of sMPD, these factors can be ex-
panded to have a different symbol probability p

(k)
ij for each

message. In fact, a different correction factor can be set for
each message in each iteration, and the calculation of prior
probability can be expressed in a unified manner. Specifi-
cally, by increasing the damping factor, p

(k)
ij is defined as

follows:

p
(k)
ij ⇐ 1 − β(k)

ij􏼐 􏼑p
(k)
ij + β(k)

ij p
(k−1)
ij , (10)

where β(k)
ij is the weighted average damping factor of

message calculated in the current iteration and the message
obtained in the previous iteration.

To further increase the correction factor τ(k)
ij and bias

factor μ(k)
ij , (10) is converted to the following:

p
(k)
j ⇐ 1 − β(k)

j􏼐 􏼑 τ(k)
ij p

(k)
ij − μ(k)

ij􏼐 􏼑 + β(k)
ij p

(k−1)
ij . (11)

,e damped sMPD algorithm requires multidimen-
sional parameters to approximate MPD, and these multi-
dimensional parameters are designed to further improve
performance. However, it will lead to an increase in the
number of parameters to be optimized, especially when the
number of transmitting and receiving antennas is large. For
traditional methods, this is a complex optimization problem.
However, it can be solved by deep learning, a powerful
optimization tool [26].

In summary, the first iteration of the improved MPD
algorithm can be summarized by two kinds of messages,
including Log-Likelihood Ratio (LLR) ζ(k) and probability
p(k) and the set of correction factor τ(k). A complete iteration
in the sMPD algorithm can be mapped to a layer in DNN to
construct DNN-MIMO detector and use τ(k) as the training
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... ... ...

...

Figure 2: MIMO system model based on neural network.
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parameter set to be learned. Specifically, the DNN detector
based on sMPD is expressed as follows:

ζ(k)
, p

(k)
� f

(k) ζ(k− 1)
, p

(k− 1)
, τ(k)

􏼐 􏼑

o � σ ζ(K)
􏼐 􏼑

⎧⎪⎨

⎪⎩
, (12)

where f(k)(ζ(k− 1)
, p(k− 1), τ(k)) is the mapping relationship

of l-th iteration in the improved MPD algorithm, o is the
final output of DNN, and σ(·) is the normalization function.
,e output ζ(K) of the K final iteration is rescaled within the
range of [0, 1].

For the sMPD algorithm, ζ(k)
� ζ(k)

j􏽮 􏽯 and p(k) � p
(k)
j􏽮 􏽯,

and training factor
Δ � α(1), . . . , α(K),ω(1), . . . ,ω(K), b(1), . . . , b(K)􏼈 􏼉 include
attenuation, scaling, and bias factors. ,is sMPD-based
DNN detector is called an Improved MPD (IMPD). ,e
overall structure of IMPD detector is shown in Figure 4. ,e
hidden layer in DNN is expanded by the sMPD algorithm.
,ese hidden layers are also different according to the it-
erative process of the selected MPD algorithm, thus forming
a variety of different DNN detectors.

In order to measure the detection performance of signal
detection network designed for the massive MIMO system,
cross entropy is used to express the error between output of
neural network and real transmitted signal. And the min-
imum SGD method is used to minimize loss function to
determine the best correction factor set (Δ).

,e IMPD detector includes two stages of learning and
detection. First, neural network is trained to obtain the

optimized correction factor. After that, trained DNN de-
tector is used for signal detection. ,is DNN based on MPD
training is similar to the MPD algorithm, except that the
optimized correction factor is obtained through the training
process. ,erefore, IMPD detector can be regarded as a
special case of the MPD algorithm and requires additional
training preprocessing. However, this is all done offline on
the computer, and it will not increase the complexity of
performing real-time detection tasks.

3.4. BatchNormalization andDropout. ,e proposed neural
network model is relatively complicated, and there are too
many parameters that need to be updated, so it is prone to
overfitting during the training process. Overfitting means
that the function fitted by the neural network fits the training
set perfectly, but the results of validation set and test set
containing new data are poor. ,at is, the training data are
overfitted without considering the generalization ability of
network.

,e overfitting phenomenon can be solved by batch
normalization and dropout. Batch training refers to training
a batch of data at a time during the neural network training
process. ,e purpose of training is to reduce the loss

Generate training data

Data preprocessing

I

Neural network o=f (I)

The receiver generates G,
x data sets

Data preprocessing

Trained neural 
network o=f (I)

Decision 
device x*

Neural network
prediction

Training data
generation

Data 
preprocessing

Neural network 
training

Figure 3: Flow process of data flow.

Table 1: MPD diagram model and DNN structure.
MPD DNN
Node Neuron
Send signal x Input data x
Receive signal y Output data y
,e k-th iteration ,e k-th hidden layer
Confidence message Hidden layer information
Data update rules Hidden relationship of each layer
Correction factor Parameter ϖ

Input layer

... ... ... ... ...

Hidden layer Output layer

∫

∫

∫

∫

Figure 4: Structure of IMPD detector.
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function value of entire batch of data. ,is can reduce the
randomness caused by a single data training as much as
possible. A batch of data is called a batch, and all training sets
the batch value to 1000. Dropout was first proposed by
Hinton in 2012. It refers to randomly ignoring a certain
percentage of neurons during neural network training. ,e
neural network model using Dropout randomly selects a
certain number of neurons for training during the training
process and does not need to rely too much on certain local
features. ,is can reduce the interaction between feature
detectors (neurons) and make the model more generalized.
Using Dropout in the training process is equivalent to
different neural networks for each training, and each neural
network will also give different results. However, as the
training process progresses, most of neural network output
results will be correct.,en, a small number of wrong results
will not affect the total output. ,e Dropout operation was
used during training.

4. Experiment and Analysis

With the help of advanced deep learning libraries such as
TensorFlow, the proposed algorithm is experimentally an-
alyzed, and the simulation parameter settings are shown in
Table 2.

4.1. Performance Comparison of Deep Learning and Linear
Detection Algorithms. ,e performance of the used deep
learning method is compared with that of the traditional
linear detection algorithm (maximum likelihood algorithm
and zero-forcing algorithm). ,e result of bit error rate
(BER) is shown in Figure 5.

It can be seen from Figure 5 that the detection perfor-
mance based on the deep learning method applied to MIMO
system signal detection is lower than the performance of the
optimal maximum likelihood detection algorithm. However,
it is significantly better than zero-forcing detection algo-
rithm performance. Since the principle of the traditional
linear detection algorithm is relatively simple, the proposed
algorithm shows better performance advantages after testing
the neural network with better training effect. When BER is
0.01, signal-to-noise ratio (SNR) difference between the deep
learning method and maximum likelihood detection algo-
rithm is about 2.5 dB. BER is in the range of 0.1 to 0.01. ,is
deep learning method has a performance gain of nearly 2 dB.

4.2. Performance Comparison of Deep Learning and Belief
Propagation Decoding Algorithms. In order to further verify
the performance of the deep learning method in channel
decoding in the MIMO communication system, the
decoding performance of the Back Propagation (BP) algo-
rithm of polarization code is selected and compared. In the
experiment, the number of iterative cycles of the BP
decoding algorithm is set to 200. After the iteration loop, the
BER result obtained is shown in Figure 6.

It can be seen from Figure 6 that the performance of
channel decoding based on deep learning is better than that
of the traditional BP decoding algorithm. When BER is 0.01,

the decoding method using autoencoder neural network has
a performance gain of about 1.5 dB. ,e decoding perfor-
mance of DNN also has a performance gain of nearly 1 dB.
,is demonstrates that the deep learning method can im-
prove channel decoding performance of the MIMO system.

Table 2: Simulation parameters.
Parameter Value
Pilot sequence length 55
Number of base station antennas M 100
Signal-to-noise ratio (dB) 10
Number of users N 50

Zero forcing detection
DNN detection
Maximum likelihood detection

0.0001

0.001

0.01

0.1

1.0
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R

1 2 3 4 5 6 7 8 9 100
SNR (dB)

Figure 5: Performance comparison between deep learning and
linear detection algorithms.

Confidence propagation decoding algorithm
DNN decoding
Automatic encoder decoding

0.0001
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1 2 3 4 5 6 7 8 9 100
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Figure 6: Performance comparison between deep learning and
belief propagation decoding algorithms.
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4.3. Detection Performance Comparison of Different
Algorithms. In order to demonstrate the performance of the
proposed algorithm, the algorithms in reference [11], ref-
erence [13], and reference [16] are compared In SNR range
of 0∼10 dB, the trained model will be tested, and BER results
under different SNRs are shown in Figure 7.

It can be seen from Figure 7 that in the same SNR range,
the detection performance of the proposed algorithm is
better than that of other comparison algorithms. When SNR
is 10 dB, its BER is lower than 0.005. because the proposed
algorithm constructs a detection system based on neural
network and uses the DNN detector improved by the sMPD
algorithm to analyze MIMO signals, so low error signal
transmission is realized. ,e improved linear detection al-
gorithm used in reference [11] is affected by loop effect, and
its detection performance is not good. When SNR is 9 dB, its
BER is still higher than 0.01. Reference [16] carried out
parallel iteration based on the linear detection algorithm,
and the detection speed and performance have been im-
proved to a certain extent. However, the data processing
capability of the linear detection algorithm itself is insuffi-
cient, so there is a significant gap compared with IMPD of
the proposed algorithm. Reference [13] used the iterative
precoding algorithm of Chebyshev acceleration for signal
detection. Only from the iterative aspect of optimization, its
detection performance improvement effect is not obvious.
,us, when BER is 0.01, the detection performance of the
proposed algorithm and reference [13] had a performance
gain of nearly 1.5 dB. And within this SNR range, the de-
tection performance of the MIMO system shows the most
obvious advantages.

Besides, mean square error (MSE) results of four
comparison algorithms under different SNRs are shown in
Figure 8.

It can be seen from Figure 8 that the MSE of the pro-
posed algorithm is significantly lower than that of other
comparison algorithms, especially better than that of the

linear detection algorithm of reference [11]. Based on the
linear detection algorithm, the neural network is used to
compensate for the lack of channel estimation, which is
closer to the real channel distribution characteristics. Ref-
erence [16] incorporated parallel iteration on the basis of
linear detection, and MSE of detection result is reduced, but
its data learning ability is somewhat weaker than that of deep
learning algorithms. Reference [13] used the iterative pre-
coding algorithm to achieve MIMO signal detection, and its
detection accuracy is high. When SNR is 8 dB, its MSE is
lower than 0.4. However, the influence of parameters in the
deep learning algorithm and the interference of iteration
errors are not fully considered, so the detection effect of the
proposed algorithm is better. ,e proposed algorithm uses
designed IMPD detector for MIMO signal detection and
increases the correction factor and parameter training to
reduce detection error. When SNR is 10 dB, its MSE is lower
than 0.1, which can meet the requirements of actual
environment.

5. Conclusion

Massive MIMO technology has become one of key tech-
nologies of 5G communication systems due to its high
spectrum utilization and link reliability. However, as the
number of antennas in the massive MIMO system increases,
signal detection will face the challenge of high computa-
tional complexity. To this end, this paper proposes a 5G
massive MIMO signal detection algorithm based on deep
learning. Besides, the sMPD algorithm is used to optimize
the network parameters of DNN, and the MIMO system
model based on neural network is constructed. ,e trained
DNN detector learns to process the transmission signal to
achieve accurate decoding and detection of 5G massive
MIMO signal. Experimental results based on TensorFlow
deep learning framework show that
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Proposed algorithm
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Figure 7: Detection performance comparison of different
algorithms.
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Figure 8: MSE curves of different algorithms.
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(1) ,e DNN detector designed based on the sMPD
algorithm has better detection performance and
reduces BER through the iterative optimization of
correction factor and network parameters. More-
over, the detection performance advantage is
obvious.

(2) ,e proposed algorithm builds the MIMO system
with the help of neural network learning advantages
and uses batch training and dropout to improve the
generalization ability of the model, which can ac-
curately and efficiently realize signal detection.
When SNR is 10 dB, its BER and MSE are lower than
0.005 and 0.1, respectively.

Since the algorithm in this paper is proposed under the
assumption that the channel environment is in an ideal state,
the interference of some objective factors is ignored. Further,
in-depth research is needed for more nonideal channel
environments and realistic system scenarios. In addition, all
the proposed improved algorithms only consider the signal
detection problem itself, without considering the commu-
nication error rate performance that combines it with
channel estimation, channel coding, and other issues.
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*e emergence of social media has allowed people to express their feelings on products, services, films, and so on.*e feeling is the
user’s view or attitude towards any topic, object, event, or service. Overall, feelings have always influenced people’s decision-
making. In recent years, emotions have been analyzed intensively in natural language, but many problems still have to be watched.
One of the most important problems is the lack of precise classification resources. Most of the research into feeling gradation is
concerned with the issue of polarity grading, although, in many practical applications, this relatively grounded feeling measure is
insufficient. Design methods are therefore essential, which can accurately classify feelings into a natural language. *e principal
goal of the research is to develop an overflow of grammatical rules-based classification of Indian language tweets. In this work,
three main challenges are identified to classify feelings in Indian language tweets and possible methods for tackling such issues.
Firstly, it has been found that the informal nature of tweets is crucial for the classification of feelings. Based on the tweets, the
mental illness of the person has been classified. *erefore, to categorize Indian language tweets, a combination of grammar rules
based on adjectives and negations is proposed. Secondly, people often express their feelings with slang words, abbreviations, and
mixed words. A technique called field tags is used to include nongrammatical arguments such as slang words and diverse words.
*irdly, if a tweet is more complex, the morphological richness of the Indian language results in a loss of performance. *e
grammar rules are embedded in N-gram techniques and machine learning methods. *ese methods are grouped into three
approaches, which functionally predict Indian language tweets with syntactic words.

1. Introduction

*e increase in social media and users’ numbers has made it
possible to express one’s opinion in natural language. Social
media feeling analysis in recent years has been an active field

of research. A model needs to identify different social media
[1] users’ dimensions of feelings to analyze this natural
language management system. *e detailed review of sen-
timental [2] models of analysis shows that the study can
assist the user to classify the operator’s feelings on a theme.
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Analysis of the emotions is used to find user feelings or
opinions. An individual has his own space in social media,
such as Twitter, to post an idea or topic or comment on a
service. *e user review shows that various models of
sentiment analysis in natural languages have been devel-
oped, film reviews, product reviews, political reviews, and so
forth, for feelings analysis. In Twitter, research is being
conducted extensively to predict the public mood used in
different fields and applications. *e classification of sen-
timent, in general, is divided into 3 types: (i) approach to
master learning, (ii) a hybrid teaching approach, and (iii)
analysis of sentiment requiring a detailed analysis of tech-
niques of natural language processing, so that training
datasets for machine learning and feeling lexical data can be
provided for statistical or semantic methods. *is study is
aimed at developing the user’s sensation framework for
Tamil tweets. Nonnative English speakers have been highly
influenced by social media such as Twitter. *ere are dif-
ferent discourse challenges for nonnative English speakers
when expressing an opinion on social media. *e first
challenge is to develop grammar rules for classifying feelings
in Tamil tweets. *e second problem is that there are in-
sufficient resources, such as dataset and feeling lexicons. *e
last question is to improve slang words’ performance, words
transliterated in various languages and fields.

It is not very easy to precisely identify user feelings from
domain to domain by this domain-dependent word. Based
on these hypotheses, the research will be validated.

Hypoproposed work 1: concerns about the inclusion of
syntactic methods for the necessary results for further
improvement.
Hypoproposed work 2: the rule-based grammar ap-
proach can better represent tweet feelings.
Hypoproposed work 3: grammar rules combined with
the supervised master method of learning improve
results.

*e following general and specific objectives have been
identified to address the challenges linked to the above-men-
tioned research problems. Techniques are developed for the
classification of Tamil tweets based on grammar rules. Besides,
this paper proposes the principal component of the sentiment
analysis scheme. *e proposed regulations on language
grammar for Tamil tweets’ classification are a characteristic
feature by which user feelings are identified, and tweets are
grouped into a set of categories.*e work proposed contributes
to new grammar rule-based algorithms for the Tamil tweets.
*ese grammatical rules are relevant to user tweet categori-
zation. *e main tasks are to reach the elemental powers in
classifying tweets and are also generic enough for various fields
and systems.*eTamil tweets classification is further developed
by incorporating syntactic measures such as domain-specific
and tweet tags. *e main idea is to add domain words to the
user phrase to improve the performance of classification. *e
work focuses on the variety of gender instead of polarity-based
systems.*ere are few types of research on the sort of user texts
by genre. *e adjective grammar shows the way for sentiment
analysis in a language like Tamil. Although the Tamil language

has complicated instructions, this proposed work invokes only
negative guidelines and procedural regulations to categorize
tweets into dissimilar categories. *e planned grammar rules
focus on adjectives, negatives, and connection words only to
deal with ungrammatical tweet structure. *is paper has pro-
posed a new model combining syntactic, semantic, and su-
pervised methods of learning. In general, the work is more
accurate than the existing systems—also, the model is more
exposed to different areas and comparison of results.

*e purpose of this effort is to propose a new method for
Twitter sentiment analysis, which is divided into two stages.
First and foremost, there is the tweet jargon, which includes
emoticons and other symbols. *e emoticons are converted to
plain text by using processes that are independent of the
language being used. Alternatively, it is readily adaptable to
multiple languages. Second, the generated tweets are catego-
rized based on their subject matter. BERT is a language model
with the advantage of being pretrained on plain text rather than
tweets. *e models are based on plain text and are readily
accessible in various languages, reducing the need for time and
resources to create them. *e following advantages are ac-
cessible: (1) models may be trained directly on tweets from
scratch and (2) available plain text corpora are bigger than
tweets only corpora, allowing for higher performance. A case
study detailing how the technology was put to use the approach
for Italian is provided, along with a comparison to various
Italian options that are currently available. Findings demon-
strate the efficiency of the technique and suggest that, as a result
of its basic foundation from a theoretical perspective, from a
methodological standpoint, it has the potential to be useful for
other languages as well.

2. Literature Survey

*e terms exchange of opinion mining and sentimentality
examination are used by most of the current approaches.
Opinion mining is defined as identifying the emotional tone
underlying a piece of text using natural language processing
(NLP) [3].

Mining based on Option � (u, t, i, J). (1)

In the above formula, “u” is the view objective, “t” is the
opinion on the goal, “i” is the view owner, and “J” is the period
once the idea was published. It is essential to note from the
above definition that feeling mining belongs to the opinion
mining sector. Sentiment mining may be of a binary type or
theme detection. *e term sentiment analysis (SA) is used as
the term for classification tasks in this proposed work. A
concept of feelings analysis was first introduced in [4]. In
sentiment examination, there are three main classification
methods: machine learning methods, lexical methods, and
hybrid methods [5, 6]. *e applied classifier of feelings de-
pends on the data annotated. Usually, these training data are
derived from function words to categorize novel information.
*e results of the classificationmachine are based onmethods
of functional selection. Most of the trainings already con-
ducted focus on machine learning. Despite the numerous
machine learning methods used in most of the research
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studies, the supporting vector machine and the Näıve Bayes
classifications are standard. *erefore, the current works
related to SVM and NB classifiers are reviewed in the fol-
lowing sections and followed by lexical sentimental analysis
procedures.

2.1. Emotion Analysis Using Machine Learning Algorithm.
When the choice of feature words or courses is an essential
part of using classifiers for sentiment analyses, appropriate
plan of contextual features can provide more information
and reduce noise opportunities. To do so, various sources of
characteristic manufacturing are frequently employed [7].
*e SVM is the best method for machine learning [8] to
combine several domain model knowledge characteristics,
syntactic reliance, previously annotated sentences, and ad-
jectives with standard text characteristics for a performance
of 86.0%.

*emethod of classification of polarity through machine
learning algorithms was proposed in most of the reviews
[8, 9]. In most of the research projects, SVM is clear to the
literature [4, 10, 11] because they are robust and efficient in
the analytic sentiment of highly dimensioned information.
*e authors of [12] considered a new algorithm to find no
more than 25 video and audio genre classifications. *e
videos with these features are classified by SVM.*e authors
did not take into consideration the high dimension of genre
classification.

2.2. Mental Illness Detection Using Lexicon-Based System.
*e development of lexicon or SentiWordNet is an essential
work in the lexical way to describe the “structure that holds
information about words and synonyms or related meanings.”
*e total user sentence or text polarity is then calculated with
this lexicon or WordNet with an A-weighted number of all
lexical components [13, 14]. Lexicons are built using polar or
emotional words. Furthermore, these opposite terms are di-
vided into two or probably three groups, based on their di-
vergence to construct the lexicon (positive, negative, and
neutral). For lexical sentimental analysis, lexical resources and
knowledge are required in a particular field. *e feelings of a
given text or review are calculated using the lexicon based word
or phrase polarity. Unigrams or N-grams are used for training
classifiers in most of the machine learning algorithms [15].
However, unigrams are used in lexicons to assign polarity;
therefore, the total value of the complete text polarity is cal-
culated as a unigram. *e hybrid approach finally combines
both machine learning based processes and lexicon based
procedures. Moreover, a method known as a linguistic rule is
usually associated with a classification of lexical sentiment
[15, 16]. Some research related to hybrid approaches works
specifically in a variety. To identify the hybridmethod, syntactic
features such as word expressions and denials, as well as the
structure of the original document, are used [17]. Parts of
speech (POS) are methods of identifying grammatical cate-
gories of words used in the linguistic based approach. Various
POS patterns or targets may be used as functions for the
sentence. POS tags are combined of substances, adjectives, or
verbs. *ese tags can then be used to specify a specific polarity

or feeling topic. Natural languages other than English have
been widely used recently on social media platforms, such as
Twitter and Facebook. Analysis of emotions in foreign lan-
guages has grown since a few research projects have been
underway to create language resources [18, 19]; for example, in
Chinese, Arabic, Hindi, and Tamil, SentiWordNet, which does
not exist in English, is the most common resource. However,
there is still a lack of resources for sentiment analysis tasks in
many natural languages. Still, in sentimental analysis, English is
the most widely used language because well-defined resources,
such as lexicons, corpus, and dictionaries, are present. In
particular, Tamil was used more frequently on Twitter. Re-
searchers must face new challenges to build resources like
lexicons or SentiWordNet and natural languages corpus and
dictionaries. As a result, there are specific resources available
for these languages because research in this area is still lacking.
Many linguists and researchers are now developing natural
language resources. *e use of the NLTK can be taken into
consideration to support the SA process. It helps to understand
the natural language characteristics such as Tamil and can
contribute to a more accurate SA performance. While the use
of NLTK is problematic, this gives a new challenge before the
SA process to incorporate NLP. A few NLP tools for SA’s
natural languages task have recently been developed. *e lit-
erature reveals the availability of various methods of machine
learning for the analysis of feelings. Also, all current investi-
gations on sentiment examination put emphasis on the or-
ganization of divergence. As for Tamil tweets, a lack of
resources is the main problem in this area. To categorize the
sentimentality of Tamil movie tweets, a semantic method can
be practical.*ree key subjects are finally examined to improve
the classification of emotion in Tamil tweets: first, the method
for field tags, second, the use of grammar rules by film reviews
using syntactic and semantic models, and, third, the machine
knowledge methods. A new grammar procedure for the
proposed work predicts the Tamil genre class tweet.

3. The Methodology of Proposed Framework

*e general framework for the Tamil tweet sentiment an-
alyses using various algorithms is explained. *e design of
the systems underpinning the work is first described, and
then every phase of the plan related to this work is presented.
Section 3 provides a note on the structure and justification
for the creation of the Tamil language. A short description of
the film’s genres follows/product review classifications and
accuracy metrics. Figure 1 shows how the Tamil tweets
classify their sentiment.

3.1. Proposed Architecture of Proposed Model. Four steps of
user tweets’ feelings in Tamil movies are taken for identi-
fication. *e first step is to collect and prepare tokenizers for
all user tweets. *e next process is to detect parts of voice
tags with tokenized keywords. Finally, the tokenized content
procedures will be used to identify the genre category using
the natural language toolkit.

Figure 2 shows the general procedure included in this
framework for sentimentality analyses.

Computational Intelligence and Neuroscience 3
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3.1.1. Input Data Collection. *e primary stage is to gather
the data needed for classification—sentiment analysis. *ere
are in the area of sentimental analysis different well-
established datasets available in English and the related
domain. For natural languages other than English, only
limited datasets for feeling analysis are available. In this
research, all datasets are extracted from Twitter using the
hashtag (#) and then the movie/product’s name using
Twitter’s API. However, there is no predefined dataset for
Tamil films; an unlabelled dataset for experimental analysis
is a significant task.

*e last week in July 2016 includes all of the Tamil film
tweets used in this proposed work. 100 Tamil films and
product tweets were collected (mobile phone). Initially, the

idea was to create a film dataset only but only for the
sensation framework to prove that two datasets are made
independent of the domain. *e body contains 7,346 tweets
from Twitter which have been collected and used for all
purposes.

3.1.2. Preprocessing Task. *e next step is the pretreatment
of tweets. To remove conflicting, imperfect, and luminous
information, the preprocessing of data is done. To perform
all data mining functionality, data needs to be preprocessed.
*e first job is to delete URLs. Usually, the Uniform Re-
source Locator does not help in informal words to assess the
feeling. For example, take the phrase “I logged on https://
www.amazon.in as the film is boring.”*is phrase is harmful
because it is wrong and can become neutral of the amazon
text’s occurrence. A technique for removing the Uniform
Resource Locator is used to avoid such errors. *e following
task is to remove retweets. Retweeting is the process of
copying a tweet and posting it to a second user. *is is
usually if a user likes another user’s tweets. Retweets are
frequently abbreviated as “RT.” *ese retweets are redun-
dant data to remove all retweets.

3.1.3. Tokenization Process. Tokenization is a way of di-
viding words into different words or tokens into user tweets.
A phrase, word, or symbol might be a token. *e tweet
phrases are tokened into a series of words that can be an-
alyzed with white spaces to remove any specific character or
punctuation marks such as # and @. *e various Docu-
mentary Dictionaries are called token sets produced by
combining the full text of a collection.

3.1.4. Sentiment Analysis Models. Supporting vector ma-
chines are commonly used to detect sentiment topics on a
document level, unchecked approaches like Näıve Bayes
[20]. But more advanced models, such as the linguistic rules,
are required to categorize the (polarity) opinions and sen-
sations of informal text (gender). *e suggested sentiment
framework is divided into three functionality-based models.
Figure 3 shows two types of feelings investigation.

3.2. Tools. Software access to Twitter is needed to create a
tweets corpus. *e Twitter REST API is used in this research
to access corpus user tweets. *is API also provides de-
velopers with access to all public tweets and their associated
metadata to search for and download streams. However,
access to data from the Twitter API is restricted. Authen-
tication methods (OAuth) are used for user prevention
misconduct. Various programmers can also use it to un-
derstand the use of the API. To access all tweets in real time,
Twitter “Firehose” is the only way. Access to the Twitter
“Firehose” generally comes from third-party (GNIP and
DataSift) managers, although it is not free of charge. *e
costs of subscription for individual scientists working in
sentiment analysis are very high. *e streaming API can
nevertheless be used to access tweets in real time with a
particular number of Twitter data requests. For sentimental

Data collection

Preparation

Sentiment Analysis

Results

Figure 2: Flow chart of proposed work.

Twitter

Tamil tweets

dataset

Rule based Supervised
+Grammar

Methods

Classification of tweets into categories

Analysis of predicted class

Figure 1: Sentiment analysis framework for Tamil movie tweets.
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analysis, the Tweepy Python API is employed to collect
Twitter information. If a user wants to use Twitter API
directly, the TWIP connection is relatively complex. It
enables user-friendly search and download functions.
Usually, the relationship with the routine is established.

3.2.1. Twitter API. *e NLP has developed a portion of the
speech tags to classify the words according to their POS. A
portion of the speech tagger helps in the analysis of the
feelings for the two reasons: (1) it may be used to differ-
entiate words that are not generally felt in POS and (2) words
such as pronouns and nouns can be used with POS.

*e classification task POS tag in [21] is used in this
proposed work. *e Python Requests framework was de-
veloped to manage HTTP requests using the POS tagger.
Figure 4 illustrates an example of a tagged tweet in that POS
tagger.

*e TF-IDF for document or word classification is a
simple unigram model. TF-IDF works well in the classifi-
cation of documents, such as news articles or reviews [22].

*e literature shows, however, that TF-IDF does not classify
tweets as well as long tweets and does not follow gram-
matical styles, and general words are seldom repeated.
Tweets, however, contain valuable information for the ex-
traction of feelings. As a basic model, TF-IDF is chosen; it
gives the meaning of the word in a dataset. Set of words in
tweets should correspond to the subjects and the most
frequently reported words should be obtained. To classify the
tweets [23] into a set of data, the top N TF-IDF keyword
values of each film are selected. Consider a film mi that is
linked to a set of tweets {t1,t2..... Tn}, where Tn is translation.
*ere are several terms in each tweet which allow each film
to be marked.

*e group of words x1, x2,....xk are like a tweet sequence.

mi � u1, u2, . . . , un{ } � x1, x2, . . . , xk{ }. (2)

Also, every movie can be considered as a tweet group.
*eir associated tweets contain a set of words, tf,mi, and

idolatrous (wj, m).
*e values are calculated as follows:

tf xj, nj􏼐 􏼑 �
input co − occurence frequency of xj

ni

,

idf wj, m􏼐 􏼑 � log
overall emotional tweets of the person(n)

input co − occurence fequency of overall tweets
􏼠 􏼡.

(3)

Take a movie “Veeram” with 305 tweets as an example.
Where the word is twenty times (Rasool) and the word is

18 times.
Total dataset tweets are as follows:

tfrate �
20
305

� 0.0656,

idfrate � log
305
18

� 1.229,

tfidfrate � tf∗ idf � 0.0806.

(4)

Similarly, the TF-IDF is calculated and the important
keywords can be identified with the score for all the genres
that correspond to the domain.*e synonyms of the selected

keywords are also mapped with the Tamil dictionary to
reduce dimensionalities and improve the performance of the
category and word model [24].

4. Algorithm for TF-IDF

*e sentiment categorizer model is used after data collection
and preprocessing to achieve the following in the baseline
model:

(1) Divide all tweets into keywords or tokens.
(2) Identify the occurrence and related words in the

tweet for each keyword.
(3) For every keyword selected from a user’s tweet,

compute the TF-IDF score.

Veeram

POS Tagger

Tag: 
<NN>

Tag:<AD
J>

Tag:<AD
J>

Tag: 
<NN>

Figure 4: Input tagging.

Corpus based 
Sentiment 

Analyis

Syntactic 
models Semantic 

models

TF-IDF

DST

Tweet
weight Negation

rules

Adjective rules

N gram

Figure 3: *ree types of sentiment models.
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(4) Multiply TF-IDF with SentiWordNet’s Tamil score.
(5) Set all user tweets with mean precision in the overall

sentiment scores.
(6) Assign a film by Step 5 to genre and polarity.

*e image of user tweets [24] for the sentiment classes
is shown in Figure 5 (Veeram). *e result shows the
proportion of polarity and gender tweets. Although Ac-
tion and Trade point were verified by domain profes-
sionals, the film genre class has shown that it is
categorized into a comedy genre (23, 60%) and love
(23.88, 21%). *e TF-IDF approach relies on a unigram or
perfect keyword and categorizes a tweet only when the
keyword is available. *e TF-IDF model also does not take
into account the user tweet context.

4.1. Algorithm for Genre Classification. *e syntax parser
determines a tweet’s overall polarity and gives this score a
perception categorizer model to determine a tweet’s type
class. Figure 6 shows the algorithm used to classify
sentiments.

*e tweets are identified with the syntax parser and POS
taggers result using the above algorithm in the Categorizer
Sensitivity Model [25]. *e tweet is classified in an adjective
way into the closely related class when the polarity of a tweet
is positive. Extraction from parser-based negation produces
a greater accuracy than syntax models of 47.32 percent. *e
rules on negation are designed to improve the analysis of
feelings. *e findings show that the model of grammatical
negation dependence has a higher level of efficiency in
sentiment analysis compared with frequency and other
syntactic models [26]. *e results show that the variety of
evolving user-generated text needs to be dealt with
throughout the grammar rule approach.

4.2. Adjective-Based Grammar Rules for Semantic Model.
*is work is hypothesized by the adjectives as the prin-
cipal semantic structure for the classification of film
genres. Most of the Tamil grammarians speak only of
substances and verbs. It is said that adjectives are not
considered as separate categories in Tamil by traditional
grammarians or linguists. Adjectives are used for the
description or quantification of a noun object. Adjectives
differ in occurrence and function in different languages.
In modern Tamil, adjectives are mostly written just before
the substrate. A pattern of adjectives concerning Tamil
film tweets is identified by this method [24]. *ese ad-
jective patterns are linked directly to the specific domain
posts and thus rules for finding an impression of the
specific posts have been developed in this context. Ad-
jectives are also used to express the strength of user
feelings by intensifying them.

Grammar modification is as follows: temporary values
{+2} in the application of rules 2 and 3 temporary scores are
derived. Upon application of the rules, the initial results are
not altered because the tweet has no other opinions or terms
of denial. Final score is {+0.66}.

*e endpoints are standardized between +1 and −1. *e
final result is calculated with two divided by three, for ex-
ample, in this case.

Final score �
Adjective score of the input data

Analysedwords in the sentence of the system
.

(5)

*ematch calculation undergoes by an action point. *e
category match calculation: Action (+).

4.3. Supervised Model. *e characteristics of the classifiers
should be extracted for machine learning classification.
Functional vectors affect the classifiers’ performance [27].
Two methods of extraction, character presence and char-
acter count, are generally used specifically. Character count
uses the count of frequencies (if the count of frequencies is
high, the word is considered to be the word character), while
the character presence uses the characteristic word’s pres-
ence or absence. Although tweets are short, this work uses
the function presence method for the extraction of func-
tions. *e first five (unigrams) adjectives correspond to the
initial seed list for each genre [28]. *e seed list synonyms
and antonyms are derived from a software programme,
Tamil WordNet. *is process continues until all functional
adjectives have been added to the functions list. Table 1
represents the kernel adjectives.

At first, 500 corpus tweets are selected manually to train
the classification. Each tweet will extract the words of the
function (93 adjectives in this book) from the list and other
words will not be taken into account. Similarly, for in-
stantiation of SVM classification, the NLTK library file is
used. It is noticed that several tweets occur repeatedly
through multiple posts of the individual user in the corpus.
*ere are also some tweets with misleading feelings or
feelings about the specific field. *e performance of the
classifiers will degrade if such tweets are selected as a set for
training. *e experiment is conducted with NLTK library
files for both classifications. For both classifiers, 10-fold
cross-validation is made.

Computational learning theory is behind the support
vector machine (SVM) machine learning technology. SVM’s
main purpose is to find the most efficient classification
function for categorizing the training dataset’s classes. To
handle linear and nonlinear classification issues like density
estimation or pattern recognition, the SVM model is
commonly utilized. Translate the training data into a higher
dimension using nonlinear transformation, and then divide
it into separate training sets using the linear method.

A kernel function K is replaced for the intermediate
product (X, Y) in a nonlinear SVM classification model (X,
Y):

f(x) � sign 􏽘
W

j�1
bxjK xj, x􏼐 􏼑 + c⎛⎝ ⎞⎠. (6)

In the learning process, SVM employs a two-layer
structure. It is the initial layer that selects the kernel’s base
K(xi, x), where i is one of 1, 2, 3, 4, 5, or 6. Layer 2 is a linear
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function in the feature space formed by the first layer.
Making the best hyperplane in the similar feature space is the
same as it was in the previous example. It is generally ac-
cepted that hyperplanes with bigger margins are more ac-
curate than hyperplanes with smaller margins when used to
categorize feature data. *e shortest distance between the
hyperplane and the margins on each side is taken to be the
hyperplane with the greatest margin. Hyperplane for sep-
arating planes is defined by the following equation:

W−X + c � 0. (7)

Margins are determined as the support vector points.
*e outcome of the process is the linear combination of all
support vector points, and all other data points are over-
looked. It comes with the notion that the complexity is not
dependent on the number of features existing in the training
dataset. It makes SVM very efficient for classification
problems that hold a considerable number of features as
compared to the number of training examples. *e only
drawback with SVM is that, in case of misclassified or
linearly inseparable data, no separating hyperplane can be
obtained. So, the SVM translated the data into higher di-
mensional feature space and found a suitable hyperplane. In
this work, the LS-SVM Lab toolbox has been applied to
classify the speech of ID from TD children. To achieve a
better classification accuracy, the two regularization pa-
rameters, (c, gam) and σ2(sig2), which was the squared
bandwidth of RBF kernel, have been chosen optimally.

5. Experimental Results

An analysis tool was developed which incorporates all
NLTK-based and Python-based algorithms. *e tool shows
automatically the feeling values of Tamil movie tweets both
at the polarity level and at the genre level. Figure 7 shows the
feelings for the Veeram film. Table 2 represents the grammar
performance.

*e results suggest that the general sentiment model
based on the grammar rule delivers better performance
compared to other syntactic models. *e results also show
that the precision sentimental analysis increases significantly
when somaticized models in addition to normal function-
ality like unigrams are incorporated (TF-IDF). Compared to
other feeling models, the grammar approach proposes the
semantic structure of the user’s phrase within the specific
domain.

*e semantic grammatical model provides an average
accuracy of 64.72 percent better than that shown in Figure 8

Good Film

180

150

120

100

Better

Superhit movie

Not good

Normal

Figure 5: Sentiment model using TF-IDF.

Calculate Tweet_Category Returns Category {
Read TweetStream;

For each Tweet in TweetStream {
Read the Polarity values of each adjective in a Tweet from

ParseTree(Tweet);
If Polarity (Tweet) = (Positive) {

Get the Adjectives of each Tweet from POS tagger;
then

Category (Movie) += Category(Adjective) }
Else {

Category (Movie) == Category(Adjective) }
If (Adjective is not related to any category) {

then, discard;
Return Category }

Figure 6: Algorithm for genre classification.

Table 1: Instance list of early kernel adjectives and their synesis.

Initial seed list Synonyms Antonyms
Action “Fight,” “action,” “veeram” “Peace”
Love “Love,” “romance” “Sogam”
Commercial “Vasool,” “mass,” “commercial” “Ioss”
Comedy “Comedy” “Tragedy”
Family “Sentiment,” “family,” “feeling” “Aabasam”
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for TF-IDF and other syntactic models. Sentiment model has
analyzed tweets and found polarity, genre categories, and
other algorithms using proposed grammar rules. Results
demonstrate that the general grammar of negative rules and
adjective rules is better because complex sentences are taken
into consideration and semantic structures are better inte-
grated. *e proposed grammar rules address any sort of
sentence in tweets to determine sentiments (simple, com-
pound, and complex). *e grammar rule-based model with
an accuracy of 64.72 percent is the best feeling model. If the
results of TF-IDF, tweet weight, and regulatory modeling are
compared, the grammar-based algorithm could be found to
be 20 percent better than other sentiment models. *e

results show that machine learning methods alone are not
good for feelings. One of the important lessons of this is that,
instead of using the grammar methods, SVM is better than
the syntax model. *e classifier quality is only as high as the
set, so all possible instances cannot be exposed to the
classifying system. *erefore, to improve machine study
classifier performance, adjective and negative-based gram-
mar rules are used as a feature for classifiers to compare
machine study methods with grammar rules. Table 3 shows
the SVM classification performance in combination with
grammar regulations.

When the grammar rules are combined with the SVM
classification, it is determined to outperform all other
feelings models in combination with the grammar rules
method. Between the grammar rule and learning models,
the accuracy changes 7%. *e result highlighted again the
quality and the ambiguity of Tamil grammar in the
grammar-based machine learning model. A good promise
is made with grammatical rules for further development.
For cross-domain assessments mobile phone reviews, the
proposed sentiment framework procedures are adapted.
*is is because the number of tweets available on this
domain is the number of movie domain choices. *e aim is
to verify the performance of the grammar rules algorithms
and methods of machine learning regardless of domain
even if the size of the product field tweets is small. *e
domain-independent features for the training are extracted
for master classification. *e words that occur in all do-
mains are domain-independent characteristics. *is
function is important for transferring the semantical
context from one domain to another. *e grammar rules
are used in this research work to extract independent
domain adjectives for analysis of cross-domain feelings.
Table 4 shows the results of each of the three models of
feeling.

*e study shows that the algorithms work in a com-
parable way for different domains. *is demonstrates the
work’s expansion into various areas.

animated

220

180150

120

100

love

comedy

action

fight

Figure 7: Results of feeling analysis by grammar rules.

Table 2: Tamil SA grammar performance.

Movie Method Accuracy

Veeram

TF-IDF ranking 27.13
TF-IDF+DST 36.42
Tweet weight 40.26
Negation rule 47.32
Adjective rule 60.84
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Figure 8: Performance comparison of grammar-based semantic
models with TF-IDF.
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6. Conclusion

*e present dataset has been applied to the existing algo-
rithms like SVM and Näıve Bayes, and results were tracked.
*e results show that SVM model could better classify the
genre of film compared to syntactic methods. *e work thus
suggested that both models be combined and the results
traced. While the proposed algorithms with the setup of a
feeling framework are successful, it is valuable to assess their
performance with the system’s composition in real time.*e
proposedmodel would then be tweeted in real time as part of
future work.

*e overall model could be changed if the work is
carried out in real time. In future work, this is an im-
portant direction. If work continues, lexical resources
must be developed when this research is extended to more
than one area. *e focus of this research has so far only
been two areas (films and product), and the domain tag
resources for these two areas have therefore been devel-
oped. Once the grammar models for the complex phrases
are completed, the paragraphs can also extend the model.
It is also essential to implement a grammar-regulative
approach for handling complex and composed sentences
as a cause of the error. *e future will automatically focus
on “generate tags” (types) from the text. *e SVM, in
combination with the rules of grammar, outperforms all
other Tamil tweets in feeling analysis. *is is an essential
finding of the approach to machine learning. Two product
category tweets were used, and the sentiment methods
were applied to track the validity of the model in various
domains. *ese results have been validated so that the
grammatical techniques are efficient. *ere has been no
significant improvement in outcomes when combining
SVM with grammar-based techniques. *e other two
machine methods can also be tested in future work
(Semisupervised and Unsupervised).
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Table 3: Performance of SVM classifier with grammar rules.

Movie Method Accuracy

Veeram
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Negation rule 47.32
Grammar rule 60.84

SVM+grammar rules 65.73

Table 4: Performance analysis for product domain.
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Breast cancer is an important factor affecting human health. )is issue has various diagnosis process which were evolved such as
mammography, fine needle aspirate, and surgical biopsy. )ese techniques use pathological breast cancer images for diagnosis.
Breast cancer surgery allows the forensic doctor to histologist to access the microscopic level of breast tissues. )e conventional
method uses an optimized radial basis neural network using a cuckoo search algorithm. Existing radial basis neural network
techniques utilized feature extraction and reduction parts separately. It is proposed that it overcomes the CNN approach for all the
feature extraction and classification process to reduce time complexity. In this proposed method, a convolutional neural network
is proposed based on an artificial fish school algorithm.)e breast cancer image dataset is taken from cancer imaging archives. In
the preprocessing step of classification, the breast cancer image is filtered with the support of a wiener filter for classification. )e
convolutional neural network has set the intense data of an image and is used to remove the features. After executing the
extraction procedure, the reduction process is performed to speed up the train and test data processing. Here, the artificial fish
school optimization algorithm is utilized to give the direct training data to the deep convolutional neural network.)e extraction,
reduction, and classification of features are utilized in the single deep convolutional neural network process. In this process, the
optimization technique helps to decrease the error rate and increases the performance efficiency by finding the number of epochs
and training images to the Deep CNN. In this system, the normal, benign, and malignant tissues are predicted. By comparing the
existing RBF technique with the cuckoo search algorithm, the presented model attains the outcome in the way of sensitivity,
accuracy, specificity, F1 score, and recall.

1. Introduction

)e most common disease for women is breast cancer. It is
cells with extra growth of mass in women’s breast region.
)is breast tissue forms the tumor, which is classified as
benign or malignant. )e malignant is the most affected
cancerous region, and the benign is the non-cancerous
region. )is disease is diagnosed by biopsy. )e researchers
analyze various automated diagnosis approaches to deter-
mine breast cancer. )e stroma maturity of cancer in the
breast is classified by the histological image [1]. )e breast
cancer image of the stroma is the matured result of clas-
sification. )ermograph and mammography images are
used for this approach. )e thermograph images are taken

from cameras, which are analyzed by infrared radiation and
its intensity level. By comparing with the thermograph and
mammogram, the mammogram image provides the exact
result. )e breast cancer images are classified using various
machine learning techniques and artificial swarm optimi-
zation techniques. A capsule network model is performed in
the preprocessing stage of breast cancer classifications [2].

)e support vector machine learning, extreme
learning machine, RBNN, DNN, and other classifiers
performed the classification [3]. )e optimization algo-
rithms include ant colony optimization, honeybee opti-
mization, PSO, genetic algorithm, and other artificial
swarm intelligence techniques. )e image processing
methods are determined to classify the breast cancer
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images. )e initial stage of classification in the image
processing technique is the preprocessing step, which
extracts the edges, filters the image, and improves the
image quality. In medical image classification, feature
extraction is the major procedure, and it gives data about
the filtered picture. )e feature selection process is car-
ried out with bioinspired techniques. )e classification
supports various machine-learning approaches and deep
learning techniques [4]. It classifies the normal, benign,
and malignant properties of a given medical image.
Biomedical images are used for disease classification. )e
images are ultrasounds, X-rays, computer-aided to-
mography, MRI, and other images.

In this, the CS optimizer is utilized for the selection
process. )e RBNN performs the characterization of the
given image, which classifies the various properties from
the input image [5]. Computer-aided diagnosis approach
is a widely used technique for classifying the breast cancer
image. It provides valuable information, and it utilizes
general image classification techniques. )e sampling
process is used in the convolutional neural network for
solving the computational complexity [6]. )e sampling
process is carried out in the pooling layer, which is
performed with the neurons in the network layer. )e
LSTM structure is used for data analysis in CNN. An SVM
learning technique is integrated with the decision-mak-
ing algorithm for big data analysis [7]. )e histopatho-
logical image is utilized to perform the classification and
measures various performance metrics for analyzing the
classifier. KM clustering approach and the SVM classifier
with softmax techniques are utilized for modeling the
classifier for medical imaging. )e fuzzy-based entropy
segmentation of the image processing method is opti-
mized with the fish school algorithm [8]. Various
grouping techniques use the artificial fish-school opti-
mization algorithm. )e conventional methods use a
weka processor for breast cancer analysis [9]. )e breast
cancer image is used as either mammography or a his-
tological image. )is database is analyzed [10]. Com-
puter-aided diagnosis technology is used for detecting
breast cancer from images [11]. )e CAD system im-
proves the performance of breast classifications such as a
benign, lesion, and malignant properties. Here, this tool
is assisted by the radiologists in the mammographic
screening process. In this, the morphological and texture
feature extractions are performed in the segmentation
approach [12]. Digital breast tomosynthesis is the three-
dimensional image processing modality, which is de-
veloped with mammography and histological images.
Based on the gradient field analysis, the true mass is
measured for 3D images. )e lesion property of breast
cancer is analyzed using CAD technology. )e softmax
and ReLu function performance is performed in the CNN
for breast cancer classification. )e breast cancer dataset
is available in open source, and it studies the breast cancer
classification problems. )e database has 7,909 samples
with different classes. In these classes, benign and ma-
lignant are the most important properties. )e
1024 ×1024 pixels of breast cancer images are taken for

this proposed analysis. )e training process in CNN uses
the stochastic gradient descent technique.

)e image augmentation process has different
properties performed with various classes in the mor-
phological approach. )is image augmentation process
performs the cropping, image resizing, enhancing, and
random patches. Reference [13] has presented the DCNN
for the classification model of breast cancer with the IRR
approach. )e pooling layer of the convolutional neural
network reduces the spatial image size, and it performs
downsampling. Based on the width and height of the
image, the pooling layer gets a maximum pixel value of
the image. )e bioinspired techniques are applied in the
image processing technique, especially to the classifica-
tion approach. )e bioinspired technique used for the
application of breast cancer classification is ant colony
optimization, genetic algorithm, PSO, etc. )ese methods
improve the performance of feature selection. )is op-
timization technique reduces the problem of overfitting
and multiclass problem [14].

In the machine learning approach, the multilayer
preceptor and the SVM are performed with two layers of
the training process [15]. )is approach uses the se-
quential minimal optimization algorithm, which depends
on the performance of c, which means fuzzy logic. In the
training process, the fuzzy rule is set for performing the
feature extraction. )e Kernel function is used to enhance
the support vector machine learning technique. )e
k-means scheme is used in the feature extraction process.
GLCM provides the result of energy, entropy, correlation,
contrast, and homogeneity in the feature extraction
process [16]. )e breast cancer classification uses the
machine learning technique [17]. )e tissue detection,
prognostic, and diagnostic are performed with different
characteristics. )e cross-validation technique is the
important process used for partitioning the training and
testing function [14]. )e RBFNN is used for the flood
forecasting technique, which is improved with the cuckoo
search algorithm. )e performance of the polyharmonic
function has lesser error compared to the Gaussian ap-
proach. )e deep learning technique is integrated to
enhance the performance of CNN, which optimizes with
the swarm intelligence approach [18]. )e input layer of
CNN takes the operation of preprocessing. )e hidden
layer analyses the feature of the given breast cancer
images and the completion of pooling layer performance.
)e fully connected layer in the CNN will act to provide
the output function. )e direct preprocessed images are
taken to separate the various properties of breast cancer.
Based on the capsule network layer, the classification
performance is worked. In this presented model, the
CNN-based artificial fish school model is utilized for the
classification of images in an enhanced manner. )e
normal, benign, and malignant are classified with opti-
mum results. Here, this proposed method improves the
accuracy, sensitivity, and specificity. )e proposed image
classification technique is used for various medical image
processing and analyzing methods, and it gives the best
result as compared with the existing work.

2 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

2. Literature Survey

Reis et al. [1] presented an automated image classification
approach in the application of breast cancer analysis. )e
tumor tissue is classified into different classes. Here, the
hematoxylin and eosin patterns are analyzed with the pa-
thologist approach. )e breast cancer prognostic method
uses the normal picture, and local binary patterns are in-
tegrated with the RFC tree approach. Based on the tumor
grade, the degrees are arranged with different types of breast
cancer. Invasive breast carcinoma is the common breast
cancer type, which mostly affects ladies. Mature, immature,
and intermediate categories are analyzed in the stroma
tissues. An ROI selection process is based on the input
database, and it traces with randomly paired ROI. )is
provides the simultaneous result to observe the training and
testing approach. )e feature vector provides mature and
immature properties. Here, the single-scale and multiscale
properties are analyzed with mature and immature features.

Reference [2] illustrated the characterization of breast
cancer images in the capsule network model. Here, the
preprocessed breast cancer image with a histological
property is used. )e classification utilizes various systems
such as ResNset, InceptNet, and AlexNet. )ese models are
enhanced with the capsule network model, which classifies
the breast image. It takes the direct preprocessed image for
classification. In this approach, the benign, normal, in-situ,
and invasive cancer type are classified. )e stain normali-
zation is the property of a patch reduction approach, which
is used to avoid adverse effects on the staining. )e input
layer of the convolution type is created to perform the
preprocessing stage. )e capsule layer has primary and
secondary sections for dimensional reduction. )e dense
layer is performed in the classification process. Here, the
parameters are tuned to get the best preprocessed image for
classification. )e accuracy of both train and test layers is
measured and compared with the conventional technique.
Iteration range is increased for accuracy and loss prediction.

Reference [13] presented the convolutional neural net-
work model for breast cancer. )e inception recurrent re-
sidual network model is used in the CNN to characterize the
image. Here, the DL approaches with CNN; it gives the
robust execution with inception and residual networks.
Here, the BreakHis dataset is used for classification. In the
preprocessing stage, the original image improves the quality
by resizing, removing noise, image augmentation, and
patching. After that, it performs the feature extraction
process. Finally, it performs the feature selection process.
)e limitation of this technique is the design complexity.)e
results are measured to analyze with various conventional
methods. )e accuracy, ROC, AUC, and global accuracy are
calculated, and they classify different types of benign and
malignant features.

Reis et al. [1] have introduced the classification technique
and used the bioinspired techniques. Here, various machine
learning approaches are modeled to separate breast cancer,
and the optimization technique is used in the feature se-
lection process. )e image types such as the histological
image, pathological, and thermography images are used for

breast cancer classifications. Hence, the SVM technique is
utilized for classification, and it is compared with utilizing
different bioinspired optimization techniques, that is ACO
and PSO. Initially, the thermography images are applied for
the preprocessing stage, which is performed with grey-scale
imaging, and it reduces the noise since it improves the input
image quality. )e feature extraction process used the
GLCM process. )e feature selection technique utilizes
bioinspired techniques such as ACO and PSO. Finally, it
results in the classification using SVM. )e accuracy, sen-
sitivity, specificity, and recognition time are measured to
obtain the resultant parameter.

Reference [3] analyzed the machine learning approach
for classifying breast cancer images. Here, the machine
learning scheme is used as a classifier, and it optimizes the
Bayesian classifier. )is method is utilized to identify and
prognostic the breast cancer tissues. Here, the binary clas-
sification scheme is applied in the Bayesian classifier. In the
preprocessing stage, the edges are removed to enhance the
image quality. )e feature extraction process is carried out
with KNN, and it also performs the clustering.)is approach
finds different classes in the testing and training procedure.
It helps to separate the features of the image. )e reduction
approach is employed to select different features, and it uses
the cross-validation technique. )e precision of both
training and testing is calculated to compare with the
existing work. Without using the optimization technique, it
makes the reduction process inefficiency.

Reference [19] proposed the artificial fish school opti-
mization algorithm for the grouping approach.)e common
method of grouping strategy is the deterministic finite au-
tomaton technique. However, it searches only the local
environment since the artificial fish-school optimization
approach is used, and it is used for global search. )e
grouping strategy uses the heuristic algorithm with intelli-
gent optimization. )e behavior of the artificial fish is used
for the global optimization technique. )e encoding process
is grouped with the 2D array model, and it is represented
with the different group expressions. )e interaction rate of
the artificial fish is used for the grouping algorithm. )e
increased amount of food in the area is searched by prey
behavior. )e drawback of grouping is reduced by the be-
havior of the swarm. )e random search movement is se-
lected by a fish interaction rate. By comparing with other
optimization algorithms such as PSO, ACO, and GA, the
artificial school optimization algorithm achieves the result.

Reis et al. [1] have described the optimization technique
for performing the training process in the DCNN. Here, the
swarm intelligence technique is used for optimizing the
training process of the DCNN. Here, this optimization
technique uses the artificial fish school optimization algo-
rithm. In this approach, the text patterns are used as a
dataset. )is text mining process is analyzed with a random
search. )is text mining approach is also applicable for
various statistical data science tasks.)e vector optimization
is performed by using FSS. )e preprocessing of input text
uses word2vec, and the final layer of CNN provides the
statistical information. After performing training and test-
ing, the precision of the text-mining task is calculated to
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obtain the result. )e technique performs the maxpooling
and softmax in the feature extraction process of CNN, and it
normalizes the functions by splitting the classes. )e text is
trained to provide the vector output, and it is optimized
using FSS. )en, it performs testing to predict the accuracy.

Reference [20] presented the artificial fish school opti-
mization technique for optimizing the functions. Here, the
global optimum value is selected for function optimization.
)is method is compared with GA, ACO, and PSO. )e
function optimization task is performed by selecting the
functions from search space. After selecting the functions,
the AFS initializes the population, distance, max iteration,
and crowding factor. )e population initialization gives the
exact integer space. )e bulletin initialization has calculated
the present state of fish, and it selects the best behavior of
fish. To update the bulletin simulations, the met condition is
used to select the best behavior of AF. )e process is ter-
minated after obtaining the optimum solution with opti-
mum values. )e accuracy and computation time are
calculated and compared with the conventional techniques.

Reference [4] presented the breast cancer classification
scheme and used the deep learning approach.)emultilayer
perceptron algorithm is used to calculate the best accuracy.
)e feature extraction and reduction are performed in the
deep neural network model. Ten attributes are used in two
different classes, and it is classified with the inbuilt process of
the deep neural network. )e 8-fold and 10-fold cross-
validation technique is performed in the multilayer per-
ceptron algorithm. In this paper, the dataset is collected from
the oncology department at Medical Centre University,
Yugoslavia. )ese datasets are not a label but a random
dataset. Based on the weight of the neurons, the MLP is
performed with the mathematical activation function. Weka
3.8 is utilized for the classification of breast cancer. After
performing the cross-validation scheme, the precision of
each scheme is calculated.

Reference [5] introduced the classification scheme for
cancer images. Here, the back propagations NN and
RBNN are used as a classifier. In this paper, the feature
extraction process has a significant role in the classifi-
cation approach, which utilizes the grey-level co-occur-
rence matrix. )e MIAS database is utilized for the
classification approach. )e initial stage of classification
detects either normal or abnormal. If it is abnormal, the
next stage predicts either malignant or benign. )e GLCM
process extracts features such as correlation, entropy,
homogeneity, and variance. By comparing both RBFNN
and BPNN, the radial basis neural network achieves the
classification results. Accuracy and mean squared error
are calculated to achieve the result.

Reference [9] described breast cancer analysis. )is
process is carried out by performing with WEKA. )e
proposed work performed a sJ48 classifier, which gives the
best accuracy result. During preprocessing, the missing traits
are neglected. )e classifiers performed in this paper are J48,
REP Tree, and Näıve Bayes. Here, K-means clustering and
farthest first clustering methods are employed to reduce the
complexity in the feature extraction procedure. )e number
of classified instance with correctness and incorrectness is

measured for three classifiers. )e accuracy and computa-
tion time give enhancement in the three classifiers. )e
WEKA programmer is used with the machine learning
approach for classifying breast cancer.

Reference [8] presented the image segmentation model
using the fuzzy entropy technique, which is segmented by
the artificial fish school optimization algorithm. Here, the
maximum entropy level is selected by the fuzzy rule, and it is
used for image segmentation.)e histogram images are used
to process with the segmentation process. Here, the
threshold technique is used to optimize the result through
Otsu’s threshold model. )e maximum entropy is achieved
by the threshold algorithm. )e AFS algorithm is used to
optimize the parameter from the entropy algorithm. In AFS,
each fish behavior is evaluated to get the objective function.
)e image segmentation is performed with the fuzzy entropy
model. Here, the double threshold-based image segmenta-
tion method improves the entropy level using fuzzy rules.
)e tire image is taken to perform the image segmentation.
)e fuzzy entropy level is obtained for both GA and AFS.
Here, the optimization performs foraging, clustering, and
tailgating.

Reference [21] presented a deep learning technique. )is
process is developed to improve breast cancer risk predic-
tion. )e breast cancer database is taken from a larger
tertiary academic medical centre. )e mammograms are
filtered to analyze the function. )e dataset is validated to
analyze the data. Based on the patient information (attri-
butes), the cancer set and dataset are separated by examining
training, validating, and testing. )e hazard ratio and po-
sition of the top/bottom decile flow are measured. )e
hypothesis model has mammography information to cap-
ture the cancer-risk state. )e Tyrer-Cuzick version is used
for hybrid deep learning. Here, the confusion matrix ana-
lyzes the density factor of the breast cancer image.

Reference [10] described about the breast cancer dataset for
histopathological image classifications. )e medical image
classification is performed with the automated classification
using a computer-aided diagnosis tool. Here, the two classes are
used to compute the breast cancer region. ML scheme is
modeled to utilize the classification of the medical image. )e
BreaKHis dataset is taken to test the classification of the breast
cancer image model. Malignant and benign image sets are
classified with different properties. A completed local binary
pattern is utilized in the extraction process, and the texture
feature is extracted by the GLCM process. )e surf and sift are
detected using the oriented fast and rotated brief process. Four
different classifiers are used with various feature extraction
approaches. Reference [14] utilized the GCNN and CNN for
breast cancer classification.

3. Proposed Method

)e proposed Deep CNN for classifying the breast cancer
image is optimized using the artificial fish school optimi-
zation algorithm and is modeled to provide the best clas-
sification result. In this section, the proposed methodology is
described with classifier and optimization technique and
their application of breast cancer image analysis.
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3.1. Deep CNN Using AFS Optimization for Classification.
Here, the artificial fish school technique is used to give the
direct image set to the training process of the classifier. )e
random permutation of the AFS is selected by initializing the
direct values. )e maximum epochs are given in the opti-
mizer at the stage of variable initialization. Hence, the
preprocessing stage is performed with the wiener filter for
improving the quality of the image. )ese filtered images are
sent to the convolution layer, which sets the image to filter
with a convolution filter for activating the features of the
given breast image. )e convolution 2D layer will normalize
the image to perform the training process in the ReLu layer.
)e pooling layer selects the higher value of the image by the
sampling process.)e single GPU processor is used for Deep
CNN to perform classification. )e AFS algorithm provides
a direct training image to the Deep CNN. Based on the
training image, the supposition accuracy is given in the AFS.
)e convolution neural network having three layers with
sublayers is used. )e activation function enables the feature
map for the regional size of each image. )en, it sends to the
pooling layer for selecting the maximum value of the trained
image. )e proposed Deep CNN architecture is given in
Figure 1.

In the convolution neural network, the above-mentioned
layers performed different functions to activate the process.
In this proposed method, the 90 input images are extracted
for classifying breast cancer, which is given to the input layer
of CNN. It is normalized in this convolution layer. )e
MIAS dataset is extracted for breast cancer images, and it has
1024×1024 pixels. A single GPU processor is capable to
analyze the 64× 64 image pixels since it is resized to perform
the feature extraction.)e convolution 2D layer is processed
with the grey-scale image of breast cancer image to remove
the features.

Here, the ReLu layer is used to provide the positive
images to the CNN; otherwise, it outputs to zero. )e
pooling layer is the major function to activate the CNN.
Here, the greater pooling layer is utilized to select the
maximum value of pictures from the ReLu layer. )e fully
connected layer gives the output of feature extraction by
classifying the breast cancer image.)e extraction procedure
is activated in the pooling layer. )e probability of picture is
applied in the multiclass functions, and it is performed with
the softmax layer. In this, the artificial fish school optimi-
zation algorithm is implemented for selecting the training
image with supposition accuracy. A single Deep CNN
process performs the three operations such as feature ex-
traction, feature selection, and classification. )e accuracy,
sensitivity, specificity, and computation time are measured
to analyze the performance.

3.1.1. Dataset. )e MIAS database is utilized to separate the
images of breast cancer from mammography. )e database is
downloaded from http://peipa.essex.ac.uk/info/mias.html. )e
mammographic picture analysis society provides the digital
mammogram image for classifying the different features. )e
database comprises of seven columns representing image, type
of tissue, abnormality, its size, location, stage, and image

information. )is classification approach is also capable to
analyze the screening mammography with a digital database. In
this proposed system, the MIAS database is used, which has
200-micron pixel with the padding of 1024×1024. )e dataset
containing 322 digits with 2.3GB 8mm tapes is used. )is
digital mammogram has the density of 0–3.2, and it is repre-
sented with each single pixel that has 8bits. )eMIAS database
has different characters of background tissues.)e abnormality
of the breast cancer image is classed by masses, image dis-
tortions, asymmetry, and calcification. It classifies malignant,
benign, and normal breast images.

3.1.2. Preprocessing Stage. )e first stage of mammography
image classification uses the preprocessing step to en-
hance the image quality. )e input has 1024 ×1024 pixel

Input Breast cancer Image

Input layer

Convolution 2D layer

ReLu layer

Max. Pooling layer

Fully connected layer

Softmax layer

Output layer

Classification layer

Figure 1: Architecture of the DCNN model.
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size, which is resized with 64 × 64 pixels. )e wiener filter
is used in this preprocessing stage. )e 2D convolution
operation removes the noise presented in the input signal.
)e overlapping patches, removing edges, improving the
visual quality by removing the noise, resizing, and fil-
tering are performed in this process. Here, the normal,
benign, and malignant images are filtered using the
wiener filter.

3.1.3. Deep CNN. )e CNN is the type of a deep learning
technique. )e DNN model performs the same operation in
the convolutional neural network. )e proposed Deep CNN
is modeled to separate the breast cancer image with the
characteristics of normal, benign, and malignant. )is
process performed with various layers of convolution ap-
proach is as follows:

(i) Convolution 2D layer: this layer is used for nor-
malizing the input pictures to perform the feature
extraction process. )e 2D convolution process
involves the operation as follows:

f1(Ps) � max(0,weignt∗P + BF 1),

f[u, v]∗g[u, v] � 􏽘
+∞

n�−∞
􏽘

+∞

m�−∞
f[n, m].g[u − n, v − m] .

(1)

(ii) )is process improves the image by the normal-
izing factor. )is allows the 2D matrix images for
normalizing the values. )is performance is done
with the grey scale image.

(iii) Rectified linear unit layer: the ReLu layer activates
the neurons presented in the convolutional neural
network. It selects the maximum value in the
function of f(0, x). It acts as a rectifier, and it
performs the differentiations by neuron points in
the network. Feature representation with prefil-
tered images is represented as follows:

f2(Ps) � max(0,weight∗f1(PS) + BF 2). (2)

P v � ki|u, g,weighti( 􏼁 �
e
gk(u,wk)

􏽐
k
i e

gk(u,wk)
. (3)

(iv) )e nonlinear rectification is performed to activate
CNN functions. )e nonlinear function activation
is the major concern for various systems. )e
probability function with different classes is given
as follows:

(v) Max. Pooling layer: the pooling layer is employed
to perform the feature extraction process. Here, it
selects the maximum value of breast image to
activate the pooling layer. )e training image sets
are selected randomly from the artificial fish-
school optimization technique. It also assumes the
accuracy of the each image sets.

f3(Ps) � max(0,weight∗f2(Ps) + BF 3). (4)

L � − 􏽘
l

i�1
ln(P(v � ki|u; g;weight))

� 􏽘
l

i�1
ln 􏽘

k

i

e
gk(u,wk)⎛⎝ ⎞⎠ − gvi .

(5)

(vi) )e objective function with maximum value rep-
resentation is given by

(vii) )e spatial size of the image is reduced for the
feature reduction approach. It operates only with
the feature map of each image. )e maximum
subsampling of the pooling layer will map the
features based on the classes. )e 3x3-convolution
matrix strides are used to select the maximum
value. )e selected training dataset is labeled with
the different classes, and it performs testing. Based
on the stride and padding in the matrix, the ReLu
performs to activate the pooling operation.

(viii) Fully connected layer: it is the output of feature
maps, and it is performed with the AFS optimi-
zation. Each node in the Deep CNN is inter-
connected to perform the breast cancer image
classification. It performs the feed-forward neural
network model by connecting the feature reduc-
tion approaches in the convolution layer. It holds
the information about the image features and
provides in the vector form. )e pooling layer
reduces the feature map, and it is optimized with
the AFS algorithm, which is connected to perform
the classification. )e training process selects 22
images, and the testing process is carried out with 8
images. Here, the epoch is 20 based on this; the
training process will be performed to provide the
classification accuracy.

(ix) Softmax layer: the softmax layer solves the mul-
ticlass problems of integral functions. It selects the
maximum value of final class predictions. )e
softmax activation function normalizes the input
image and provides a positive result. )e nodes of
the fully connected layer are the softmax layer,
which activates the function by selecting the
multiclass classifications. )e pretrained set of
images is configured with the dense characteristics
of a given dataset.

(x) Classification layer: the classification layer is the
output layer of the Deep CNN, and it provides the
classified result of breast cancer images. It has the
functionality to know about the image features.
Based on stride representation, image pixels are
shifted to the matrix. )en, it performs the feature
extraction and reduction using Deep CNN layers.
)e Deep CNN layers form the array in the order
of the above-mentioned layers.
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output � sigmoid(L). (6)

3.1.4. Artificial Fish School Optimization Algorithm. )e
optimization of image classification is an important process. In
this proposed method, the artificial fish school optimization
algorithm is employed to provide the direct training files to the
classifier. It also gives the approximate accuracy for each
training image. Initially, the population size, crowding factor,
maximum iteration, and distance are given in the parameter
initialization process. )en, the population is initialized to
produce the weight of the fish.)e bulletin initialization process
evaluates the present state of fishes. If the state of best fish and its
position is found, it terminates the process; otherwise, it again
performs the operation to select the best AF.

Requires Deep CNN Output Vector of feature map
(1) For i� 1 to Number of Epoch Do
(2) Start
(3) Initialize location
(4) Initialize the crowd of the fish
(5) Evaluate fitness
(6) While
(7) no of epoch is not obtained
(8) Do
(9) Analyze the unique movement
(10) Calculate the fitness
(11) Enhance the new location
(12) Analyze the fitness difference
(13) Analyze the fish weight
(14) Analyze the variance of the weights
(15) Analyze the instinctive movement
(16) Enhance the new location
(17) Analyze the barycentre
(18) Analyze the volitive movement
(19) Evaluate the fitness
(20) Enhance the individual step
(21) Update the volitive step
(22) End For

In the presented model, the AFS algorithm is implemented
to select the training image, and it provides directly to the image
classifier. It also provides the respective accuracy to the images.
)is optimal solution is used to train the image, and it is tested.
)ese images are classified based on the features. )e ap-
proximate accuracy is used for the classification result. )e
training accuracy is approximately given to the Deep CNN.
However, it is not an exact accuracy result of the classifier. )e
objective function of AFS is given by

Xa � Xb + training data(n). (7)

)e artificial fish performs swarming that is given in the
following expression:

X
m+1
b � X

m
b +

X − X
m
b

X − X
m
b

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
.train data(n). (8)

If the artificial fish follows the neighbor partners for food
search, the behavioral description represents the fitness
value.)e forward companion of AF while getting the fitness
value is given by

X
m+1
a � X

m
a +

Xb − X
m
a

Xb − X
m
a

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
.step . train(n). (9)

)e movement of the AF selects the path randomly, and
its prey behavior is given by

X
(m+1)
a � X

m
a + visual . random(n). (10)

)e best possible image is selected by the following
equations:

if(Best AF(k) − Best AF(l))< iteration,

X
m+1
some � X

m
some + β.visual . random(n),

X
m+1
a � X

m
a +

Xb − X
m
b

Xb − X
m
b

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
+

XbestAF − X
m
a

XbestAF − X
m
a

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏼠 􏼡∗AF step∗ random(n),

X
m+1
a � X

m
a + AF visual∗ random(n).

(11)

)e global search of the AFS algorithm is to optimize the
training image to perform classification.)e convergence speed
shows the search optimization result of AF. Artificial fish school
optimizer finds better classification accuracy. In this proposed
image classification method, the convolution layers performs
the extraction and reduction procedure, which is optimized by
selecting the direct training files to the classifier. )is optimi-
zation algorithm performs the behavior of the artificial fish to
select the food in the sea.)is scheme is applied to the CNN for
direct selection of training images.)e sensitivity, accuracy, and
specificity of the proposed scheme are analyzed to comparewith
the existing work. By this performance analysis, the accuracy,
sensitivity, and specificity are achieved for the presented model.

4. Results and Discussion

)us, the classification of breast cancer images using DCNN
and AFS optimization algorithms is modeled, and it obtains the
best outcome as compared to the previous work. )e MIAS
dataset helps to classify the images of breast cancer with three
stages, that is, normal, benign, and malignant. )ese images
have 1024×1024 pixels in size. )e input data of normal breast
cancer images are illustrated in Figure 2. )e total input breast
images in the information base are 90. For each property, it
selects 30 sets of images to classify the normal, benign, and
malignant tissues. For the first set, the Deep CNN takes 22
images to train the network. )e testing process utilizes 8
images. Here, the input image of benign andmalignant is shown
in Figures 3 and 4, respectively. Initially, the preprocessing stage
filters the input image using the wiener filter. A single GPU
processor does not accept large size images since it is resized to
64× 64 pixels.
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)e preprocessing stage of classification uses the wiener
filter for resizing and filtering the breast image input. Here,
64× 64 images are applied to DCNN for classification. )e
properties of the breast image are filtered with the help of the
wiener filter, which is shown in Figure 5.

Here, the AFS optimization algorithm is used to select
the training images while performing the feature extraction
process in Deep CNN.)e optimal result is found in the fifth
position of the training set, and its average accuracy is
provided. Figure 6 shows the simulated result of the artificial
fish school algorithm, which provides the best possible

training set with respective average accuracy. )e CNN
layers perform various operations with respective func-
tionalities. A single processor performs three sets of func-
tionalities as extraction, reduction, and classifications.
Hence, the result of CNN is shown in Figure 7. Here, various
performances in the CNN result in the classifier efficiency.

)e optimal training image position and its corre-
sponding accuracy from AFS optimizer is shown in Figure 6.

)e training process in Deep CNN uses the direct se-
lection of the training file, which uses the artificial fish-
school optimization process. Here, 20 iterations are per-
formed to obtain the best result, and they also give the
reduced losses of both training and testing. )e training
progress is shown in Figure 8.

In this, the proposed Deep CNN using AFS optimizer
provides the best result, and its performance is evaluated (see
Figure 9) based on the different classes assigned in the
network.)e confusion matrix arranges the TP, TN, FP, and
FN ranges to analyze the accuracy, sensitivity, and
specificity.

Performance evaluation parameters are calculated by
obtaining the result of accuracy, recall, and F1 score. In this,
accuracy, sensitivity, and specificity are calculated to achieve
the result of overall performance of the Deep CNN using the
AFS algorithm.

% of accuracy �
TrueNeg + True Pos

True Pos + False Pos + FalseNeg + TrueNeg
x 100,

sensitivity �
True Pos

True Pos + TrueNeg
,

specificity �
TrueNeg

TrueNeg + False Pos
.

(12)

By this measurement, the performance is evaluated for
both training and testing processes.)e comparison result of
proposed and existing methods is given in Table 1

Time complexity is the time required for running the
process. In the proposed method, the time complexity is
reduced with the minimal training images. In the

Figure 2: Input image (normal).

Figure 3: Input image (benign).

8 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

presented work, the image classification is modeled based
on the deep learning approach of the convolution neural
network. )is technique provides the classified result by
optimizing the training process in the classifier, which
uses the behavioral approach of the artificial fish-school
optimization technique. )e accuracy, sensitivity, spec-
ificity, and computation time of both training and testing

processes are evaluated and compared with the con-
ventional approach. )e proposed Deep CNN using the
artificial fish school model achieves the best result for
breast image classifications. )erefore, the analysis report
shows that the proposed Deep CNN using the artificial
fish school is a better image classifier than the conven-
tional methods.

Figure 4: Input image (malignant).

Normal

(a)

Benign

(b)

Malignant

(c)

Figure 5: Filtered images. (a) Normal, (b) benign, and (c) malignant.

Figure 6: Result of AFS optimizer.
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Figure 7: Simulated result of deep convolutional neural network.

Figure 8: Training progress in Deep CNN using AFS optimizer.

Figure 9: Performance evaluation of the proposed method.
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)e artificial fish-school optimization technique is used for
selecting the number of epochs in the design of the deep
convolutional neural network model, and it is utilized for
classifying the mammography images from the MIAS da-
tabase which is presented. It can classify the malignant,
normal, and benign characteristics of breast cancer images.
Here, the single CNN mode performs the three operations
like preprocessing and feature extraction, and also it en-
hances the design model. )e Deep CNN is optimized using
AFS in the training process. Here, the artificial fish-school
optimization technique selects the training images by di-
rectly assigning them to the classifier. Here, this optimizer
also provides the average accuracy level of the training
images. )is enhancement makes the system efficient by a
reduced computation time. Here, the proposed CNN model
performs feature extraction, feature reduction, and classi-
fication. By comparing the performance analysis of the
proposed method versus conventional methods, the pro-
posed Deep CNN using AFS optimizes the result by pro-
viding better accuracy, sensitivity, and specificity. )us, the
system concludes that the breast image classification is
performed efficiently using Deep CNN based on the AFS
algorithm. In the future, the optimization technique is
improved for utilizing the operations in both training and
testing processes. )e CNN model is modified to provide
better efficiency than this system. )ese numbers of prop-
erties are extracted to characterize the various properties in
breast cancer images. )e proposed work is concentrated
only on the training image and epoch. It can be improved by
including other hyperparameters. [23–31].
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Recently, long short-term memory (LSTM) networks are extensively utilized for text classification. Compared to feed-forward
neural networks, it has feedback connections, and thus, it has the ability to learn long-term dependencies. However, the LSTM
networks suffer from the parameter tuning problem. Generally, initial and control parameters of LSTM are selected on a trial and
error basis. +erefore, in this paper, an evolving LSTM (ELSTM) network is proposed. A multiobjective genetic algorithm
(MOGA) is used to optimize the architecture and weights of LSTM.+e proposed model is tested on a well-known factory reports
dataset. Extensive analyses are performed to evaluate the performance of the proposed ELSTM network. From the comparative
analysis, it is found that the LSTM network outperforms the competitive models.

1. Introduction

With exponential growth in text documents available on
Internet, the manual labeling of textual contents in digital
form into various classes is extremely challenging to re-
alize. +erefore, many automatic text classification
models have been developed such as hierarchical multi-
label text classification (HMLTC) [1] and coattention
model with label embedding (CMLE) [2]. +ese models
are trained on historical datasets and processed according
to a group of labeled data. +ese models require efficient
text encoding models which decompose the text to se-
quence vectors [1]. +e existing text classification models
extract a highly discriminative text representation. But

these models are generally computationally extensive in
nature [2].

Recently, multilabel text classification models were
designed. +ese models are complex compared to single-
label classification models [3]. Many researchers have uti-
lized deep learning models for text classification such as
recurrent neural network (RNN) and long short-term
memory (LSTM). But these models are unable to handle data
imbalanced problems [4].

Recently, many researchers have designed label space
dimension reduction to classify text with multiple classes.
However, the majority of the models have ignored the se-
quential details of texts and label correlation with the
original label space. +us, labels were assumed to be
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meaningless vectors [5]. Also, for the classification of long
text, there were a lot of redundant details in textual data.+is
redundant detail may contain some sort of knowledge too.
+us, the classification of long text requires an efficient
model [6].

Mostly, the text details are available in unstructured
form. +erefore, the extraction of required details from a
huge number of documents becomes a challenging problem
[7]. In [8], a bidirectional gated temporal convolutional
attention network (BGTCAN) was designed. During the
extraction of features, this model has utilized a BGTCAN to
obtain the bidirectional temporal features. +e attention
process was also used to distinguish the significance of
various while preserving the maximum text features. In [9],
an efficient text classification model was proposed. It has
integrated the context-relevant features with a multistage
attention model by considering TCN and CNN.

In [10], an efficient hybrid feature selection model was
designed. Binary poor and rich optimization (HBPRO) was
utilized to compute the significant subset of required fea-
tures. A Naive Bayes classifier was then used for classifi-
cation. HBPRO is based on people’s wealth such as rich and
poor in the world. +e rich group tries to widen their group
gap by computing from those in the poor group. Every
solution in the poor group moves towards the global optimal
solution in the search space by learning from the rich group.
In [11], an in-memory processor for Bayesian text classifi-
cation was designed by considering a memristive crossbar
model. Memristive switches were utilized to hold the re-
quired details for the text classification. In [12], a hybrid
model was proposed. It has integrated the gated attention-
based BLSTM and the regular expression-based classifier.
BLSTM and an attention layer were utilized to weigh tokens
according to their perceived significance and focus on
critical fractions of a string.

In [13], a backdoor keyword identification model was
proposed to overcome the backdoor attacks with LSTM-
based models. In [14], label-based attention for hierarchical
multilabel text classification neural network was proposed.
An efficient label-based attention module was proposed to
obtain significant details from the text using labels from
various hierarchy levels. In [15], support vector machines
(SVM) were utilized to recognize text and documents.

From the existing literature, it is found that the LSTM
network suffers from the parameter tuning problem. Gen-
erally, initial and control parameters of LSTM are selected
on a trial and error basis. It means the parameters of LSTM
models are selected by manually selecting some possible
values. Whichever combination shows better performance is
followed as control parameters of LSTM. Parameter tuning
deals with the optimization of the control parameters of the
LSTMmodel. It can improve the performance of LSTM, but
it comes up with additional computations during the model
building time. +erefore, in this paper, an evolving LSTM
(ELSTM) network is proposed. +e key contributions of this
paper are as follows:

(1) An evolving long short-term memory (LSTM)
(ELSTM) network is proposed for text classification.

(2) Multiobjective genetic algorithm (MOGA) is used to
optimize the architecture and weights of LSTM.

(3) +e proposed model is tested on a well-known
factory reports dataset. Extensive analyses are per-
formed to evaluate the performance of the proposed
ELSTM network.

+e remaining paper is organized as follows. Section 2
discusses the related work. Section 3 presents the proposed
ELSTM network for text classification. Section 4 presents the
performance analysis of the proposed ELSTM network on a
well-known factory reports dataset. Section 5 concludes the
paper.

2. Related Work

In [16], a bidirectional LSTM (BiLSTM) was proposed for
text classification.+e word embedding vectors and BiLSTM
were utilized to obtain both the succeeding and preceding
context information. Softmax was also utilized to obtain
classification results. In [17], an attention LSTM (ALSTM)
network was proposed for text data classification. +e
ALSTM has shown significant performance in terms of
generalization. In [18], deep contextualized attentional bi-
directional LSTM (DCABLSTM) was proposed. By utilizing
the contextual attention mechanism, DCABLSTM has the
ability of learning to attend to the valuable knowledge in a
string. In [19], two hidden layers-based LSTM model
(THLSTM) was proposed.+e first layer was utilized to learn
the strings to demonstrate the semantics of tokens with
LSTM.+e second layer has encoded the relations of tokens.
In [20], a recurrent attention LSTM (RALSTM) was pro-
posed to iteratively evaluate an attention region considering
the key sentiment words. Attention and number of tokens
were minimized in an efficient manner. +e TSLSTM lev-
eraged the coefficients of tokens for classification. A joint
loss operator was also used to highlight significant attention
regions and keywords. In [21], CNN and LSTM were
combined for better performance. It has been found that the
integrated model can outperform many competitive models.
In [22], LSTM fully convolutional network (LSTMFCN) and
attention LSTM-FCN (ALSTMFCN) were designed. +e
fully convolutional block with a squeeze-and-excitation
block was used to improve the performance. +ese models
require significantly lesser preprocessing. In [23], con-
volutional LSTM (CLSTM) network was designed. CLSTM
has been found to be adaptable in evaluating big data,
keeping scalability. Additionally, CLSTM was free from any
specific domain. However, [16–23] are sensitive to its initial
parameters.

To overcome parameter sensitivity issues with LSTM
variants, in [24], particle swarm optimization (PSO) was
utilized to optimize the LSTM model. PSO was utilized to
tune the initial and control parameters of the LSTM net-
work. It has been found that the PSO-based LSTM achieves
remarkable results. In [25], a genetic algorithm was utilized
to optimize the LSTM. +is model can automatically learn
the features from sequential data. In [26], a genetic algo-
rithm was utilized to compute the epoch size, number of
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layers, units size in every layer, and time window size.
However, [24–27] suffer from the stuck in local optima and
poor convergence speed issues.

It is found that the LSTM network suffers from the
parameter tuning problem. +e initial and control param-
eters of LSTM are generally selected on a trial and error
basis. +erefore, in this paper, an ELSTM network is
proposed.

3. Proposed Methodology

+is section discusses the proposed ELSTM model. Initially,
LSTM is discussed. +ereafter, MOGA is presented. Finally,
MOGA-based LSTM, i.e., ELSTM is discussed. Figure 1
shows the diagrammatic flow of the proposed model. Ini-
tially, the dataset is loaded, and preprocessing operation is
applied to it.

Since the data is textual in nature, therefore, word
encoding is used to convert the strings to numeric se-
quences. Finally, the proposed ELSTM is trained on the
dataset by using a word embedding layer.

3.1. LSTM Network. LSTM is a special kind of variant of
recurrent neural network (RNN). It was proposed to
overcome the long dependency period problem with RNN.
+us, it can preserve information for a longer period.

Consider a sequence input
S � s1, s2, s3, . . . , sp, s1, s2, s3, . . . , sp showing each token in
the textual data. Mathematically, LSTM can be computed as
follows:

fk � σ Wf · ik−1 + Wf · sk + bf􏼐 􏼑, (1)

where σ shows a sigmoid function. W and s represent the
weight matrices and bias vector attributes. ik is the hidden
state and can be computed as

ik � σ Wi · ik−1 + Wi · sk + bi( 􏼁. (2)

+e current layer’s memory ( 􏽥M) can be computed as
􏽥M � tanh Wc · ik−1 + Wc · sk + bc( 􏼁. (3)

For kth token, the memory cell (Ck) block can be
computed as

Ck � fk · Ck−1 + ik · 􏽥M. (4)

+e activation vector (ok) of the output gate can be
computed as

ok � σ Wo · ik−1 + Wo · sk + bo( 􏼁. (5)

+e output vector so-called hidden state vector (ik) can
be computed as

ik � ok · tanh Ck( 􏼁. (6)

3.2. Fitness Function. +e main objective of this paper is to
optimize the architecture in such a way that it achieves better
performance with less number of hidden layers for the
LSTM network [28–30]. +erefore, a multiobjective fitness
function is designed by using validation accuracy (Ac) and
the number of hidden nodes of LSTM. +e fitness function
(f(t)) can be defined as

f(t) �
Maximize VA( 􏼁,

Minimize HN( 􏼁.
􏼨 (7)

Sequence
Input 

Word
Embedding

Layer

Proposed
ELSTM
Layer

Fully
Connected

layer 

Softmax

OUTPUT

DatasetFactory Reports
Dataset 

Figure 1: Histogram distribution of the target classes.
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(i) Output: Pf/∗PF shows a Pareto front.
(ii) Input: factory reports dataset (FR D), LSTM, and initial population (IP).
(iii) begin
(iv) Use IP as initial parameters of LSTM
(v) Implement LSTM on training fraction of FR D;
(vi) Validate FR D on validation fraction of FR D;

(vii) Compute VA and HN;
(viii) Evaluate Pf � max . VA, min . HN􏼈 􏼉;
(ix) Ns← Apply nondominated sorting on Pf;
(x) return Pf

(xi) end

ALGORITHM 1: Optimization of LSTM.

(i) Output: optimized population
(ii) Input: {initial parameters of MOGA}
(iii) begin
(iv) Obtain initial random solutions IP ;
(v) ft← Call Algorithm 1 by considering IP;
(vi) SP← Sort IP according to ft;
(vii) /∗ Selection operator∗/
(viii) FP← SP ;

While ce ≠ 0
����lG �� 1 do

(ix) /∗ lG and ce indicate final generation and children elimination ∗/
(x) Randomly select c;/∗ c mutation point ∗/
(xi) ce← 0 ;
(xii) for c do
(xiii) Evaluate fitness of c

(xiv) if fc ≤fFP[1], then
(xv) remove c;
(xvi) ce←ce + 1 ;
(xvii) else
(xviii) FP← c ;
(xix) end
(xx) end

/∗ Mutation ∗/
for crossover do
Consider two solutions randomly as c1 and c2;/∗ c1, c2, and c3 are children ∗/
c3← c1⊕c2 ;
Computer fitness of c3
if fc3
≤fc1

�����fc2
then

remove c3;
else
remove c1, c2;
end
end
end

/∗ Ranking ∗/ FP← Apply nondominated sorting on FP;
return FP[1]

end

ALGORITHM 2: Evolving long short-term memory networks.

4 Computational Intelligence and Neuroscience
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Here, VA shows the validation accuracy. HN shows the
number of hidden nodes used by the LSTM network.

3.3. Multiobjective Genetic Algorithm. +is section discusses
the MOGA-based LSTM (ELSTM) network. Since (7) is a
Pareto optimal problem, Algorithm 1 shows step-by-step
procedure of the optimization of LSTM.

+e genetic algorithm contains a group of operators to
optimize the given fitness function [31, 32]. Initially, the
normal distribution is used to obtain the random

population. +ese random solutions act as initial parameters
of the LSTM network [33–35]. Fitness function (see Eq.
mop) is then used to evaluate the fitness of the computed
solutions. Nondominated sorting is then used to rank the
solutions. Mutation and crossover operators are then uti-
lized to compute the child solutions [36–39]. Mutation and
crossover operators are used to obtain child solutions from
the parent solutions for evolving process of genetic algo-
rithms. +e nondominated solution with a better trade-off
between validation accuracy and the number of hidden
nodes is used as a final solution for LSTM. Algorithm 2

"Items are occasionally getting stuck in the scanner spools."
"Loud rattling and banging sounds are coming from assembler pistons."
"There are cuts to the power when starting the plant."
"Fried capacitors in the assembler."
"Mixer tripped the fuses."
"Burst pipe in the constructing agent is spraying coolant."
"A fuse is blown in the mixer."
"Things continue to tumble off of the belt."

Description

Category ResolutionUrgency Cost

"Mechanical Failure"
"Mechanical Failure"
"Electronic Failure"
"Electronic Failure"
"Electronic Failure"
"Leak"
"Electronic Failure"
"Mechanical Failure"

"Medium"
"Medium"
"High"
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"Readjust Machine"
"Readjust Machine"
"Full Replacement"
"Replace Components"
"Add to watch List"
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Figure 2: Screenshot of the factory reports dataset.
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Figure 3: Histogram distribution of the target classes.
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shows the step-by-step procedure of the MOGA-based
LSTM network.

4. Performance Analysis

+e experiments are performed using MATLAB 2021a
software on GPU. Experiments are performed on bench-
mark factory reports dataset.

4.1. Dataset. In this paper, the experiments are performed
on a well-known factory reports dataset. It consists of
around 500 reports with various textual features such as
textual information of the attributes and categorical label.
Figure 2 shows the snapshot of the first eight rows of the
dataset. +us, the dataset contains description, category,
urgency, resolution, and cost.

Figure 3 shows the histogram distribution of the target
classes. +ere is a total of four target classes, i.e., electronic
failure, leak, mechanical failure, and software failure. It is
found that the mechanical failure has a higher frequency
than the others. Also, the software failures are significantly
lesser than the other failures.

Figure 4 shows the histogram distribution of the string
tokens. It is found that the majority of the documents have
lesser than ten string tokens. +erefore, we have truncated
the strings to have length ten.

Figures 5 and 6 demonstrate the frequently utilized
words in the training and validation dataset fractions,
respectively. Wordcloud in MATLAB is used for visuali-
zation purposes. It shows the various words which are
frequently, moderately, and least utilized in the factory
reports dataset.

Figures 7 shows the training analysis of the LSTM
network when the Adam optimizer is utilized. It has received
89.58% validation accuracy. +e epoch and iteration-wise
mini-batch training and validation accuracy analysis along
with respective losses and base learning rate are shown in
Figure 8. From both Figures 7 and 8, it is found that the
Adam optimizer-based LSTM suffers from the overfitting
issue.

Figures 9 shows the training analysis of the LSTM
network when the RMSprop optimizer is utilized. It has
received 91.67% validation accuracy. +e epoch and itera-
tion-wise mini-batch training and validation accuracy
analysis along with respective losses and base learning rate
are shown in Figure 10. From both Figures 9 and 10, it is
found that the RMSprop optimizer-based LSTM achieves
better validation accuracy and validation loss than the Adam
optimizer-based LSTM. But RMSprop optimizer-based
LSTM still suffers from the overfitting issue.

Figures 11 shows the training analysis of the proposed
ELSTM network when RMSprop optimizer is utilized. It has
received 95.83% validation accuracy. +e epoch and itera-
tion-wise mini-batch training and validation accuracy
analysis along with respective losses and base learning rate
are shown in Figure 11. From both Figures 11 and 12, it is
found that the proposed ELSTM achieves better validation
accuracy and validation loss than the Adam optimizer and
RMSprop-based LSTM networks. +e proposed ELSTM is
least affected by the overfitting issue.

Figure 5: Frequently utilized words in the training dataset.

Figure 6: Frequently utilized words in the validation dataset.
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Figure 4: Histogram distribution of the string tokens.
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Figure 7: Training and validation analysis of the Adam optimizer-based LSTM network.
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Figure 8: Epoch and iteration-wise mini-batch training and validation accuracy analysis of the Adam optimizer-based LSTM network along
with respective losses and base learning rate.
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Figure 9: Training and validation analysis of the RMSprop optimizer-based LSTM network.
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Figure 10: Epoch and iteration-wise mini-batch training and validation accuracy analysis of the RMSprop optimizer-based LSTM network
along with respective losses and base learning rate.
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Figure 11: Training and validation analysis of the proposed ELSTM network.
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Figure 12: Epoch and iteration-wise mini-batch training and validation accuracy analysis of the proposed ELSTM network along with
respective losses and base learning rate.
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5. Conclusion

From the extensive review, it has been found that the LSTM
network suffers from the parameter tuning problem. Initial
and control parameters of LSTM have been selected purely
on a trial and error basis. To overcome this issue, an ELSTM
network has been proposed. MOGAwas utilized to optimize
the architecture and weights of LSTM. +e proposed model
has been tested on a well-known factory reports dataset.
Extensive analyses have been performed to evaluate the
performance of the proposed ELSTM network. From the
comparative analysis, it has been found that the LSTM
network outperforms the competitive models. Compared to
the LSTM variants, the proposed ELSTM network achieves
approximately 4.2389% validation accuracy.
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*is study presents an optimization approach for scheduling the operation room for emergency surgeries, considering the priority
of surgeries. *is optimization model aims to minimize the costs associated with elective and emergency surgeries and maximize
the number of scheduled surgeries. In this study, surgeon assistants to perform each surgery are considered in order to achieve the
goals. Since the time of each surgery varies according to the conditions of the patient, this parameter is considered as an uncertain
one, and a robust optimization method is applied to deal with uncertainty. To demonstrate the effectiveness of the proposed
method, a case study in one of the East Asian hospitals is presented and analyzed using GAMS software. Moreover, hybrid
simulation and gray wolf optimization algorithm (GWO) have been implemented to solve the optimization model in different
scenarios. *e results show that increasing the risk parameters in the robust optimization model will increase the system costs.
Moreover, in case of uncertainty, the solutions obtained from the GWO simulation method are on average 73.75% better than the
solutions obtained from the GWO algorithm.

1. Introduction

Living a healthy life and looking for solutions to health
problems are some of the priorities of mankind in every
age.*e development of health sciences is made possible by
the development of environmental impacts. Although
medical science is perceived as a whole in itself, it is
possible to see that it actually benefits from many disci-
plines when looking at the subject in detail. Although basic
sciences such as physics, chemistry, and biology are leading
the way, the solution proposals put forward by

management and information systems, which have de-
veloped rapidly since the middle of the last century, have
enabled these systems to be integrated into health sciences
as well as social works. Social workers around the world
serve as the primary professional leaders of an influential
community centres movement [1].

*e field of medical social work is mainly aimed at
solving urgent crises. In hospitals with a lot of patient
turnover, social workers have to perform very fast and ef-
fective interventions. *erefore, working in this field re-
quires special skills.
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In recent decades, health and treatment costs have been
increased, and the operating room is one of the most im-
portant areas in the hospital that needs regular management
due to its high potential for cost savings [2]. Operating
rooms are one of the most expensive and fundamental re-
sources of a hospital. *erefore, poor scheduling may lead to
periods of unemployment, overwork, delay in surgery, or
cancellation of surgery, which results in additional costs and
a lack of income for the hospital [3].

Despite the multiplication of costs in the field of health
and the increase in the number of hospitals, increasing
services of health systems have not been able to meet the
growing demand [4]. Moreover, the most important chal-
lenges of health systems are the increasing demand for
surgical services, random service times, limited access to
resources, and patient-surgeon compatibility [5, 6]. Ac-
cordingly, operating room scheduling plays a crucial role in
the operating room management.

In this study, a two-objective mathematical model for
elective and emergency surgeries is examined by considering
the priority of emergency patients over selected patients and
assigning surgeon assistants to each surgery. Since the time
of each surgery cannot be predicted, the uncertainty is
considered for this parameter, and a robust optimization
method is used to deal with uncertainty. *e optimization
method, which is one of the issues of interest to management
sciences, comes to the aid of health and social service
management at this point.

In this research, given the above and the sensitivity of
operating room scheduling, an attempt has been made to
present a model with the following innovations:

Providing a two-objective mixed-integer model for
scheduling the operating room, which includes (1)
minimizing surgical costs, including the cost of shifting
and the cost of not performing emergency surgery due
to the operating room being not empty and (2) max-
imizing the number of surgeries performed
Simultaneous consideration of surgery of emergency
patients and selected patients
Optimization of the mathematical model by consid-
ering the priority of emergency surgeries over selected
surgeries
Assigning a surgeon’s assistant for each surgery
Optimization of uncertainty problem by considering
the surgical time parameter
Providing a robust optimization method to deal with
uncertainty in the studded problem
Proposing a novel solution method based on the
simulation and gray wolf optimization algorithm

*e rest of the study is as follows: In Section 2, the studies
conducted in this field are reviewed. In Section 3, the
proposed operating room scheduling model is presented,
and then, in Section 4, the uncertainty conditions for the
surgical time parameter are applied and a robust optimi-
zation method to deal with the uncertainty is proposed. In
Section 5, the results of solving the certain model as well as

solving the uncertain model for different levels of conser-
vatism are presented and compared, and in Section 6, the
conclusion and future directions of the research are
presented.

2. Literature Review

*e scheduling problem has been used in the manufacturing
industry for many years but has recently come to the at-
tention of many service industries, including the healthcare
systems. *e first research on operating room planning
began in 1953 with Adair [7]. Surgeons believed that if
enough space and assistance were available, surgeries can be
increased by up to 50%. In the 1970s, Dal Ceilo [8] proposed
a study of idle times in the operation room. In 1984,
Charnetski [9] conducted one of the first studies of reducing
idle time in healthcare systems.

Some researches in this field have examined the effect of
patient preference and surgical timing on operating room
planning in the context of social works. Min and Yih [2]
examined a scheduling problem in which patients had
different priorities and the facility capacity for a selective
surgery was limited; in this way, when capacity is available,
patients are selected with a higher priority than the waiting
list and placed on a schedule. Abedini et al. [10] proposed a
multistep approach to assigning surgeries to operating
rooms and a priority scheduling rule. *is rule categorizes
surgeries based on their priority, type of surgery, and time,
and their use reduces unemployment time, reduces the
number of operating rooms required, and reduces the
number of operating room startups.

Admission of emergency patients is an important issue
for operating rooms, which can lead to delays throughout
the system if resources are inadequate. Erdem et al. [11]
proposed a model for rescheduling selected patients as soon
as emergency patients arrived, intending to examine the
overwork costs of the operating room and postanesthesia
unit, the costs of delaying elective surgeries, and the costs of
not admitting emergency patients. In a study by Lamiri et al.
[12], a stochastic model for operating room planning is
presented with two types of surgery requests (elective and
emergency) in which emergency patient admission is ran-
dom. In another study by these researchers [10], they ex-
amined an uncertain model for scheduling selective
surgeries, considering the demand uncertainty for emer-
gency surgeries.

One of the critical points in scheduling emergency
surgeries is scheduling them as quickly as possible because
delaying them may increase the risk. Essen et al. [13] ex-
amined emergency surgeries in one of the operating rooms
of choice. In this study, emergency patients undergo surgery
as soon as an elective surgery is completed. Reserving op-
erating room capacity as soon as an emergency patient
arrives is a common way to maximize responsiveness.
Bhattacharyya et al. investigated a case in which an operating
room was reserved only for essential surgeries, and addi-
tional surgeries could be performed if an unreserved room
was not available.
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Equipment plays a crucial role in hospitals, mainly
operating rooms, and their lack or unavailability may lead to
surgical arrests as well as the death of patients. *erefore,
planning and scheduling hospital equipment is essential,
especially if the equipment is special or of great importance
[12]. *erefore, some researchers have examined the issue of
operating room scheduling by considering the required
resources and equipment.

Beds are a scarce resource in the intensive care unit, and
patients’ random demand for these beds, as well as incidental
service time, makes resourcemanagement a difficult issue. In
a study using a simulation model, Seung-Chul et al. [14]
evaluated different bed reservation schemes because they
considered reserving some beds for the exclusive use of
selected patients as one way to minimize canceled surgeries.

Roland et al. conducted a study considering the limi-
tations of human resources and considering their prefer-
ences and the limitations of the volume of reusable materials
and equipment with the aim of minimizing the costs due to
overtime and operating room use. According to Latorre-
Núñez et al. [3], in operating room scheduling, each surgery
requires a specific combination of human resources,
equipment and materials, and a bed to resuscitate the pa-
tient, and the timing should be such that in addition to
scheduled surgeries, emergency surgeries that may occur
during the day should also be considered. Silva et al. [15]
modeled surgical scheduling using specialized human re-
sources and social workers based on their skills as well as
staff time window with the aim of maximizing the use of
operating rooms. Molina-Pariente et al. [16] presented a
model for solving the problem of operating room planning
and scheduling in which the effect of the number of surgeons
on surgical teams and the dependence of surgical time on
their experience and skills were examined.

Xiang [17] considered that operating room scheduling is
generally a multiobjective problem. Next, they provided a
meta-heuristic approach to solve the proposed multi-
objective scheduling problems. Saadouli et al. [18] proposed
a stochastic optimization and simulation approach for
scheduling operating rooms and resuscitation beds with the
aim of minimizing the maximum operating time and the
total waiting time of each operating room. *e effect of
allowing the patient to be resuscitated in the operating room
when the resuscitation bed is not available was investigated
by Augusto et al.

*e problem of resource uncertainty often coincides
with the uncertainty of patient admission. For example, the
arrival of emergency patients may be accompanied by
complaints of the surgeon’s absence for surgery and the
unavailability of an operating room, which can lead to delays
in elective surgeries [16]. *erefore, some researchers have
examined operating room scheduling issues with uncer-
tainty in mind. Persson and Persson [17] examined oper-
ating room planning, taking into account uncertainties in
inpatient admission requests and surgical timing. Addis et al.
[19] examined the issue of selecting a set of patients from the
waiting list of selected patients and allocating them to

available operating rooms. For each patient, the maximum
waiting time and uncertainty during surgery are considered,
and new patients’ entry in their research is examined.

Liu et al. [20] studied surgical scheduling by simulta-
neously examining surgery priorities and operating room
scheduling decisions. Considering the uncertainty at the
time of surgery, they presented a robust model for mini-
mizing surgical time, which reduced the surgical time by
considering scenarios compared to definitive scheduling
methods. Kroer et al. [21] examined the planning of oper-
ating rooms for a hospital in Denmark, in which each
surgery must be assigned to a specific operating room, as
well as surgery for a specific time in order to minimize
overtime and use capacity. Nouaouri et al. [22] considered
the uncertainty of inpatient admission and surgery time.
*ey solved the problem by assuming a limited number of
surgeons and operating rooms and with the aim of maxi-
mizing the number of surgeries performed in operating
rooms. Khaniyev et al. [23] have dealt with operating room
scheduling in case of surgery duration uncertainty. In this
study, in which scheduling is done for only one day, first, a
mathematical model is developed, and then, an innovative
algorithm is introduced. Rahimi and Gandomi [24] provide
a comprehensive overview of operating room scheduling. In
this study, various optimization models and solution
methods are introduced, and then, the importance of un-
certainty in this issue is emphasized. Lin and Li [25] have
solved the problem of operating room scheduling withmeta-
heuristic methods. In this study, a modified mathematical
model is provided to optimize operating room costs as well
as increase operating room utilization. *e artificial bee
colony (ABC) algorithm has also been used to optimize this
mathematical model. *e results show that for a number of
surgeries between 40 and 100, the ABC algorithm can
provide the optimal solution in a short time.

As the literature shows, in many studies, selective sur-
geries have been examined in the operating room scheduling
problem, and the arrival of emergency patients has been
ignored. However, the arrival of emergency patients is an
unavoidable issue, and not paying attention to emergency
surgery cases may have life-threatening risks for patients.
Uncertainty in surgical timing is also one of the issues that
have been investigated in quantitative research if the timing
of surgeries is not predictable and can only be estimated by
examining similar previous surgeries, which is based on the
specific characteristics of each surgery cannot be invoked.
Moreover, having a surgeon’s assistant with the surgeon for
each surgery can lead to improvements in surgery time,
unemployment time, overtime time and thus reduce surgery
costs, as well as increase the quality of surgery and patient
satisfaction. *is issue, despite its importance, needs further
study and research.

Considering the mentioned cases, despite their impor-
tance, has not been studied in a comprehensive study in
previous researches. Accordingly, the purpose of this study is
to provide a model to examine these research gaps in order
to increase patient satisfaction.

Computational Intelligence and Neuroscience 3
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3. Problem Statement

In this research, the efficiency of the proposed model of one
of the Asian hospitals is studied. According to operating
room officials, in hospitals, in addition to specialized op-
erating rooms located in each ward, a number of operating
rooms for surgeries that do not require specialized equip-
ment exist in each ward. In this study, the number of op-
erating rooms in the hospital is four, and the different types
of surgeries performed in these rooms are 4.

In this research, to solve the multiobjective model, the
LP-metric method is used in order to minimize the relative
deviations of the goals from their optimal value. Moreover,
the time of surgery is unpredictable due to the fact that it is
affected by several factors. It is considered as an uncertainty
parameter, and a robust optimization method is used to deal
with uncertainty.

*e notations and symbols used in the proposed
mathematical programming model are defined in the
following.

3.1. Indices.

i: selected patient index
h: emergency patient index
j: index of type of surgery
r: index of operating room
t: index of time period
a: index of collection of surgeon assistants

3.2. Parameters.

Bp: capacity of the postoperative care unit (resuscita-
tion beds) along the scheduling horizon
Brt: capacity of operating room
Bat: assistant surgeon a working time
Cjtt′: the cost of postponing an elective surgery of type j
scheduled for time t′ to time t
git: binary parameter and equal to 1 if the patient’s
surgery i is scheduled for period t; 0 otherwise
H: number of emergency patients requesting surgery
I: the number of selected patients whose surgery is
scheduled on the time horizon
J: the number of types of surgeries that can be per-
formed with facilities
mij: 1 if the selected patient i requests a type j surgery; 0
otherwise
m′hj: 1 if the emergency patient h requests a type j
surgery; 0 otherwise
R: number of operating rooms

Oj: the expected time for a type j surgery
rj: the cost of not performing type j emergency surgery
on time
Sj: the length of stay in the postoperative care unit for a
patient who has type j surgery
ts: time to start surgery
T: number of time periods on the scheduling horizon
Up: the upper limit of resuscitation beds in the post-
operative care unit
λt: number of beds occupied from the previous
scheduling cycle in the postoperative care unit at time t
A: number of surgeon assistants available to perform
surgery
Ω: maximum allowable delay in surgery
Ôj: the amount of time error expected for a type j
surgery (in case of uncertainty)
Γ: stable level value (in case of uncertainty)

3.3. Decision Variables.

Op: number of extra beds in the postoperative care unit

Sit: binary variable and equal to 1 if the patient i chooses
a bed in the PACU at time t; 0 otherwise

Sht
′ : binary variable and equal to 1 if the emergency

patient h occupies a bed in the PACU at time t; 0
otherwise

Xirt: binary variable and equal to 1 if surgery is started at
the beginning of time t for the selected patient i in
operating room r; 0 otherwise

Xhrt
′ : binary variable and equal to 1 if surgery is started

at the beginning of time t for emergency patient h in
operating room r; 0 otherwise
yirt: binary variable and equal to 1 if the selected patient
i has a surgery at time t in the operating room r; 0
otherwise
yhrt
′ : binary variable and equal to 1 if the emergency

patient h has a surgery at time t in the operating room r;
0 otherwise
Qiart: binary variable and equal to 1 if elective surgery i
is assigned to surgeon a, operating room r and time t; 0
otherwise
Qhart
′ : binary variable and equal to 1 if emergency

surgery h is assigned to surgeon a, operating room r,
and time t; 0 otherwise
Fa: end time of last surgery of assistant surgeon a
λ: the dual variable corresponding to the uncertainty
protection function

4 Computational Intelligence and Neuroscience
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3.4. Mathematical Modeling of the Problem

3.4.1. Objective Function.

MinZ1 � 􏽘
I

i�1
􏽘

J

j�1
􏽘

R

r�1
􏽘

T+1

t�ts

􏽘

T+1

t′�ts

1 − git( 􏼁∗Cjtt′ ∗mij ∗Xirt,

+ 􏽘
H

h�1
􏽘

J

j�1
􏽘

R

r�1
􏽘

T+1

ts�1
rj ∗mhj
′ ∗ 1 − Xhrts

′􏼐 􏼑.

(1)

Objective function (1) minimizes the cost of delay in
elective surgeries and the cost of not accepting emergency
surgeries.

Max​ Z2 � 􏽘
I

i�1
􏽘

J

j�1
􏽘

R

r�1
􏽘

T+1

t�ts

mij ∗Xirt + 􏽘
H

h�1
􏽘

J

j�1
􏽘

R

r�1
􏽘

T+1

t�ts

mhj
′ ∗Xhrt
′ .

(2)

Objective function (2) maximizes the number of
scheduled surgeries.

3.4.2. Constraints.

􏽘

I

i�1
Xirt + 􏽘

H

h�1
Xhrt
′ ≤ 1 ;∀r , t, (3)

􏽘

I

i�1
􏽘

J

j�1
mij ∗Xirt ∗Oj + 􏽘

H

h�1
􏽘

J

j�1
mhj
′ ∗Xhrt
′ ∗Oj ≤Brt ; ∀r , t, (4)

􏽘
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i�1
􏽘

J

j�1
􏽘

R

r�1
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H
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􏽘

J
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􏽘

R

r�1
mhj
′ ∗Oj ∗Qhart

′

≤Bat;∀a , t,

(5)

􏽘
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Xirt � 1 ;∀i, (6)

􏽘
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Xirt ≤git ;∀i , t, (7)
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′ � 0 ;∀h, (8)

􏽘
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􏽘
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􏽘
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H
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􏽘
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I

i�1
􏽘
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r�1
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H

h�1
􏽘

R

r�1
yhrt
′ ≤A ;∀t, (10)

yirt′ ≥mij ∗Xirt;∀i , j , r , t , t′, (11)

yhrt′′ ≥mhj
′ ∗Xhrt
′ ;∀h , j , r , t , t′, (12)

sit′ ≥ 􏽘
R

r�1
mij ∗Xirt ;∀i , r , t , t′, (13)

sht′′ ≥ 􏽘
R

r�1
mhj
′ ∗X′hrt ;∀h , r , t , t′, (14)

􏽘

A

a�1
Qiart ≥mij ∗Xirt ;∀i , j , r , t , (15)

􏽘

A

a�1
Qhart
′ ≥mhj

′ ∗Xhrt
′ ;∀h , j , r , t , (16)

􏽘
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i�1
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H

h�1
sht
′ + λt ≤B

p
+ O

p
;∀t, (17)

O
p ≤U

p
, (18)

Fa ≥ 􏽘
I
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􏽘
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mij ∗Oj ∗Qiart

+ 􏽘
H

h�1
􏽘
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j�1
􏽘

R

r�1
mhj
′ ∗Oj ∗Qhart

′ ;∀a , t,

(19)

Xirt ≤ 􏽘
T

t′�ts

X’hrt′ ;∀i , j , r , t, (20)

􏽘

A

a�1
􏽘

R

r�1
􏽘
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Qiart � 1;∀i, (21)

􏽘

A

a�1
􏽘

R

r�1
􏽘

T

t�ts

Qhart
′ � 1;∀h, (22)

􏽘

I

i�1
Qiart + 􏽘

H

h�1
Qhart
′ ≤ 1 ;∀a , r , t , (23)

Sit, Xirt, yirt ∈ 0, 1{ };∀i , r , t, (24)

Sht
′ , Xhrt
′ , yhrt
′ ∈ 0, 1{ };∀h , r , t, (25)

O
p ≥ 0 an d integer, (26)

Qiart ∈ 0, 1{ }, Qhart
′ ∈ 0, 1{ }. (27)

Equation (3) indicates that a maximum of one surgery
can be performed in each operating room at any one time.
Equation (4) states that the total time for elective and
emergency surgeries should not exceed the total working
time of each room. Equation (5) states that the total
scheduled time for selective and emergency surgeries by each
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assistant surgeon should not exceed the total time available
to the surgeon’s assistant. Equation (6) allocates the start
time to each surgery. Equation (7) prevents scheduling of
selected surgeries between hoursΩ from the current time ts
that have been rescheduled in the time window [ts,
ts+Ω− 1].

Equation (8) ensures that emergency surgeries are
performed promptly. Equation (9) states that the total
number of newly started and ongoing surgeries in each time
period should not exceed the number of operating rooms.
Limitation (10) states that the total number of surgeries
performed in each time period should not exceed the
number of surgeon assistants. Equations (11) and (12) de-
termine the timing of each elective and emergency surgery.
Equations (13) and (14) occupy beds in the PACU for a
specified period of time indicate the patient of choice and
emergency, respectively, until recovery from surgery.
Equations (15) and (16) determine each elective and
emergency surgery performance by the surgeon’s assistant,
respectively.

Equation (17) relates to PACU capacity. Equation (18)
refers to the number of extra beds that can be added to the
PACU according to rules, regulations, and space restrictions.
Equation (19) determines the end time of the last surgery for
each assistant surgeon. Equation (20) indicates the priority
of surgery. Equations (21) and (22) relate to the appointment
of an assistant surgeon. Equation (23) states that at any time,
the number of surgeries performed simultaneously by each
assistant surgeon cannot be more than one, and finally,
equations (24)–(27) indicate the type of decision variables.

3.5. Robust Optimization Model. Based on the available
historical data, operating room managers provide an esti-
mate of the time of each surgery according to its type, but
since this parameter is affected by several factors, it is not
predictable and cannot be considered definite values.
*erefore, the model presented in this dissertation has
uncertainty conditions in the parameter of expected time for
surgery.

In this study, we discuss the function of Bertsimas and
Sim [26] in the field of linear programming and discrete
programming zero and one. In the model he presented for
linear optimization, wire maintained the benefits of the
linear framework proposed by Soyester [27], and the model
he presented would provide an answer whose number of
indefinite elements is determined by the analyst’s discretion.

For example, linear programming with a Bertsimas and
Sim’s function becomes a robust linear programmingmodel.
In this function, one can have complete control over the
degree of conservatism of any constraint using the Γ
parameter.

We define the initial uncertain model assuming that only
the elements of matrix A have uncertainty as follows:

Min C
T
X,

s.t: 􏽘
j

aijxj − max Si| |�Γi 􏽘
j∈si

âijxj

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
≥ bi ;∀i,

x≥ 0.

(28)

*e assumptions and definitions of the model compo-
nents are as follows:

Si: a subset of coefficients in line i that have uncertainty.
􏽢aij: the value of the coefficient in line i where the jth
coefficient has uncertainty (j ∈ Ji)∈si, so that it changes
in the interval.
Γi: adjustment of the robustness is the proposed
method against the level of problem-solving conser-
vatism. Each row has its own Γi parameter, which is not
necessarily an integer and changes in the [0,|Ji|] range.

In this case, the answer will be justified with a certain
probability, which is described in detail in Bertsimas and
Sim’s dissertation. By obtaining the protection function and
its linearization (the proof of relations is omitted), we will
obtain the following robust model:

Min C
T
X,

s.t: 􏽘
j

aijxj − 􏽘
j∈Ji

pij − λiΓi ≥ bi ; ∀i,

λi + pij ≥âijxj ; ∀i, j ∈ Ji,

pij ≥ 0 ; ∀j ∈ Ji,

λi ≥ 0 ; ∀i,
x≥ 0.

(29)

In interpreting the different values of gamma (degree of
conservatism of the objective function) we will have: if the
degree of conservatism of each row is equal to zero, then the
model acts as a definite model, and if it takes its maximum
value, it acts like the sweater approach with the maximum
amount of conservatism.*is parameter can also have values
between these two.

*e robust optimization model will look like this after
applying changes to limits that have an uncertainty
parameter:
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(30)
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Subject to Equations (1), (6)–(18), (20)–(27), and
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(31)

4. Gray Wolf Meta-Heuristic Algorithm

*e gray wolf optimizer (GWO) algorithm is a nature-in-
spired meta-innovative algorithm that mimics the behavior
of gray wolves and their leadership hierarchy and their
hunting method. *e gray wolf algorithm was proposed by
Mirjalili et al. [1] based on their group hunting.*e gray wolf

is a member of the Canadian wolf family. Gray wolves are at
the top of the food chain and prefer to live in groups. On
average, their groups are 5–12. Interestingly, they have much
stricter social governance. In this way, the alpha wolf is also
called the ruling wolf in the group because his instructions
must be followed by the group. Alphas are basically re-
sponsible for deciding on where to sleep, when to move, and
so on.

*e second level of grading of gray wolves is beta. Beta is
alpha-controlled wolves that assist alpha in decision-making
and other group activities. Beta wolf is probably the best
candidate for an alpha, playing the role of a deputy for alpha
and a moderator for the band. *e lowest floor is the omega
gray wolf. Omega wolves play the role of victims for other
members of the group. *ey are the last wolves allowed to
eat. If the wolf is not alpha, beta, or omega, he is called
obedient (or delta). Delta wolves follow alpha and beta and
rule occasionally. To mathematically model the social
governance of wolves, the most appropriate solution is called
wolves [23, 24].

As a result, the second and third better solutions were
named wolf β and δ, respectively. *e remaining solutions
are assumed to be ω. *erefore, in the GWO algorithm,
optimization is guided by δ, β and α and ω wolves follow
these three categories. Gray wolves bypass prey during
hunting. For mathematical modeling, the circumvention of
equations (32) and (33) has been proposed [25].

D
→

� C
→

.XP

��→
(t) − X

→
(t)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌, (32)

X
→

(t + 1) � XP(t) − A
→

.D
→

, (33)

where t represents the flow repetition, A and C represent the
vector coefficient and the hunting position vector, and X
represents the position vector of a gray wolf. VectorsA andC
are calculated according to the following equations:

A
→

� 2 a
→

.r1
→

− a
→

, (34)

C
→

� 2.r2
→

. (35)

We have that the a
→ elements are reduced linearly from 2

to 0 under the iteration path, and r1 and r2 are the random
vectors in the range [0, 1] [28].

Gray wolves have the ability to detect the position of
prey and bypass them. Hunting is usually guided by alpha.
Beta and delta may also occasionally participate in hunting.
*erefore, in an absolute search space, we have no solution
for the optimal position (hunting). To mathematically
simulate the hunting behavior of gray wolves, we assume
that alpha (candidate best solution), beta, and delta are
sufficiently aware of the potential hunting position. We
need to force the other search agents to update their po-
sition according to the position of the best search agents.
*is operation is performed according to the following
equations:
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Dα
�→

� C1
�→

.Xα
�→

− X
→􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

Dβ
�→
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�→

.Xβ
�→

− X
→􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

Dδ
�→
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�→

.Xδ
�→

− X
→􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

(36)

X
→

1 � Xα
�→

− A1
�→

. D
→

α􏼒 􏼓,

X
→

2 � Xβ
�→

− A1
�→

. D
→

β􏼒 􏼓,

X
→

3 � Xδ
�→

− A1
�→

. D
→

δ􏼒 􏼓,

(37)

X
→

(t + 1) �
X
→

1 + X
→

2 + X
→

3

3
. (38)

In short, in the GWO algorithm, the search process
begins with the creation of a random population of gray
wolves (candidate solutions). During the iteration period,
alpha, beta, and delta wolves estimate the probable hunting
position. Each candidate solution updates its distance with
the bait. Parameter A is reduced from 2 to 0 to enhance the
detection and attack process. When |A|> 1, the candidate
solutions diverge, and when |A|< 1, the candidate solutions
converge.

5. Results

*is section analyzes the proposed model and its results. To
evaluate the efficiency of the proposed model, one of the
Asian hospitals is studied. In order to validate the proposed
model for the definite and solid problem, GAMS 24.0
software and CPLEX method are used, and the solution
results are analyzed in the certain and robust model, and
then, we will provide the sensitivity analysis of the basic
parameters of the model.

According to Tables 1 and 2, emergency surgeries are
scheduled for the first time due to their high priority over
other surgeries, and selective surgeries are scheduled for
other time periods. *e planning of the operating room
where each surgery should be performed is also shown in
Table 1. In Table 2, in addition to scheduling surgeries, the
surgical assistant who must be present to perform each
surgery is also scheduled. As it is known, due to the limi-
tation of the number of operating rooms, it is possible to
perform four surgeries at the same time, so in each part of
the time, four surgeons are working.

Figures 1 and 2 show the first objective function con-
sidering the uncertainty coefficient of 0.05, 0.1, 0.25, and 0.5.
As it turns out, the amount of costs increases with increasing
uncertainty. On the other hand, by constantly considering
the number of selected patients, costs decrease with an
increasing number of emergency patients (Figure 1), and
also by constantly considering the number of emergency
patients, costs increase with an increasing number of se-
lected patients (Figure 2).*is may be due to the fact that the
selected patients have more surgical transfers than the
program envisaged by the management, which incurs costs.

5.1. Evaluation of the Efficiency of the Proposed Solution
Method. Endoscopic surgery is not considered in this study.
*ere are 12 residents and 2 fellowships in this hospital,
which have the ability to perform certain operations

Table 1: Optimal solution of operation room scheduling.

T1 T2 T3 T4 T5 T6 T7 T8
R1 H2 I14 I3 I20 I8 I13 I11
R2 H3 I7 I2 I15 I21 I6 I23 I5
R3 H1 I9 I25 I19 I10 I22 I24 I1
R4 H4 I16 I18 I4 I12 I17

Table 2: Optimal solution of surgical assistant scheduling.

T1 T2 T3 T4 T5 T6 T7 T8
A1 H3 I25 I11
A2 I14 I18
A3 I10
A4 I9 I6 I24 I17
A5 I7 I2 I12 I5
A6 H4 I16 I21 I22
A7 H1 I19 I4 I23
A8 H2 I3 I15 I20 I8 I13 I1
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Figure 1: Results of the first objective function for I� 10 and for
H� 1 and H� 2 under uncertainty.
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Figure 2: Results of the first objective function for H� 3 and for
I� 15 and I� 24 under uncertainty.
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depending on the academic year and the experience gained.
In addition to the surgeon, each surgery requires a team of
technicians (anesthesiologist, anesthesiologist, and operat-
ing room technician). In some surgeries, in addition to the
surgeon, the surgeon’s help is also needed. *ere is a re-
covery bed as well as medical equipment related to each type
of operation.

In that study, data from all operations performed in
operating rooms over two years were collected from a
hospital database.*ese data include a list of patients at each
date, operation code, operation name, start and end time of
operation, name of the surgeon, and assistant surgeon. Some
of the information was also collected from experts is as
follows:

(i) Surgeon data: the surgeries that each surgeon is able
to perform, the residents’ training program (in-
cluding the operations they must perform in each
course), the operations that each surgeon can
perform

(ii) Equipment related: types of equipment available
and their inventory, type, and number of equipment
used for each operation

(iii) Surgery related: types of surgery (urology, laparo-
scope, etc.), surgeries that require the help of a
surgeon

(iv) Operating room related: the number of operating
rooms, rooms equipped with special equipment,
surgeries that can be performed in each room

(v) Technician groups related: the number of technician
groups in each shift per day

Using the collected data and frequency graphs and the
duration of different operations, the discrete probability
distribution of the duration of each type of operation has
been approximated. *e time distribution of different op-
erations is completely different.

Actual data from the 15 days of the study hospital were
used to evaluate the proposed approach.*e information for
each issue is information about the actual day of surgery of
the hospital. *is information includes a list of surgeries per
day, type of surgery, possible surgeons for each surgery,
number of operating rooms available, number of technicians
available, number of beds in the preoperative and recovery
wards, equipment needed for each surgery, the available
number of equipment, and the surgeon’s assistants are
possible for each operation.

For the duration of the surgeries in the definite case, the
average time of the surgeries is used, and for the probable
case, the probability distribution function of the times of
each surgery is used.

First, the problem is solved by considering the average
duration of surgery in the definite case using the gray wolf
algorithm. In this algorithm, the number of wolves per
repetition is equal to 10, and the condition for stopping the
algorithm from achieving a better answer in 100 consecutive
repetitions, the position change coefficient equal to 0.03, the
impact factor of the best position of each wolf equal to 1, and

the impact factor of the wolf community equal to 3 are
considered. *e parameters of the algorithm are set by
running the algorithm on a sample of different problems and
using the method of simultaneous tuning of the parameters
by using self-organizing neural networks.

To select the most effective innovative information in the
design of the GWO algorithm, the following seven scenarios
have been designed:

Scenario 1: selection of the next surgery as well as
allocation of resources to each stage of the surgery. It
should be done without considering the innovative
information and only based on the amount of
pheromone.

Scenario 2: the first level of innovative information is
based on LPT, and the second level of innovative in-
formation is based on ES.

Scenario 3: level 1 of innovative information based on
LPT and level 2 of innovative information for surgeon
selection based on LFM and for other sources based on
ES.

Scenario 4: the first level of innovative information is
based on LFJ, and the second level of innovative in-
formation is based on ES.
Scenario 5: initiative information of the first level for
the first surgery is based on LFJ and for other surgeries
is based on LPT, and innovative information of the
second level is to select the surgeon of the first surgery
based on LFM and for other surgeries based on ES.
Scenario 6: initial level 1 information for selecting the
first two surgeries based on LFJ and for other surgeries
based on LPT, and innovative level 2 information for
selecting the surgeon for the first two surgeries based on
LFM and for other surgeries based on ES.
Scenario 7: level 1 of innovative information based on LFJ
and level 2 innovative information for surgeon selection
based on LFM and for other sources based on ES.

*e data for the 15 actual samples are given in Table 3. Each
instance is solved in 10 replications, and the mean of the
objective function under different scenarios is given in Table 3.

In this research, the performance of the GWO algo-
rithm for optimizing the robust model with the optimal
solution of the mathematical model and the answer ob-
tained from the algorithm of Xiang et al. *e authors of [5]
designed to test the performance of the GWO algorithm,
the answer obtained from this algorithm in the definite
state in 15 real problem samples with the optimal definite
problem solution obtained from solving the mathematical
programming model in GAMS software and the answer
obtained are compared by the algorithm of Xiang et al.

Designed to test the performance of the GWO algorithm,
the answer obtained from this algorithm in the definite state
in 15 real problem samples with the optimal definite
problem solution obtained from solving the mathematical
programming model in GAMS software and the answer
obtained are compared by the algorithm of Xiang et al. [5].
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Table 4 shows the impact of using innovative rules in the
design of the GWO algorithm. *e numbers in the first
column of this table indicate the state of nonuse of inno-
vative information, which is significantly higher than the
numbers in the other columns. *e following columns each
show the different combinations of considered innovative
rules. *e results of Table 4 show that Scenario 7 has the
lowest rates of overtime and unemployment; Scenario 7 is
therefore used in the design of the GWO algorithm. It also
compares the best solution obtained from the GWOmethod
with the optimal solution obtained from the mathematical
programming model of the problem in the definite case and
the solution obtained from the algorithm of Xiang et al. [5].

Comparison of GWO results with optimal solutions
proves the efficiency of the proposed algorithm. Out of 15
cases, the algorithm has reached the optimal solution in 13
cases and is slightly different from the optimal solution in 2
cases; also, the results of comparing the proposed algorithm
with the algorithm of Xiang et al. [5] show the superiority of
the designed GWO algorithm. In all cases, both algorithms
have the same solutions, or the solution of the algorithm
designed in this research is significantly better.

To better show the results of different methods in the
definite case, a sample problem with 19 surgeries and 4
operating rooms was solved with different methods and
Gantt diagram of the results of the GWO algorithm of Xiang
et al. [5], GWO was designed in this study, and the results of
the solid mathematical model are depicted in Figures 3 and
4. *e numbers shown in each rectangle in these diagrams
represent the code for each surgery.

According to Figure 3, in solving this sample problem
with Xiang et al.’s [5] algorithm, operating room 3 has two
unemployment time blocks between surgeries, which is due to
sharing the surgeon’s source in surgeries 121 and 122. *is
means that both surgeries 121 and 122 are assigned to surgeon
number 1. On the other hand, as Figure 3 shows, due to the
unbalanced distribution of operations in different rooms,
overwork occurred in operating room 2. In operating room 3,

however, there is an unused time period. Figure 4 shows the
Gantt diagram of the results of the GWO algorithm proposed
in this study and the results of the certain optimal model.

Figure 4 shows that although the two proposed GWO
methods and the definitive model lead to different answers,
they do not differ in the value of the objective function,
which shows the efficiency of the proposed GWO algorithm.

After confirming the performance of the designed GWO
in the final state, this section evaluates the simulation-based
optimization (GWO simulation); for this purpose, 15 real
problems have been solved using this algorithm in terms of
the probability of the duration of surgery. Table 4 shows the
results of solving each problem in 100 iterations of the
simulation.

For each problem, the answers obtained (including the
sequence of surgeries and the allocation of resources to each
stage) are tested on the following scenarios, and the results
are presented in Table 5:

Scenario 1: longest surgery scenario; in this scenario, it
is assumed that all surgeries are at their maximum time,
and the goal is to obtain the objective function in the
worst case.
Scenario 2: average value scenario; in this scenario, the
time of surgery is equal to the average value.
Scenario 3: the shortest surgical time scenario; in this
scenario, it is assumed that all surgeries are in their
shortest time. *e goal is to obtain the objective
function at its best.

Table 5 shows the worst, best, andmediocre results that can
be obtained for the answer obtained from the GWO in each of
the problems. In order to validate the GWO simulation
method, the criterion of using the probabilistic model (VSS) 1
has been used. VSS is the value of considering uncertainty by
determining the value of the optimal objective function of the
probability problem and the expected value of the objective
function for the optimal solution of the problem of the mean
value [1, 5, 27–34].

Table 3: Results of different scenarios of different combinations of innovative rules in GWO algorithm design.

Test
problem

Number of
surgeries

Number of
surgeons

Number of
operating
rooms

Average objective value
Scenario

1
Scenario

2
Scenario

3
Scenario

4
Scenario

5
Scenario

6
Scenario

7
1 16 9 6 4.32 4.11 2.05 0.68 0.22 0.00 0.00
2 23 11 7 53.87 57.83 43.11 49.56 0.22 3.31 0.00
3 27 12 7 141.16 29.11 29.16 34.53 19.87 23.47 0.00
4 22 10 7 7.19 0.92 3.87 0.00 0.49 2.37 0.00
5 16 12 7 0.00 0.26 0.00 0.00 0.00 0.00 0.00
6 27 9 7 47.16 3.48 5.68 2.97 2.47 3.83 0.00
7 25 9 7 94.18 78.15 84.19 104.35 23.19 20.04 0.00
8 18 11 7 2.41 0.00 0.00 0.00 0.00 0.00 0.00
9 18 9 7 57.19 20.19 74.83 34.86 0.00 0.25 0.00
10 22 11 7 84.19 32.87 37.89 39.96 34.18 32.73 27.92
11 21 8 7 16.79 1.98 7.88 2.64 2.54 1.44 0.00
12 17 9 7 4.53 0.00 0.00 0.81 0.00 0.00 0.00
13 20 16 8 5.79 16.23 6.75 0.00 0.00 0.00 0.00
14 22 12 7 3.72 0.25 0.00 0.00 0.00 0.00 0.00
15 19 9 8 26.93 20.19 37.14 18.92 3.19 2.19 0.00

Average 36.63 17.70 22.17 19.29 5.76 5.98 1.86
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*e mean value problem is the definite problem
equivalent to the problem considering the average duration
of each action. In other words, this value indicates the value
of using the probabilistic model instead of the definitive
model. To determine the value of the GWO simulation
method in comparison with the GWO algorithm, the so-
lution of the combined simulation-based optimization
method with the answer obtained from the GWO algorithm
for the mean value of the operation time is compared in

conditions of uncertainty. For this purpose, for each sample
of the problem, the answer to the problem is first obtained by
considering the average duration of surgery with the GWO
algorithm. In these samples, the average duration of the
operation is considered for each surgery. In this experiment,
examples of problems are considered that the GWO algo-
rithm has finally achieved the optimal solution. Each answer
includes the sequence of surgeries, and how resources are
allocated to them; then, for the same example of problems,

Table 4: Results of the proposed hybrid algorithm in the sample of different problems.

Test problem Number of surgeries Number of surgeons Number of operating rooms Average objective value CPU time
1 16 9 6 0.18 2
2 23 11 7 3.85 11
3 27 12 7 25.36 37
4 22 10 7 0.00 20
5 16 12 7 0.00 1
6 27 9 7 5.08 27
7 25 9 7 5.81 16
8 18 11 7 2.63 5
9 18 9 7 0.00 1
10 22 11 7 41.04 26
11 21 8 7 0.95 18
12 17 9 7 0.00 1
13 20 16 8 0.00 1
14 22 12 7 0.09 31
15 19 9 8 0.00 17
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Figure 3: Gantt chart of Xiang et al.’s [5] results in solving a sample problem.
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Figure 4: Gantt chart of the results of the GWO algorithm proposed in this study in solving the sample problem.
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the solution of the problem is obtained by implementing a
hybrid optimization algorithm based on simulation and
considering uncertain conditions.

In order to compare the results of these two methods, for
each problem sample, 50 test scenarios with random
numbers were created from the probability function of the

Table 5: Evaluation of GWO simulation response on different scenarios.

Number of
solutions

Number of
surgeries

Worst scenario Average value scenario Best scenario

Overtime Idle
time

Objective
value Overtime Idle

time
Objective
value Overtime Idle

time
Objective
value

1 14 0 4 9.12 0 0 0 0 0 0
2 19 6 0 26.46 0 0 0 0 0 0
3 223 19 5 11.28 2 2 9.38 0 0 0
4 21 19 0 7.29 0 0 0 0 0 0
5 14 0 0 0 0 0 0 0 0 0
6 25 11 2 42.59 3 0 14.75 0 0 0
7 23 9 0 37.25 3 5 16.86 0 0 0
8 16 2 0 5.39 0 0 0 0 0 0
9 19 0 0 0 0 0 0 0 0 0
10 21 42 0 18.93 12 0 47.39 0 0 0
11 19 0 0 0 0 0 0 0 0 0
12 15 0 0 0 0 0 0 0 0 0
13 18 0 0 0 0 0 0 0 0 0
14 24 9 5 26.43 0 0 0 0 0 0
15 17 0 3 5.69 0 0 0 0 0 0

Table 6: Comparison of the proposed hybrid method (GWO simulation) and pure GWO algorithm.

Test
problem

Number of
surgeries

Number of
surgeons

Number of
operating
rooms

Average GWO
objective function in

scenarios

Mean GWO simulation
objective function in

scenarios

Percentage of improvement
in average responses (VSS)

1 15 6 5 21.452 5.492 73.3
2 20 9 5 6.957 0 100
3 25 10 5 12.79 3.482 74.28
4 20 8 5 3.752 0 100
5 15 10 5 59.73 4.483 95.79
6 25 7 5 9.672 1.572 78.27
7 24 7 5 0.728 0.947 0
8 18 9 5 2.783 0 100
9 16 7 5 1.466 0.792 46.37
10 20 9 4 2.886 0.591 78.42
11 19 6 4 8.394 1.924 76.92
12 15 5 4 1.067 0.219 97.68

Average improvement (percentage) 73.75
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Figure 5: Comparison of the GWO with the GWO simulation.
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duration of surgery; each scenario shows a possible com-
bination of the duration of the surgery. *e solutions of the
two-level GWO algorithm (including the sequence of sur-
geries and resource allocation) and the answers of the GWO
algorithm based on simulation (GWO simulation) are re-
lated to 12 problems, run with these scenarios, and for each
test problem, the average value of the objective function is
50. *e scenario is calculated. *e results of comparing the
mean of the objective function in the scenarios for the
answers of the GWO algorithm and the hybrid algorithm are
shown in Table 6.

*e results presented in Table 6 show that in conditions
of uncertainty, the answers obtained by the GWO simulation
method are in all cases better than the answers obtained by
the GWO algorithm. And only in one case with a slight
difference is the GWO answer better. *e analysis of the
results shows that in conditions of uncertainty, the answers
obtained by the GWO simulation method are on average
73.75% better than the answers obtained by the GWO al-
gorithm. *e comparison results of the GWO simulation
method and GWO algorithm are shown in Figure 5.

Figure 5 clearly shows the superiority of the proposed
hybrid method compared to the GWO algorithm. Although
GWO simulation has been tested on problems the size of the
actual problems of the studded hospital, this algorithm is
also capable of solving larger test problems.

6. Conclusion

*e field of health has received much attention in recent
years, and given the importance of operating rooms and the
costs of this part of the hospital, the timing of operating
rooms is very important. *erefore, in this article, the issue
of operating room scheduling has been studied by consid-
ering some existing conditions and limitations.

Considering the operating room separately does not fully
address the actual conditions and features of the operating
room planning and scheduling issue. *erefore, in this ar-
ticle, several operating rooms and types of surgeries are
considered. Also, the operating room and resuscitation
sections are considered as two sections that affect each other
and are closely related to each other.

Patients who apply for surgery have different priorities
according to the type of surgery and degree of sensitivity.
*e main effect of considering the priority of patients in the
context of social services is seen during the time each patient
waits for surgery, and patients with more sensitive surgery
have a higher priority for surgery. In addition to the op-
erating room time restrictions, the capacity of the resusci-
tation ward is also limited in terms of the number of beds
available and the duration of the patient’s stay in the unit.

One of the most important factors in the complexity of
patients’ planning and scheduling issues is the uncertainty in
the duration of surgeries because this factor is influenced by
many factors and even in similar surgeries due to certain
patient conditions, and the need to use special tools and the
duration of surgery are not the same. Also, the presence of a
surgeon’s assistant in any surgery can improve the outcome

of surgery in cases such as reducing the time of surgery and
reducing the possibility of errors and mistakes in surgery.

According to the hypotheses and cases mentioned, a
multiobjective mathematical planning model for the oper-
ating room scheduling problem is presented, and a case
study has been conducted in one of the hospitals in East Asia.
*e LP-metric method for solving the selected model, as well
as the uncertainty in the surgical time parameter, has been
investigated, and the model solution results for the problem
with different dimensions are presented. *e GWO algo-
rithm is also used to solve the model in large dimensions.
Due to the uncertainty in the problem under study, this
algorithm was combined with the simulation approach, and
a new method called GWO simulation was proposed. *e
results show that with increasing the stability factor in the
problem state, the value of the objective function also in-
creases, which indicates that as the model stability increases,
the operating roomwill incurmore costs. In other words, the
more resistant we are to the answer to uncertainty, the more
we have to pay to find the optimal answer. *e proposed
meta-heuristic algorithm can also be used as a new and
efficient tool in operating room scheduling in emergencies.
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�e automated identi­cation of toxicity in texts is a crucial area in text analysis since the social media world is replete with
un­ltered content that ranges from mildly abusive to downright hateful. Researchers have found an unintended bias and
unfairness caused by training datasets, which caused an inaccurate classi­cation of toxic words in context. In this paper, several
approaches for locating toxicity in texts are assessed and presented aiming to enhance the overall quality of text classi­cation.
General unsupervised methods were used depending on the state-of-art models and external embeddings to improve the accuracy
while relieving bias and enhancing F1-score. Suggested approaches used a combination of long short-term memory (LSTM) deep
learning model with Glove word embeddings and LSTM with word embeddings generated by the Bidirectional Encoder
Representations from Transformers (BERT), respectively. �ese models were trained and tested on large secondary qualitative
data containing a large number of comments classi­ed as toxic or not. Results found that acceptable accuracy of 94% and an F1-
score of 0.89 were achieved using LSTM with BERT word embeddings in the binary classi­cation of comments (toxic and
nontoxic). A combination of LSTM and BERT performed better than both LSTM unaccompanied and LSTM with Glove word
embedding. �is paper tries to solve the problem of classifying comments with high accuracy by pertaining models with larger
corpora of text (high-quality word embedding) rather than the training data solely.

1. Introduction

With the increased dependence on machine learning (ML)
models for di�erent purposes and tasks, researchers rec-
ognized the existence of unfairness in machine learning
models as one of the most important challenges facing users
of ML technologies, as most of these models are trained
using human-generated data, which means human bias will
emerge clearly in these models. In other words, ML models
are biased as the humans who generated the data of training.

Machine learning models’ designers must take the initiative
in recognizing and relieving these biases; otherwise, the
models might propagate unfairness in classi­cation [1]. �is
unintended bias in the models can also be a result of the
demographics of the online users, the underlying or overt
biases of those doing the labelling or the selection and
sampling [2].

�is work aims to improve the classi­cation accuracy of
toxicity in online chat forums, but the classi­cation methods
presented here can be applied to any other classi­cation
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purpose. Toxicity is explained as anything that is insolent,
uncivil, or excessive that would make someone want to leave
a conversation. Machine learning models will usually learn
the simplest associations to predict the corresponding labels
of inputs, so any biases or incorrect associations in the
training data can propagate unintended biased associations
in the classification results. Trained models are known to
have the ability to capture contextual dependencies. How-
ever, with insufficient data, the models might cause errors
and become unable to identify the dependency model and
become more probable to generalize, causing the false-
positive bias in classification. Toxicity classification models
specifically have been shown to capture biases that are
common in society from society-generated training data and
repeat these biases in classification results, for example,
miss-associating frequently attacked identity groups, such as
“Black” and “Muslim”, with toxicity in any context even in
nontoxic contexts. (e following sections will include a
description of related works. Furthermore, on proposed
models, a technique has been applied by embedding data to
relieve the bias. Finally, metrics used for evaluating the
classification accuracy in a model will demonstrate that the
proposed techniques reduce bias while enhancing overall
models’ quality and accuracy.

2. Related Works

Prominent researchers have worked in the area of text
analysis. (ey have analyzed the text and put several security
features for its authentication [3, 4]. Authentic data can
assist in reducing text toxicity, since not everyone reveals
themselves while posting unwanted data.

Many other efforts have been put forward so far to solve
the problem of classification in texts [5–11]. Various recent
works have studies how concepts of fairness and unin-
tended bias are applied to machine learning models. Re-
searchers have proposed various metrics for the evaluation
of fairness in models. Kleinberg et al. [12] and Friedler et al.
[13], both groups of researchers, compared different fair-
ness metrics. (ese works depended on the availability of
demographic data to distinguish and relieve bias. Beutel
et al. [14] presented a new mitigation technique that used
adversarial training techniques and only required a small
amount of deceptive labelled demographic data for
training. Other works have been conducted on fairness for
text classification tasks. Some researchers [15] analyzed
different sentiment analysis techniques on the Turkish
language with supervised and unsupervised ensemble
models to explore the predictive efficiency of the term
weighting schemes which is a process to compute and
assign a numeric value to each term. (e results indicated
that supervised term weighting models can outperform
unsupervised models in term weighting. Blodgett et al. [16],
Hovy et al. [17], and Tatman [18] discussed the impact of
using unfair models on real-world tasks but did not provide
solutions to adjust this impact. Paryana et al. [19] have
suggested intrusion detection techniques to catch such
kinds of people. However, directly how it can be applied to
the present problem has not been determined. Bolukbasi

et al. [20], in 2016, demonstrated gender bias in word
embeddings and provided a solution to counter it using
fairer embeddings. Prominent authors [21] proposed an
ensemble method for text sentiment analysis and classified
it. It aggregates individual features obtained by different
methods to obtain a crisp feature subset, and this proposed
method outperformed the previous technique. Also, Onan
[22] proposed an approach which uses TF_IDF glove
embedding technique that gives better results in compar-
ison to the conventional deep learning models in sentiment
analysis.

Onan et al. [23] proposed a technique that contains a
three-layer bidirectional LSTM network which showed a
promising efficiency with a classification accuracy of 95.30%.
Also, Onan [24] presented sentiment classification in
MOOC reviews. In [25], researchers presented a machine
learning-based approach to analyze sentiments with a
corpus of 700 student reviews of higher educational insti-
tutions written in Turkish, and this machine learning-based
approach achieved efficiency in analyzing the sentiments of
these reviews.

Georgakopoulos et al. [26] compared convolutional
neural networks (CNNs) against the traditional Bag-of-
Words for text analysis where the frequency of each word is
used as a feature for training combined with algorithms
proven to be effective in text classification such as support
vector machines (SVMs), Näıve Bayes (NB), K-nearest
neighbours (KNNs), and linear discriminant analysis (LDA).
(ey used the same as one of the datasets used in our ex-
periments [27]. A CNN network pretrained with Word2Vec
word embedding achieved the highest performance with
respect to precision and recall and had the lowest false-
positive ratio meaning that this CNNword2vec mistakenly
predicted nontoxic comments as toxic the lowest number of
times compared to the other models.

In [28], researchers presented an ensemble scheme based
on depending on cuckoo search and k-means algorithms.
(e performance of the proposed model was compared to
the conventional classification models and other ensemble
models using 11 text benchmarks. (e results indicated that
the proposed classifier outperforms the conventional clas-
sification and ensemble learning model.

(is paper adds to this growing effort of research
intoxicity classification, an analysis of approaches to relieve
bias in text classification tasks achieving high accuracy and
F1-score which were the measures of classification as in [29].
Our proposed model used pretrained word embeddings to
pertaining classification models instead of training them on
the training dataset solely which causes vulnerability to bias.

3. Materials and Methods

(is section should contain sufficient detail so that all
procedures can be repeated. It may be divided into headed
sections if several methods are described.

In this work, several text classifiers were built to identify
toxicity in comments from public forums and social media
websites. (e performance of cache must be good to im-
plement such kind of classifiers as suggested by Sonia et al.

2 Computational Intelligence and Neuroscience
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[30]. (ese classifiers were trained depending on two
datasets and tested depending on one dataset.

(e first training dataset [31] was of 1.8 million com-
ments, labelled by human raters as toxic and nontoxic. (e
target column value measures the toxicity rate and deter-
mines whether the comment is toxic or not.

(e second training dataset [27] was of 223,549 com-
ments labelled in six categories of “toxic,” “severe toxic,”
“insult,” “threat,” “obscene,” and “identity hate.”

(e testing dataset [32] contained 97,321 entries labelled
as approved meaning nontoxic or rejected meaning toxic.

(e project focused on the effect of word embeddings on
LSTM model binary classification accuracy. Given an input
of a comment, it returns whether this comment is toxic or
nontoxic. (e metrics of measuring the classification ac-
curacy were accuracy score and F1-score. (e steps followed
in the experimental work are illustrated in Figure 1.

(emodels applied in this work are illustrated in Table 1.

3.1. Analysis of the 1st Training Dataset. (e first training
dataset [31] was published by the Jigsaw unit of Google
[33] throughout the competition of “Jigsaw Unintended
Bias in Toxicity Classification” on the Kaggle community.
Each comment in this dataset had a toxicity label (target).
(is attribute is a fractional value that represents the
judgment of human raters who estimated how much
toxicity is contained in a given comment. For classification
accuracy evaluation, test set examples with (target ≥0.5)
were considered as toxic, while other comments having
target <0.5 were considered as nontoxic. Table 2 is a tiny
sample of these comments and their corresponding “tar-
get” value.

From Table 2, we observe that the first two comments are
not toxic having target <0.5, whereas the third comment is
toxic having target >0.5.

Terms affected by the false-positive bias usually occur in
comments and are usually misclassified by NLP models as
toxic even in nontoxic comments especially that the training
data of models is usually human generated. (e dispro-
portionate number of toxic examples containing these terms
in the training dataset can lead to overfitting in the classi-
fication model. For example, in this dataset, the word “gay”
appears in only 3% of toxic comments and only 0.5% of the
overall comments. Biased models can make overfitting such
as always linking the word “gay” with toxicity which is not
always correct, and it can come in a nontoxic context.

Visualization of data is reported in the next paragraphs.
We can see a relation between the target and certain

categories of toxic words. (e scatter charts illustrated in
Figure 2 show the relationship between some of these cat-
egories and toxicity (target value).

(e occurrence of comments holding these categories
such as insult and identity attack increases its potential to be
classified as toxic in the training dataset.

On the contrary, some words occurrence does not
usually lead to toxicity. (is is concluded from the scatter
charts illustrated in Figure 3 which show the relation be-
tween some categories of comments and toxicity.

(e occurrence of comments holding these words, such
as black and Buddhist, does not usually increase its potential
to be classified as toxic in the training dataset.

3.2.Analysis of the2ndTrainingDataset. (e second training
dataset [27] used in this work included 223,549 published by
the Jigsaw unit of Google [33] throughout the “Toxic
Comment Classification Challenge” on Kaggle. (ese user
comments were labelled by human labellers within six labels:
“toxic,” “severe toxic,” “insult,” “threat,” “obscene,” and
“identity hate.” Some comments could be categorized into
different labels at once. (e dataset labels distribution is
shown in Table 3.

Two lakh one thousand and eighty one comments were
classified under the “clean” category matching none of the
six categories constituting 89.9% of overall comments,
whereas the other comments belonged to at least one of the
other classes constituting 10.1% of overall comments. (e
comments collected were mostly written in English with
some outliers of comments from different languages, e.g., in
Arabic and Chinese.(e comment was considered as “toxic”
if it was classified under any of the six categories and as
“nontoxic” otherwise (not categorized under any of the six
categories).

3.3.TrainingDataPreprocessing. (e text data preprocessing
techniques followed before processing and modeling the
data are as follows.

Punctuation removal: removing punctuation is a nec-
essary step in cleaning the text data before performing

Collecting Data.

Describing Data.

Preprocessing Data.

Building Toxicity Classification Models.

Training the Models with Training Data.

Testing the Models with Testing Data

Observing Evaluation Metrics.

Discussing and Analyzing Results.

Collect

Describe

Preprocess

Build

Train

Test

Observe

Discuss

Figure 1: Experimental workflow.

Table 1: Classification models of this work.

Experiment 1 Experiment 2

Neural network Word embedding Neural network Word
embedding

LSTM Glove LSTM BERT

Computational Intelligence and Neuroscience 3
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analytics. In this work, all punctuation marks in all com-
ments were removed.

Lemmatization: lemmatization is the process of group-
ing together the inflected forms of a word so they can be

analyzed as a single term. In this work, lemmatization was
performed for every comment.

Stop words’ removal: stop words are words that do not
contain any significance in a context. Usually, these words
are filtered out from text blocks because they have unnec-
essary information such as the, be, are, and a.

3.4. Testing Dataset. (e test dataset used for evaluation in
this work was downloaded from the Kaggle competition of
“Jigsaw Unintended Bias in Toxicity Classification” [32]. It
contained 97321 entries labelled as approved (nontoxic) or
rejected (toxic). A sample of the testing dataset is given in
Table 4:

Table 2: Training dataset 1 sample.

Comment_text Target
(is is so cool. It’s like, “would you want your mother to read this??’” 0
(ank you!! (is would make my life a lot less anxiety-inducing. 0
Haha, you guys are a bunch of losers. 0.8936
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Figure 2: (e relation between some features of comments and toxicity in the 1st training dataset.
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Figure 3: (e relation between some features of comments and toxicity.

Table 3: Label distribution of the 2nd training dataset.

Class No. of occurrences
Clean 201,081
Toxic 21,384
Obscene 12,140
Insult 11,304
Identity hate 2,117
Severe toxic 1,962
(reat 689
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the information flows through cell states. In this way, LSTMs
can selectively remember or forget information. (is study
worked on using LSTM and word embeddings for toxicity
classification. (e design of the LSTM neural networks used
in this work is shown in Figure 4.

(e designed fine-tuned LSTM of this work takes a
sequence of words as an input.

A word embeddings’ layer that provides a representation
of words and their relative meanings was added. (is em-
bedding layer transforms encoded words into a vector
representation.

(en, a spatial dropout layer that masks 10% of the word
embeddings’ layer output makes the neural network more
robust and less vulnerable for overfitting.

(en, to process the resulted sequence, an LSTM layer
with 128 units was used as well as another 10% dropout
layer.

After all, a dense output layer was used to output the
multilabel classification.

3.6. Word Embedding. Word embedding is a concept used
for representing words for text analysis, generally in a form
of a vector of real values that encodes the meaning of the
word in such a way where the words that are closer in the
vector space are expected to have related meanings [36].
Word embeddings can be obtained using different tech-
niques where words from the vocabulary are mapped to
vectors of real numbers. Each word is mapped to one
vector. Figure 5 illustrates the different types of word
embeddings.

In this work, Glove static (context-independent) word
embeddings and a contextualized word embeddings gen-
erated by BERT were used for pretraining the classification
models before training them on the training datasets. (e
word embedding this work used is as follows.

Glove: it is a learning algorithm for calculating vector
representations of words regardless of sentence context.
Training in glove is performed on aggregated global word
occurrence statistics from a large corpus [37, 38]. (e Glove
word embeddings this work used to pretrain the models are
as follows:

Wikipedia 2014: 400 thousand word vectors trained on a
largeWikipedia-2014 corpus [39].

Gigaword 5: Gigaword Fifth Edition archive of newswire
text [40].

Twitter: 1.2 million word vectors trained on large Twitter
corpora [4].

BERT: it is an encoder was proposed in a paper pub-
lished by Google AI in 2018 [34, 41]. Its main innovation is to
apply bidirectional training to the transformer, which is a

well-known attention model in language modeling. Results
predict that a bidirectionally trained language model can
sense more deeply in context of language in comparison to
the single directional language model. Bidirectional LSTM
can also be trained on both sides that are left to right for
detecting the next word of sentence and vice versa to find out
the previous word. (at means this will use both forward
and backward LSTMs. However, none of the techniques
considered both ways simultaneously like taken in BERT
[19]. BERT also can generate various context-dependent
word embeddings of a word dynamically informed by words
around it [42].

4. Results and Discussion

(e evaluation metrics used to evaluate the efficiency of
models were accuracy and F1-score. (e following para-
graph will describe these metrics:

(i) Accuracy describes the accuracy achieved on the
testing set. (e formula for accuracy is

Accuracy �
Number of correct predictions
Total number of predictions

. (1)

(ii) Precision is defined as the ratio of correctly pre-
dicted positive observations to the total predicted
positive observations. (e formula for precision is

Precision �
TP

TP + FP
. (2)

(iii) Recall is defined as the proportion of correctly
identified positives. (e formula for recall is

Table 4: Testing dataset sample.

Comment_text Rating
Sorry, you missed high school. Eisenhower sent troops to Vietnam after the French withdrew in 1954 Approved
Our oils read; President IS taking different tactics to deal with a corrupt malignant, hypocritical . . .. Rejected
Why would 90% of articles print fake news to discredit Trump? Where are you getting your new” . . . Approved

Input Layer

Word Embedding

Dropout

LSTM

Output Layer

Figure 4: LSTM model layers’ design.
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Recall �
TP

TP + FN
. (3)

(iv) F1-score is the harmonic mean of precision and
recall. (e formula for F1-score is

F1 �
2

precision−1
+ recall−1

� 2 ·
precesion.recall
precesion + recall

�
TP

TP +(1/2)(FP + FN)
.

(4)

(e experiments applied the LSTM model by pertaining
it with different word embeddings each time. (e LSTM
model itself is known for its memory that can keep long
sequences of words and its suitability for word classification.
After adding the Glove word-embedding layer and applying
the LSTM model, we obtained a high accuracy of 93% and a
high F1-score of 0.84 on the previously mentioned training
and testing datasets. However, in LSTM, according to Singh
[19], the language models built on word embeddings do not
accurately capture the nuances and meanings of the sen-
tences. (is made the added word embeddings not highly
effective for language modeling. Using bidirectional word
embeddings solved the problem where combining LSTM
with BERTand applying the same settings as in the previous
model gave a higher classification accuracy of 94% and a
higherF1-score of 0.89, in classifying toxic comments, on the
previously mentioned training and testing datasets. (e
summary of the results are represented in Table 5.

From the results, we could find that using word em-
beddings could improve the efficiency of classification.

Words embedding generated by the BERTmodel was proved
to be more efficient than static Glove word embeddings
when used with LSTM since it trains in both directions
allowing higher efficiency, and because BERTanalyzes every
sentence with no specific direction, it does a better job at
understanding the meaning of homonyms than previous
NLP methodologies, such as Glove embedding methods.

Word embeddings trained on a large corpus such as
Glove trained onWikipedia, Gigword, and Twitter were also
found effective to enhance the accuracy of classification but
less effective than BERT (in classifying toxicity in text
documents).

5. Conclusions

Many former research works have recognized unfairness in
ML models for toxicity classification causing inaccurate
classification as a concern to relieve. (is can be observed
obviously in toxicity classification in public talk pages and
online discussion forums. In this paper, various machine
learning and natural language processing models for toxicity
classification were proposed, implemented, and illustrated.
It was found that many errors in toxicity identification occur
due to the lack of consistent quality of data. By adding word
embeddings, the accuracy of classification increased notably.
Finally, an accuracy of 94% and an F1-score of 0.89 were
achieved using a hybrid BERT and LSTM classification

Embedding

Static Word
Embedding

Word2Vec Glove

Fast Text

Contextualize
d Word

Embedding

Language
Model

Transformer
Encoder

Unsupervised

BERT GPT

Seq2Seq NMT
Model

Supervised

Two-layer Bi-
LSTM

UnsupervisedSemi-
supervised

Figure 5: Word embedding types.

Table 5: Accuracy and F1-score of LSTM with different word
embeddings in classifying toxic words.

Accuracy (%) F1-score
LSTM+Glove 93 0.841
LSTM+BERT 94 0.894
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model. (is work can be further extended by exploring the
potential of subword embeddings [43] which can further
enhance the accuracy of classification. A more robust model
can be developed by applying AutoNLP and AutoML
techniques on the same datasets where in order to obtain
better results and accurate classifications these techniques
automatically find the models that fit data the best.
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For the better utilization of the enormous amount of data available to us on the Internet and in different archives, summarization
is a valuable method. Manual summarization by experts is an almost impossible and time-consuming activity. People could not
access, read, or use such a big pile of information for their needs. )erefore, summary generation is essential and beneficial in the
current scenario. )is paper presents an efficient qualitative analysis of the different algorithms used for text summarization. We
implemented five different algorithms, namely, term frequency-inverse document frequency (TF-IDF), LexRank, TextRank,
BertSum, and PEGASUS, for a summary generation. )ese algorithms are chosen based on various factors. After reviewing the
state-of-the-art literature, it generates good summaries results. )e performance of these algorithms is compared on two different
datasets, i.e., Reddit-TIFU and MultiNews, and their results are measured using Recall-Oriented Understudy for Gisting
Evaluation (ROUGE) measure to perform analysis to decide the best algorithm among these and generate the summary. After
performing a qualitative analysis of the above algorithms, we observe that for both the datasets, i.e., Reddit-TIFU and MultiNews,
PEGASUS had the best average F-score for abstractive text summarization and TextRank algorithms for extractive text sum-
marization, with a better average F-score.

1. Introduction

Summarizing textual information requires understanding
and analyzing the linguistic, conceptual, and semantic at-
tributes of the given information. In addition, a summary
generated should succeed in incorporating the essential
details and the main ideas of the given text. Extractive
summarization techniques can extensively analyze the given
text semantically, i.e., on sentences, words, keywords, etc.,
identified by the algorithm. Extractive summarization
techniques [1, 2] are also computationally more feasible to
implement since they require fewer resources, computation
power, and time to assess and generate a summary since they
are statistically oriented. However, the techniques generate a
summary by identifying the imperative sentences. )e

keywords are identified in a given text based on the fre-
quency of their occurrences. )e technique might not ef-
ficiently incorporate the information given or might leave
out some crucial details [3].

On the other hand, abstractive summarization tech-
niques [4] analyze the data using a natural language pro-
cessing approach and generate a summary by reforming the
given information concisely around the vital idea of the
information. A summary generated by abstractive sum-
marization methods is more comparable to a human-gen-
erated summary, a criterion that a summary generated by
extractive summarization techniques (EST) might not sat-
isfy. Abstractive summarization methods require efficient
implementation of various machine learning techniques
with large datasets with good variety and conditional
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aspects. Since abstractive summarization techniques require
the implementation of machine learning algorithms, it is
computationally expensive and requires time to be imple-
mented efficiently. )e cost of implementation grows ex-
ponentially with the size of data being summarized.

Abstractive techniques can be understood as the way
humans analyze any textual document. It selects words that

are semantically appropriate for the content. )e summary
generated might include words that were not even included
in the given data since abstractive summarization deciphers
and examines the content using natural language processing
techniques and creates concise data that constitutes the most
basic idea and key contents of the textual data given for
summarization.

Information record⟶ get setting⟶ semantics⟶ make own rundown. (1)

Extractive summarization techniques focus on sum-
marizing a textual document by selecting words or sentences
that are important to the context or appear more frequently
[5]. )e extractive summarization techniques score or assign
loads to words or sentences and use pieces of significance or

equivalent for a summary generation. Various methods and
mathematical calculations are used to assign loads or scores
for the words/sentences, which are further used to position
the sentences/words according to their significance and
comparability [6].

Information record⟶ sentences closeness⟶ score sentences⟶ selection of sentences with higher significance. (2)

)e abstractive strategies require a proficient under-
standing of the textual data as compared to the extractive
strategies. )e simplistic statistical and mathematical ap-
proach of extractive strategies is often more efficient and
successful at summarization than the complex and so-
phisticated approach of abstractive summarization tech-
niques (AST), which considers several factors like inference
and attributes, semantic presentation, language, etc., which
are more complex than statistic driven ideologies, for ex-
ample, sentence/word extraction. We have used the ROUGE
metric to evaluate and compare the performance of different
methods and techniques in this work.

)e following are the main contributions in this article:

(i) Five different algorithms for text summarization:
TF-IDF, LexRank, TextRank, BertSum, and PEGA-
SUS have been implemented on two different
datasets: Reddit-TIFU and MultiNews

(ii) An exhaustive, detailed qualitative analysis is per-
formed to evaluate the algorithms on three ROUGH
parameters, i.e., Rough-1, Rough-2, and Rough-L,
and finally, F-score is computed and found prom-
ising results for EST and AST, respectively

)e work in this article is arranged in sections as follows.
)e next section discusses the related works for ESTs and
ASTs. Section 3 discusses the methodology. Further, Section
4 discusses the datasets and implementation. )e result
analysis is discussed in Section 5, followed by a conclusion
and references.

2. Related Works

Various researches have been done to analyze different
summarization algorithms, and hence, several research ar-
ticles for the purpose mentioned above have been published.

We aimed to gather optimal knowledge from research on
summarization techniques [7] and efficiently implement and
optimize our models for assessing its performance and
concluding with concrete results. We learned various
summarization techniques for single and multidocuments
[8]. We read about some of the most widely used methods
such as frequency-driven methods, topic representation
approaches, and graph-based and machine learning tech-
niques [9] through this paper.

A thorough study provided insight into recent trends
and advancements in automatic summarization techniques
[10] that describe the state of the art in this research area.
Generally, there are two types of summarization techniques.
Here is some previous research work in the following fields.

2.1. Extractive Summarization. Extractive summarization, at
the most basic level, can be approached by using the sentence
scoring technique that obtains the text’s keyword [11]. It is
done by analyzing and filtering the words which are used
most frequently in the text. )e sentences with a high fre-
quency of these words are used for generating a summary of
the original text by using the sentences with high scores in
decreasing order of scores [5]. For better performance and
efficiency, graph-based methods were introduced, making
the models capable of considering more complex attributes
of the textual information and presenting concise infor-
mation with better accuracy.

In graph-based approaches, the words are considered
nodes, and their relation with other words is based on their
frequency, which is depicted as edges. )e edges are
weighted and are analyzed for choosing the query words for
generating a summary [12]. Several algorithms like Pag-
eRank, TextRank, TexRank, etc., can be used for efficient text
summarization techniques [13]. A bipartite graph is created
to represent sentences and topics separately. Scores are
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assigned to each sentence, and sentences in decreasing scores
are added to the summary. Several techniques like Lev-
enshtein distance, semantic similarity, and cosine similarity
are used for determining the relation between sentences and
words, which then pave the way for an efficient summary
generation [14].

We have implemented, executed, and assessed four
different extractive summarization techniques [15] in this
work, namely, TF-IDF (term frequency-inverse document
frequency) summarization algorithm, LexRank algorithm,
TextRank algorithm, BertSum algorithm, and PEGASUS
algorithm. )e task required us to comprehend the fun-
damentals and complexities of each algorithm. Below are
brief explanations about these algorithms.

In the TF-IDF algorithm, large texts are converted into
sentences and then weighted term frequency, and inverse
sentence frequency is calculated where the sentence fre-
quency is defined as the number of sentences of the doc-
ument, which involve these terms [16]. )e vectors of the
sentences are calculated and compared with the other
sentences and are then scored. )e product of TF and IDF
calculates the TF-IDF value of a word/term, where TF (term
frequency) is defined as the number of times a word occurs
in a document and IDF is inverse document frequency [8].
)e sentences with the highest score are considered the
conclusive sentences for summary [17]. )is paper provides
more detailed information about the application of the TF-
IDF algorithm on multidocument extractive text
summarization.

LexRank algorithm is an unsupervised graph-based
method for automatic text summarization (ATS) [18].
Graph method is used to compute the score of sentences.
LexRank is used for computing sentence importance based
on the concept of eigenvector centrality in a graph repre-
sentation of sentences. In this algorithm, we have a con-
nectivity matrix based on intrasentence cosine similarity,
used as the adjacency matrix of the graph representation of
sentences [19]. )is sentence extraction majorly revolves
around the set of sentences with the same intent; i.e., a
centroid sentence is selected, which works as the mean for all
other sentences in the document. )en, the sentences are
ranked according to their similarities.

TextRank algorithm, for automatic text summarization,
is an unsupervised graph-based ranking approach. )e
scoring of sentences is performed using the graph method,
where each vertex is scored based on the linking of those
tokens, which are considered vertex in the graph [20].
TextRank can be used for keyword extraction and sentence
extraction. Here, we have used TextRank as sentence ex-
traction with a higher score. An important aspect of Tex-
tRank is that it does not require deep linguistic knowledge,
nor domain or language-specific annotated corpora, which
makes it highly portable to other domains, genres, or
language.

BertSum algorithm assigns scores to each sentence that
represents how much value that sentence adds to the overall
document [21]. Scores of each node or vertex are decided by
either a “voting” or “recommendation” system, where each
node or vertex votes for all others.)e importance of a node/

vertex is decided based on the votes received. )e value of
each vote also depends on the importance of the node
casting it. )e sentences with the highest scores are then
collected and rearranged to give the overall summary of the
article.

A quantitative and qualitative assessment of 15 algo-
rithms has been performed by Ferreira et al. [22] for sen-
tence scoring. )ey evaluated these algorithms in three
datasets: convolutional neural network (CNN) news dataset,
Blog summarization dataset, and SUMMAC dataset. In the
paper [23], the authors proposed extractive text summari-
zation of Hindi novels and stories.)ey create a good corpus
of the dataset of Hindi novel and perform summarization
with standard evaluation parameters. Also, they evaluate the
proposed model on slandered English dataset and concluded
that prosed model outperforms as compared to state of art
methods.

An extractive multidocument text summarization using
a quantum-inspired genetic algorithm is proposed in the
paper [24]. )ey proposed a quantum-inspiring genetic
algorithm to summarize silent sentences of web-based
multidocuments. )e proposed model is evaluated on
standard benchmark datasets DUC 2005 and DUC 2007.
)ey concluded that the proposed model outperforms as
compared to the state-of-the-art methods. Kumar et al. [25]
presented an improvised extractive approach based on a
thematic approach for summarization of Hindi text
documents.

In the paper [26], the authors proposed a new dataset
“SIGIR2018” for extractive text summarization. )ey eval-
uated the dataset on standard matrices and compare the
results of other publicly available datasets like DUC 2005
and DUC 2007.

2.2. Abstractive Summarization. On the other hand, ab-
stractive summarization does not focus on the semantic
representation of data and utilizes techniques of natural
language processing (NLP) and linguistic approach to
concise the given information [14]. Summaries generated by
abstractive summarization might not be composed of
original sentences or words andmight have been replaced by
morphed sentences and newwords. Summaries generated by
abstractive summarization are more comparable to human-
generated summaries [27]. )ey succeed in better com-
prehension of the context and idea of the information;
however, since the algorithms require training of models and
implementation of NLP models, they require high com-
putational power and more resources than extractive
summarization techniques.

PEGASUS algorithm is an abstractive summarization
algorithm, which uses a sequence-to-sequence framework
using encoder-decoder architectures based on recurrent
neural network (RNNs) [28]. It uses pretrained sequence-to-
sequence models with sentences masked and then passed to
the encoder-decoder [29]. )is paper gives more detailed
info about sequence-to-sequence models. It is computa-
tionally expensive and needs a lot of time and resources for
implementation. )e masked information can be sentences,
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words or collocations, etc. A study into this domain gave
insights into the abstractive text summarization algorithm,
which can generate a summary of texts based on the concept
of extracted gap sentences. Pretraining them on different
models leads to more accurate results, as the model can
predict the missing sentences and then is used for the
summarization of lengthy text.

An abstractive text summarization using a hieratical
human-like deep neural network is proposed in the paper
[30]. )e authors’ main objective is to generate abstractive
text summarization as much similar to a human-generated
summary. )e proposed model is based on a knowledge-
aware hierarchical attention module, a multitask learning
module, and a dual discriminator generative adversarial
network. )ey compare the results on a standard dataset
with standard evaluation matrices.

)ese were some of the algorithms whose literature work
is mentioned above, and now in the next section, we will be
explaining the algorithms in more detail, their imple-
mentation, and their detailed analysis by comparing their
results from the various datasets used for text
summarization.

3. Methodology

Summarization processes in extractive and abstractive-based
algorithms can be tackled by focusing on semantic attributes
and semantic relationships among the constituents of the
given information. )ese relationships can be established by
considering various aspects, e.g., by using different algo-
rithms like K-means clustering, using scoring systems for
words and sentences, using voting systems among words
and sentences, through machine learning.

As it is known that there are many algorithms available
for text summarization, each one of them has its charac-
teristics and performs better on different datasets. Mainly, all
the algorithms are classified into various categories based on
their implementation.

)e extractive-based algorithms are classified into three
types mainly based on the different types of learning as
shown in Figure 1 [31]. It provides detailed information
about all the techniques used for selecting the best extractive
algorithm based on various attributes.

Regarding abstractive-based text summarization, the
algorithms are categorized into two main types of sum-
marization algorithms based on approaches, i.e., semantic-
based approach and structured-based approach, as shown in
Figure 2. )is article provides a deep understanding of these
approaches and helps to identify algorithms suitable for text
summarization.

All the algorithms focus on determining meaningful
sentences, keywords, and words for generating the sum-
mary, which concisely conveys vital information. After
gathering information about the performance of different
algorithms, we have selected five algorithms, which perform
better than other algorithms and are extensive in delivering
better results. In particular, PEGASUS (abstractive-based
algorithm) shows the state-of-the-art performance among
all the other abstractive-based algorithms [28].

As discussed earlier in Section 1, the algorithms used in
this paper are TF-IDF, LexRank, TextRank, BertSum, and
PEGASUS that have been developed around the concepts
mentioned earlier. TF-IDF, LexRank, and TextRank algo-
rithms work by calculating word or sentence scores through
their system, whereas BertSum and PEGASUS use a voting
system among words or sentences, whichever is more op-
timal, and use machine learning and RNN techniques, re-
spectively. )e algorithms have been discussed thoroughly,
along with their results and conclusions in the following
sections.

3.1. Term Frequency Algorithm. Large messages are first
changed over into sentences, and afterward-weighted term
frequency and inverse document frequency are determined
where the sentence recurrence is characterized as the
number of times these terms have appeared in the sentences
of the archive [8]. )e vectors of the sentences are deter-
mined, contrasted, and different sentences and are then
scored.

)e TF-IDF estimation of a word is determined by the
result of TF (term frequency) and IDF (inverse document
frequency), where TF (term frequency) is defined as the
occasions a term happens in a record [32]. )e sentences
with high weight values are selected to be the definitive
sentences for synopsis. In this technique, each word is given
a value between 0 and 1, where the closer the value is to 1, the
higher will be its priority. Moreover, each word is known as a
term, and it helps in outlining the important terms in the
document, thereby generating a better summary.

In contrast to different calculations requiring man-made
consciousness and AI, this programmed rundown exploration
need not bother with any AI because of the utilization of li-
braries currently available to us, for example, NLTK and
BeautifulSoup. Utilization of the current libraries helps us focus
on the most proficient method to ascertain TF-IDF and the
content. )e program is isolated into three primary capacities,
which are preprocessing, highlight extraction, and synopsis.

We have composed the calculation in Python to produce
the rundown utilizing this calculation. Figure 3 shows the
flow chart of TF-IDF technique implementation.

Preprocessing capacity measures the archive with NLTK
capacities like grammatical feature (POS) tagger, tokeni-
zation, stemming, and stop words [33]. After the archive is
inputted into the program, the preprocessing capacity parts
the content into a rundown of terms utilizing tokenization
capacities. )e emotional development of the Internet has
led to the overpowering of individuals by the enormous
measure of online textual data and reports [34]. )is
growing accessibility of records has demanded thorough
exploration in the programmed text summary or outline. An
outline is defined as “a book that is created from at least one
message, that conveys significant data in the given text (s),
and that is shorter or equivalent to half of the given text(s)
and normally, altogether not as much as that.” For instance,
web crawlers produce scraps as the analysis of the given text.
Different models incorporate news sites, which produce
consolidated portrayals of information themes, usually as
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features to encourage examining or information extractive
ideology or techniques.

We as humans summarize any given data by first reading
it from top to bottom to comprehend the context and then
composing our summary by featuring the main idea or
concerns. Since machines cannot read or understand like
humans, it has made programmed text synopsis extremely
troublesome. Programmed text rundowns have been an area
of interest since the 1950s. A significant amount of attention
to this field was due to the summarization of logical archives.
Luhn [35] set the foundation stone for programmed sum-
marization by proposing the summarization technique by
considering sentences from content utilization high-
lights—for example, term and sentence recurrence. )e
technique required assigning weight to the sentences of the
given text to determine words with high recur frequency and
ignoring the common words with high recurring frequency.

From the start, we standardize the reports, and the
content is changed over into lowercase, so the two words, for
example, Hello and hi, are not viewed as of particular. At that

point, the cycle of tokenization happens where the sections
are changed over into singular sentences. After this, the
sentences are further tokenized and changed over into a
rundown of words. Presently, every word in the rundown is
arranged utilizing the POS tagger work to have no super-
fluous words. )e words are characterized into various
kinds, for example, DET (determiners), CONJ (conjunc-
tions), PRT (particles or other capacity words), NUM
(cardinal numbers), X (other: unfamiliar words, errors,
shortenings), “.” (accentuation), VERB (action words),
NOUN (things), PRON (pronouns), ADJ (modifiers), ADV
(intensifiers), and ADP (adpositions). All the stop words and
clitics are eliminated so that there are no ambiguities. At that
point, standardization happens of the words where fastens
are eliminated to ensure that the outcome is the known
world in the word reference.

)e TF-IDF estimation of everything and the action
word would then be determined from the preprocessed
rundown of words. )e calculations of TF-IDF can be
performed using equation (5).
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Figure 2: Abstractive text summarization techniques.
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TF(t, d) �
Total appearance of the term ′t′ in a document

Total terms in the document ′d′
, (3)

I DF(t) � log
Total number of documents in a document set

Document Frequency of the term ′t′
, (4)

TF − I DF(t, d) � TF∗ I DF . (5)

)e estimation of TF-IDF goes from zero to one with
ten-digit accuracy. After being determined, these words are
arranged in sliding requests by their worth. At that point, it is
incorporated into the new word reference of words, and they
are worth it. )is arrangement is imperative to break down
the position of TF-IDF esteem from the entirety of the words
to check the yield rundown. In the wake of knowing the TF-
IDF estimation of each word, it can compute the significance
estimation of a sentence. )e significance estimation is an
amount of the estimation of each thing and action word in
the sentence. Each sentence in the archive is arranged in a
diving request.

Finally, five sentences with the highest TF-IDF esteem
are picked.)e number of sentences in the last synopsis may
change contingent upon the pressured pace of the program

picked by the client. As TF-IDF is an extraction technique,
the sentences in the outline are equivalent to the first report.
)ese picked last sentences are arranged as per their ap-
pearance in the first archive. For the multirecord outline, the
sentences are arranged comparatively with a single report
synopsis [36]. )e thing that matters is that it begins from
the archive, which has the minimal absolute of TF-IDF. )e
TF-IDF algorithm works by this means.

3.2. LexRank Algorithm. LexRank is an extractive technique
used for text synopsis. LexRank method for text summa-
rization where another baby method used is the PageRank
method with a sibling TextRank. )is learning technique is
based on the unsupervised graph.)e scoring of sentences is

Start 

Load text 
Document

Text processing (Stop words Removal, Clitics, 
Removal, Stemming & Word tagging) 

Calculate each sentence 
Score 

Summary Generation 

Stop 

Figure 3: TF-IDF technique.
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finished utilizing the diagram strategy. LexRank is utilized
for figuring sentence significance dependent on the idea of
eigenvector centrality in a chart portrayal of sentences.
Under this algorithm, if one sentence is similar to many of
the other sentences, it is assumed that it is more important in
the document.

)is model has a network framework dependent on
intrasentence cosine likeness, which is utilized as the con-
tinuous grid of the diagram portrayal of sentences [18]. )is
sentence extraction significantly rotates around the ar-
rangement of sentences with the same plan. For example, a
centroid sentence is chosen, filling in the mean for any
remaining sentences in the record. Later, the sentences are
arranged as per their similarities.

3.2.1. Components of LexRank Algorithm. LexRank algo-
rithm consists of various components, which are discussed
as follows:

(a) Sentences and cosine similarity scores are repre-
sented by the graph’s node and edges, respectively, as
shown in Figure 4
Graphical Approach

(i) It is based on eigenvector centrality
(ii) Usually, sentences are placed at the end of

vertices of the graphs
(iii) We can calculate the weight of the edges using

the cosine similarity metric

Concerning this graph, Si are the sentences at the
vertices, respectively, and Wij are weights at the end
of the edges

(b) Nodes: TF-IDF vector over each term in the sentence
is computed in equations (3) and (4), respectively

(c) Edges: the similarity between two sentences is then
defined by the cosine between two corresponding
vectors, as shown in

i df − modified − cosine(x, y) �
􏽐w∈x,ytfw,xtfw,y(i df)

2

�������������������

􏽐xi∈x tfxi,x ∈ xi dfxi
􏼐 􏼑

2
􏽱 �������������������

􏽐yi∈y tfyi,y ∈ yi dfyi
􏼐 􏼑

2
􏽱 , (6)

where tfw,s is the number of occurrences of the word
w in the sentence s and idf is the inverse document
frequency, defined in equation (4).

For generating the summary, we used the “Sumy” library
in Python, which uses the LexRank algorithm for generating
the summaries of lengthy text.

Methodology:
)e prominent approach is an unsupervised graph.
Advantages:

(i) Maintains redundancy
(ii) Improves coherency

3.3. TextRank Algorithm. TextRank is used for text pre-
processing to determine the keywords and relevant sen-
tences in a given text. It is an unsupervised graph-based
ranking model. )en, those sentences are used to generate
the text summary. Since the TextRank algorithm is graph-
based, the significance of a vertex is determined based on the
complete information provided by the graph. )e TextRank
algorithm makes this decision based on “votes” or “rec-
ommendations” of a vertex. All the vertices except for the
one being accounted for will vote for a vertex [20]. )e
importance or value of a vertex is calculated based on the
votes received by the vertex. Also, each vertex’s vote has its
importance calculated by considering the value of the vertex,
which is casting a vote. Once all vertices are scored or valued,
the vertices with maximum scores are further chosen as
important keywords. )ese keywords are used to determine
the key context of the text and the sentences, which should
be added to the summary generated.

For using the TextRank algorithm to summarize any
textual information, the text must first be transformed into a
graph. Various attributes of textual information can be used
as vertices of a graph and can be further processed. Such
attributes may include words, collocations, and entire
sentences. Once the textual information has been trans-
formed into a graph, the vertices are scored based on the
above voting system.

)e formula used to calculate the score of a vertex is
explained as follows.

Formally, let a directed graph with the set of vertices V
and set of edges E be represented as G � (V, E), where E is a
subset of VxV. Let ln(Vi) be the set of vertices for a given
vertex Vi that point to it, and let Out(Vi) be the set of vertices
to which vertex Vi points to. )e score of a vertex is defined
using equation (7) [20].

S Vi( 􏼁 � (1 − d) + d∗ 􏽘

j∈In Vi( )

1
Out Vj􏼐 􏼑

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
S Vj􏼐 􏼑. (7)

Here, d is the damping factor whose value lies between 0
and 1. It integrates the probability of jumping from a given
vertex to another vertex into the graph.

It is an iterative algorithm. Initially, a random value is
assigned to each node. Several iterations of the algorithm are
performed till convergence below a set threshold. After
executing the algorithm thoroughly, each node has a score
associated with them, which determines a node’s
importance.

In the TextRank algorithm, the initial values given to a
node will not affect the results or conclusions of the algo-
rithm. However, the number of iterations of the algorithm
might affect the results.

Computational Intelligence and Neuroscience 7
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Although the TextRank algorithm is used for directed
graphs, it can be used on an undirected graph as well in
which the out-degree and in-degree of a vertex are equiv-
alent. For loosely connected graphs, undirected graphs have
more gradual convergence when the number of edges is
proportional to the number of vertices.

3.4. BertSum Algorithm. Bertram is an abstractive sum-
marization algorithm based on BERT (Bidirectional Encoder
Representations from Transformers), an unsupervised
learning architecture built on top of the Transformer ar-
chitecture. )e BERT architecture has successfully per-
formed more efficiently for a wide range of tasks than the
existing models in the NLP space [21].

)e BERT architecture was built by Google, along with
several published papers and pretrained models that can be
used for transfer learning in many domains and various
tasks.

BertSum algorithm generates sentence embeddings by
using the tokenized textual information given. )ese sen-
tence embeddings can then be incorporated with the
K-means algorithm to calculate the significance of each
sentence embedding. )e significance of each sentence
embedding is determined by calculating its distance from the
centroid. Since the algorithm generates sentence embed-
dings and these sentences can be clustered with a size of k,
the size of the summary generated can be controlled by
managing the value of k. Previous frameworks and algo-
rithms of abstractive algorithms have not been able to
achieve this.

BertSum requires the textual information to be toke-
nized, i.e., removing too small or too large sentences or
sentences or words that require more context to be included
in the summary. Several tokenization models then can be
used to produce tokenized text. If sentences that fall into the
criteria as mentioned earlier were not removed from the
data, then it was observed that these sentences/words/pieces
of information were rarely used in generating the summary;
also, their presence affected the centroid of the data and the

algorithm produced different results, and its performance
deteriorated.

K-means algorithm is implemented on the tokenized
data to select tokens of more importance and value. )e
importance of each token is calculated based on each token’s
distance from the centroid. )e algorithm generates the
summary based on determined keywords and important
sentences. )e summary size can be controlled by changing
the value of k or the size of the cluster.

)e BertSum algorithm has superior performance over
all other NLP algorithms. )e BertSum algorithm has
specific pretraining objectives, it randomly masks 10% or
15% of the input, and the algorithm has to predict the
masked word or sentence. In another step, the algorithm
takes two sentences, namely, input sentence and candidate
sentence. )e algorithm has to foretell whether the input
sentence correctly comprehends the candidate sentence.)e
pretraining of the BertSum algorithm is computationally
expensive and might take days to pretrain the model even
with impressive computational power and resources. Google
has launched two pretrained models of the BertSum algo-
rithm for more straightforward implementation by users,
more variety of use cases, and better analysis and testing.

3.5. PEGASUS Algorithm. Pretraining with Extracted Gap
sentences for Abstractive Summarization (PEGASUS) is an
abstractive summarization algorithm that uses the sequence-
to-sequence framework, which uses RNNs, based on en-
coder-decoder architectures. It uses pretrained sequence-to-
sequence models with sentences masked and then passed to
the encoder-decoder as shown in Figure 5.

)e objective is based on predicting missing sentences
from the article [28]. Google AI introduces a new state-of-
the-art algorithm for doing abstractive summarization. )e
main contribution of the paper is the introduction of a new
pretraining objective for the summarization task. )e au-
thors test their transformer-based seq-to-seq summarization
model on 12 relevant datasets.)e new pretraining objective
leads to improved performance over baselines trained
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Figure 4: Unsupervised graph [18].
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directly on downstream summarization datasets and over
alternative pretraining objectives.

So, they have used a seq-to-seq transformer encoder-
decoder model to generate a new algorithm known as “Gap
Sentences;” here, sentences of significance are selected and
masked from the input document. )ese sentences are al-
together used to generate a single sequence from the
remaining sentences, and this can be considered following
the ideology of extractive technologies.

Let us suppose that we have a document and then use
different strategies such as

Random Method: randomly picking “m” sentences
Lead Method: selecting the first “m” sentences
Principal Method: selecting top “m” sentences based on
their significance in the document (i.e., picking those
sentences that maximally overlap with the document as
a whole based on ROUGE-1 metric)

After selecting the best strategy, the sentences are passed
in the transformer, where some of them are masked, and a
gap is created between them and is fed in the system,
expecting that the model will train itself internally and
generate the desired output that we ask for.

)ey have used multiple datasets to pretrain their
model like C4, the Colossal, and Clean version of
Common crawl, which consisted of 350M pages, 750 GB
of data. )is model is run on downstream summarization
datasets (12 in number) of different domains (news,
science, stories, instructions, emails, etc.). Moreover, the
results are prepared and generated in batches, which can
be used for evaluation.

4. Datasets Used and Implementation

In this section, we mainly discuss the datasets used in our
work and then compare their results using ROUGE
metrics.

4.1. Datasets. )e sort of data it gets as input primarily
determines any algorithm’s performance. Some algorithms
perform and give better results for one type but not for the
other one. For this paper, we picked two of the most popular
datasets from the available datasets on Tensor flow in the
category of text summarization. )e datasets are MultiNews
Dataset [37] and Reddit-TIFU Dataset [38]. Both the
datasets have different properties, and in this paper, we have
compared the human-generated summaries available from
them with the outputs generated by our algorithm.

We have implemented five algorithms in Python and are
therefore used for comparing results. Let us discuss the li-
braries used for implementing the following algorithms:

(a) TF-IDF algorithm: the implementation of the TF-
IDF algorithm has been done by utilizing the NLTK
kit for sentence tokenization. )e generated results
have been discussed hereinafter

(b) LexRank algorithm: SUMY is a Python-based library
that helps to extract summaries fromHTML pages. It
can be considered an automated text summarizer
library that has provided the basic implementation
for the LexRank algorithm

(c) TextRank algorithm: SUMMA provides text sum-
marization algorithms and resources required for the
same. It is built by utilizing the GATE API. For this
algorithm, we used the SUMMA package for sum-
mary generation. It contains the implementation of
various algorithms. We have utilized the TextRank
algorithm provided by the package

(d) BertSum algorithm: BertSum algorithm is implemented
and provided by the best-extractive-summarizer library.
We have utilized the implementation per our re-
quirements and according to the benchmarks utilized
for evaluation and comparison

(e) PEGASUS algorithm: for implementing the PEGA-
SUS algorithm, we used inbuilt libraries sentence

Mythical Names

Transformer Encoder

Pegasus is [Mask 2] [Mask 1] It [Mask 2] the model

It is pure white, <eos>

Transformer Decoder

<s> It is pure white

Pegasus is mythical It is pure white It names the model

Target TextMasked Tokens

Figure 5: Transformer encoder-decoder model [28].
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piece and transformers, in which we used “google/
pegasus-multi_news” and “google/pegasus-red-
dit_tifu” models while generating the summaries of
text

4.2. Evaluation Metrics. In general, there are three types of
evaluations: coselection-based assessment (with a reference
summary), document-based assessment (with the original
document), and content-based assessment (without refer-
ence summary) [32]. We briefly discuss them as follows.

(a) Coselection-Based Evaluation Metrics. )is evalua-
tion technique is based on keywords in the system
summary, and it necessitates a comparison of ref-
erence summaries of the documents. )e reference
summary and system summary’s common words are
chosen and assessed separately. Recall, F-score, and
precision are the measurements

(b) Content-Based Evaluation Metrics. )is technique
assesses the summarizing system in terms that are
widely understood.)e outline cannot get a network
of thoughts, a stream of sentences, the relatedness of
sentences to previous phrases, or content curiosity.
Every one of these difficulties may be addressed
using a content-based approach. We show some
content-based assessment methodologies that take
into account a text’s varied features. It just neces-
sitates a system overview, which contains metrics
like cohesiveness, nonredundancy, and readability

(c) Document-Based Evaluation Metrics. When two
phrases in a document have the same relevance, but
neither is included in the reference summary, these
evaluation metrics fail to assess the system summary
properly

Regarding this paper, we have used coselection-based
metrics for evaluation, especially the ROUGE framework,
which is explained in more detail hereinafter.

4.2.1. ROUGE. Since the mid-2000, the ROUGE metric has
been broadly utilized for programmed assessment of out-
lines [16]. Lin called it Recall-Oriented Understudy for
Gisting Evaluation (ROUGE), and he presented various
measurements that help in naturally deciding the nature of
an outline by comparing it with human (reference) synopses
considered mostly as the ground truth.

Different types of ROUGEs are used in comparing
different sentences. )e granularity of texts compared be-
tween the system summaries and reference summaries can
be thought of as ROUGE-L, ROUGE-N, and ROUGE-S.

(a) ROUGE-N identifies overlap between unigrams,
bigrams, trigrams, and higher-order n-grams

(b) ROUGE-L uses the longest common sentence (LCS)
to determine the most extended corresponding se-
quence of terms. LCS has the benefit of demanding
in-sequence matches that capture sentence-level
word order rather than sequential matches. You do

not need to specify an n-gram length since it con-
tains the longest in-sequence typical n-grams by
default

(c) ROUGE-S is any pair of words in the proper order of
a phrase, accounting for gaps. )is is referred to as
skip-gram concurrence. Skip-bigram, for example,
tests the overlap between word pairs with a limit of
two spaces between them. For example, the skip-
bigrams for the term “dog in the basket” will be “dog
in, dog the dog basket, in the, in a basket, the basket”

ROUGE-1 refers to the overlap of unigrams between the
device description and the reference summary regarding this
study. ROUGE-2 refers to the overlap of bigrams between
the method and comparison summaries. Generally, there are
three metrics [39] that ROUGE generates for analyzing the
results.

(i) Recall. Recall is an aspect of the ROUGE metric that
can be considered as the amount of original data
given to the model that has been used to generate
the summary.

(ii) F-Score. )e F-score is a numerical value derived
using precision and recall. It is utilized to express
the right combination of recall and precision.

F − score �
2∗ recall∗ precision
recall + precision

. (8)

(iii) Precision. Precision refers to themeasurable amount
of summary generated that was essentially needed
or required for generating an efficient summary.

Both the dataset and our algorithm outputs are provided
into the ROUGE function, which is used to assess the
similarity of two phrases by counting the number of
overlapping words and then generating a result in the form
of three metrics called recall, F-score, and precision.

5. Result Analysis

Let us consider the result generated by each of the datasets
discussed in the section above. )e datasets have been se-
lected from the set of datasets available at [40] Tensor flow
catalog under the summarization section.

5.1. MultiNews Dataset. )is dataset contains a human-
generated summary of the various news articles cited on
https://newser.com [37]. Professional editors have written
these summaries and include links to the original articles
cited.

For this dataset, the average summary generated by all
the examples contains an average of three sentences in the
resultant summary. )erefore, for better result generation,
we kept a three-sentence summary as a reference.)e results
generated after using this dataset as a reference summary
provider are depicted in Table 1.

We can see from Table 1 that on the MultiNews dataset,
TextRank gives the best result out of all the algorithms on
ROUGE-1 metrics, and PEGASUS delivers the best

10 Computational Intelligence and Neuroscience
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performance for ROUGE-2 and ROUGE-L metrics out of all
the compared algorithms. If we compare the overall average
of F-score, then PEGASUS has the best F-score for all, and
TextRank has the second best average F-score and best
among the extractive-based algorithms.

Here is a visual representation of the above-gathered
data, which will analyze the performance of different al-
gorithms in Figure 6.

5.2. Reddit-TIFU Dataset. )is dataset contains the samples
of the Reddit dataset, and TIFU here stands for the sub-
reddit’s name [38]. It also contains handwritten summaries
of the samples present in the dataset, which are used for
reference. For this dataset, the average summary generated
for each sample was of a 3-sentence length. )erefore, while
fetching the results, we used three-sentence summaries as
the generated summary from our algorithms. )e results
were then compared using the ROUGE library implemented
in Python and are shown in Table 2 for all five algorithms.

It is visible from Table 2that , for the Reddit dataset, the
TextRank algorithm gives the best possible results out of the
four extractive-based algorithms, which has the highest
average of F-score and PEGASUS outperforms them all, as
visible in the chart below too. Either of these algorithms can
be used for generating summaries of long texts, which are
similar to the samples of the Reddit-TIFU dataset.

Here is a visual representation of the above-gathered
data, which will analyze the performance of different al-
gorithms in Figure 7.

In this paper, we have compared the algorithms using the
two datasets mentioned above. We also observed that, in
various other research papers, these algorithms had been
compared on different datasets than the ones mentioned
here, and our algorithms have shown better results on both
the datasets mentioned in this paper. Possibly, TF-IDF,
LexRank, and TextRank showed excellent performance [23].
)is paper also compares TextRank and LexRank algorithms
on the Opinosis dataset and the ROUGE values generated by
[41] are presented in Table 3.

It is visible that both these algorithms TextRank and
LexRank give better results on Reddit-TIFU and MultiNews
dataset when compared to the result generated by the
Opinosis dataset.

TextRank algorithm has performed better than other
extractive summarization algorithms because of various
reasons. TextRank algorithm follows unsupervised learning
as there is no requirement of training data set and no hu-
man-generated input which allows the algorithm to deliver
better results as compared to other algorithms. TextRank
algorithm is designed in such a way that due to its internal
implementation of PageRank algorithm and generation of
the similarity matrix, its performance is better than LexRank
and BERT Algorithm.

Table 1: ROUGE metrics for MultiNews dataset.

No. Algorithm Rog-1-f Rog-1-p Rog-1-r Rog-2-f Rog-2-p Rog-2-r Rog-l-f Rog-l-p Rog-l-r
1 TF-IDF 0.2971 0.35273 0.25663 0.0821 0.0987 0.0703 0.2495 0.2849 0.222
2 LexRank 0.2941 0.4203 0.22619 0.0765 0.1077 0.0593 0.2307 0.3306 0.1772
3 BertSum 0.2584 0.42442 0.18581 0.0745 0.1325 0.0519 0.2268 0.3501 0.1678
4 TextRank 0.5948 0.60544 0.58456 0.1112 0.0736 0.2276 0.2828 0.2041 0.4605
5 PEGASUS 0.438 0.49796 0.39095 0.1998 0.2261 0.179 0.3734 0.4296 0.3303

ROUGE Parameters
rog-1-f rog-1-p rog-1-r rog-2-f rog-2-p rog-2-r rog-1-f rog-1-p rog-1-r

TF-IDF
LexRank
BERT Sum

TextRank
PEGASUS
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Figure 6: Comperision of results of summarization algorithms on MultiNews dataset.
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6. Conclusion

Development inaccessibility and prominence of the web
have given us a massive measure of crude and chaotic in-
formation, which can be put to great use. For simplicity of
information, appraisal effective and mechanized synopsis
has gotten significant, and a request will probably be filled in
coming years. In this paper, we have examined, applied, and
assessed diverse extractive synopsis methods, broke down
their downsides, and flourished to arrive at an ideal answer
for a productive outline. Even though it is not possible to
explain the implementation for each algorithm in detail, we
have tried to give an insight into each algorithm through our
paper and depict the advancements in various techniques for
summarization. We have continually focussed on improving
the proficiency of rundown strategies, and it has prompted a
vigorous establishment for us to work upon.

We have extensively compared the algorithms, i.e.,
Extractive and Abstractive, on different datasets, and they
have shown excellent results and are better than their
previous implementations in other papers. )is paper

mainly compared them on two popularly known datasets,
i.e., Reddit-TIFU and MultiNews, and suggested the best
possible algorithm for text summarization out of the five
available algorithms. )erefore, it is clear from the analysis
that, for both the datasets, PEGASUS delivered the best
results among all the algorithms with the highest average
F-score and TextRank delivered the best results among all
the extractive-based algorithms. Moreover, all the other
algorithms used in this paper have also shown better results
on both these datasets compared to other datasets used in
various other papers mentioned above. )is study may be
useful for researchers in the future for the selection of the
appropriate algorithm for different text summarization.
)ey may directly use PEGASUS for abstractive text sum-
marization and TextRant for extractive text summarization
for other datasets.

Tough, automatic text summarization has unlimited
scope in the present scenario but one of its crucial appli-
cations may be in the summarization of biomedical docu-
ments. )e traditional approaches in text summarization
concerning biomedical documents suffer from fundamental

Table 2: ROUGE metrics for REDDIT-TIFU dataset.

No. Algorithm Rog-1-f Rog-1-p Rog-1-r Rog-2-f Rog-2-p Rog-2-r Rog-l-f Rog-l-p Rog-l-r
1 TF-IDF 0.2095 0.1819 0.4208 0.1251 0.1578 0.1839 0.1282 0.1835 0.3525
2 LexRank 0.2199 0.1183 0.3312 0.1275 0.2034 0.1806 0.1442 0.1709 0.2713
3 BertSum 0.2261 0.1165 0.3887 0.1209 0.1263 0.1832 0.1356 0.1905 0.3362
4 TextRank 0.2159 0.1098 0.5056 0.1258 0.1555 0.2215 0.1258 0.1784 0.4279
5 PEGASUS 0.2376 0.2139 0.3293 0.1845 0.2766 0.2023 0.2175 0.1974 0.3846

ROUGE Parameters
rog-1-f rog-1-p rog-1-r rog-2-f rog-2-p rog-2-r rog-1-f rog-1-p rog-1-r
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Figure 7: Comperision of results of summarization algorithms on REDDIT-TIFU dataset.

Table 3: Precision, recall, and F-measure of algorithms.

Algorithm F-measure Recall Precision
TextRank 0.133 0.085 0.382
LexRank 0.19 0.148 0.331
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issues such as its inability to capture clinical context, pro-
ducing a summary of biomedical documents, and quality of
shreds of evidence. )e proposed text summarization
techniques can be used as one of the tools to retrieve and
produce meaningful information to end-users from a huge
biomedical repository and thus can help people make
complex clinical decisions.
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Visual object tracking is an important topic in computer vision, which has successfully utilized pretrained convolutional neural
networks, such as VGG and ResNet. However, the features extracted by these pretrained models are high dimensional, and the
redundant feature channels reduce target localization and scale estimation precision, leading to tracking drifting. In this paper, a
novel visual object tracking method, called learning enhanced feature responses tracking (LEFRT), is proposed, which adopts the
target-specific features to enhance target localization and scale estimation responses. First, a channel attention module, called
target-specific network (TSNet), is presented to reduce the redundant feature channels. Secondly, the scale estimation network
(SCENet) is introduced to extract spatial structural features to generate a more precise response for the scale estimation. Extensive
experiments on six tracking benchmarks, including LaSOT, GOT-10k, TrackingNet, OTB-2013, OTB-2015, and TC-128,
demonstrate that the proposed algorithm can effectively improve the precision and speed of visual object tracking. LEFRTachieves
90.4% precision and a 71.2% success rate on the OTB-2015 dataset, improving the tracking methods based on the
pretrained features.

1. Introduction

Visual object tracking is one of the fundamental tasks in
computer vision, widely used in the civil and military fields,
such as image segmentation [1], intelligent transportation
[2], object detection [3], and human-computer interaction
[4].

Recently, pretrained deep features bring state-of-the-art
performance to existing trackers, effectively separating
foreground objects from the background. However, the
tracking task aims to distinguish the object/foreground and
the background, and the pretrained features with high di-
mensions are redundant. What is more, the pretrained VGG
and ResNet are trained for the preset object categories, but
the target in a tracking task can be an arbitrary object. As
shown in Figure 1, the response generated by the pretrained
features may focus on the object in the pretrained set. At the
same time, tracking methods based on the correlation filters
utilized the convolutional features and the a priori scale
coefficients to estimate the shape of the targets. ,e a priori

scale coefficients are set as the discrete constant term pa-
rameters, which leads to the precision limit.,erefore, it is of
great importance to exploit more compact features to rep-
resent specific targets.

In this paper, we propose a novel visual object tracking
algorithm called learning enhanced feature responses
tracking (LEFRT), as shown in Figure 2, including the TSNet
and the SCENet. We proposed the TSNet to reduce the
redundant feature channels for the tracking methods based
on the correlation filters and the pretrained features. What is
more, we initialed the TSNet with the target’s appearance in
the first frame to reverse the channels paying attention to the
given targets. We proposed the SCENet to regress the tar-
get’s shape. ,e bounding box regression was introduced to
accurately predict the target’s finer shape. What is more, the
convolutional features lacked spatial topology information
for shape estimation, and we introduced 2D-RNN layers to
establish the spatial relation for the target’s structure.

Specifically, we extract the features using the pre-
trained model firstly. Secondly, the TSNet is proposed to
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reduce the redundant channels of the features, and then
these features are then sent into the correlation filter for
target center localization. We calculate the attention of
each feature channel to the target and activate the
channels that focus on the given target. ,irdly, we regress
the proposal target region on the SCENet to estimate the
target’s scale with the predicted target center. We con-
struct the spatial structural backbone to establish the
spatial relationship of the target image region. ,e main
contributions of our proposed algorithm are summarized
as follows:

(1) We propose the TSNet to generate channel attention
and select the effective channels for arbitrary targets,
significantly reducing the redundant feature chan-
nels and locating the specific target more precisely.

(2) 2D RNN feature is utilized to represent the spatial
structure of the target for scale estimation in the
SCENet, which describes the spatial relationship and
enhances the response of the target’s boundary.

(3) ,e proposed algorithm has achieved superior
performance on different datasets with many
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Figure 1: Comparison of pretrained (VGG-16) features responses and our target-specific features responses in LaSOT [5] test sets. For
example, the left figure is the original frame in the first row, including the target (yoyo) and the human (pretrained distractor). ,e central
figure is the responses generated fromVGG-16, which focuses on the human head.,e right figure is the response from our methods, which
focuses on the target (yoyo). (a) Yoyo-19. (b) Responses from pretrained features. (c) Ours. (d) Coin-6. (e) Responses from pretrained
features. (f ) Ours. (g) Bus-2. (h) Responses from pretrained features. (i) Ours.
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challenges, including OTB-2013 [6], OTB-2015 [7],
TC-128 [8], TrackingNet [9], LaSOT [5], and GOT-
10k [10]. ,e experimental results show that our
method effectively improves the precision of both the
target’s center and scale estimation.

,e rest of the paper is organized as follows: we survey
related works on visual object tracking in Section 2. Our
proposed algorithm is described in Section 3. ,e following
Section 4 demonstrates the experimental evaluations and
results. Finally, we conclude the paper in Section 5.

2. Related Work

In this section, we introduce the researches closely related to
this work. First, we discuss the features utilized in visual
object tracking. Second, we present the scale estimation
methods used to estimate the target’s shape during tracking.

2.1. Features in Visual Object Tracking. Tracking algorithms
utilize features to represent targets’ appearance, mainly
including traditional manual features, features extracted
from end-to-end networks, and features extracted from
pretrained models.

Traditional manual features are efficient for visual object
tracking. ,e color attributes method was proposed as a fast
color representation, which allowed the tracker to operate at
more than 100 frames per second without significant loss in
precision [11]. KCF [12] and DSST [13] utilized fHOG to
extract features efficiently from different scales and achieved
real-time speed. However, traditional manual features
perform weakly in complex tracking scenes, such as targets
with color change and blurred appearance.

Features extracted from the end-to-end network are
adaptive for given tasks and scenes. ,e end-to-end tracking
networks include deep feature methods and matching
methods. On the one hand, deep feature methods predict
accurate location during tracking. Multi-Domain Con-
volutional Neural Networks (MDNet) [14] used a multiple-
domain network to obtain the convolutional neural network
(CNN) features, which achieved 94.8\% precision on the
OTB50 dataset [7]. To enhance the backbone network
without detriment to the tracking speed, DML proposed a
mutual-learning-based methodology to use a heavyweight
network [15]. On the other hand, matching methods, such as
SiamFC [16], Reinforced Attentional Representation (RAR)
[17], and SiamRPN [18], utilized Siamese convolution
networks to achieve high-speed trackers. End-to-end
learning methods use high-dimensional convolutional fea-
tures to accurately separate foreground and nonsemantic
background, but they are computationally expensive to train
huge amounts of data on semantic negative pairs [19, 20].

Features that distinguish objects from the pretrained
model are efficient without online learning and update.
Some correlation filters methods [21–23] combine pre-
trained features from VGG [24, 25] and ResNet [26, 27].
Joint Group Feature Selection and Discriminative Filter
(GFSDCF) [26] combined features of ResNet with corre-
lation filters to achieve group channel responses. ROI Pooled

Correlation Filters (RPCF) [28] introduced deep network
and traditional handcraft features for target localization.
However, an arbitrary target may not be in the training
dataset, making the pretrained models focus on background
objects.,e pretrainedmodels utilize categories information
but lack spatial information, which leads to an inaccurate
scale estimation.

2.2. Scale Estimation. ,e relative motion changes the tar-
get’s state in the complex tracking scene, including spatial
location and scale. ,e consequent spatial location can be
predicted by temporal estimation, such as trajectory [29] and
RNN [30], but scale estimation is also important for the
target’s shape prediction. Tracking methods based on the
correlation filter [13, 31–33] applied a multiscale correlation
filter with prior parameters to select the scale of the max-
imum response. Tracking methods based on the regression
network used a deep network to predict the bounding box of
the target. Some tracking methods introduced the region
proposal network (RPN) [18, 19] to estimate the scale
variation based on the Siamese network. In addition, ATOM
[34] used Intersection over Union (IoU) predictors to es-
timate IoU for each proposal bounding box. However, deep
regression networks, IoU, and RPN networks rely on a huge
amount of training data and cost much time. ,e prior scale
coefficient is used in the IoU network and the one-di-
mensional scale filter, making the scale prediction inaccu-
rate. ,e object recognition estimated the object’s shape
accurately [35]. In our work, we learn a spatial response from
the first frame and use fast regression to predict the scale
variation accurately.

3. Method

,is section introduces our novel visual object tracking
algorithm for learning enhanced feature response tracking
(LEFRT). First, we introduce the framework of our tracking
method. Second, we propose the TSNet to select effective
features. Finally, we propose a novel SCENet for the scale
estimation.

3.1. Tracking Framework. Generally, the proposed LEFRT
includes TSNet and SCENet for location prediction and scale
estimation separately. As shown in Figure 2, the TSNet
reduces redundant feature channels during the training
process and retains features focusing on the given target.,e
SCENet containing 2D RNN layers is trained to enhance the
boundary response of the target. During the tracking pro-
cess, the correlation filters (CF) compute the center coor-
dinates of the target with the input of target-specific features.
,e scale estimation module uses the spatial structural in-
formation in 2D RNN features to estimate the scale variation
of the target.

For the TSNet, the pretrained feature extracted model based
onVGG-16 is trainedwith large-scale image database ImageNet.
,e TSNet fine-tunes the pretrained model using the target
appearance from the first frame that focuses on the specific
target. ,e TSNet learns the channel weights of the pretrained
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features to pay more attention to the given target in each se-
quence. We fine-tune the TSNet in the first frame and apply the
models in the subsequent frames. We extract the pretrained
features and apply the features’ channel weights from the trained
TSNet to select the most relative channels to the given target
when a new frame comes. After feature selection, we use the
correlation filter to localize the center location of the target.

For the SCENet, we train the model utilizing a set of
annotated video sequences. We combine the CNN layers
trained by the Stochastic Gradient Decent (SGD) method
and 2D RNN layers to model spatial-relationship between
local object areas and obtain a confidence map to estimate
object scale. We apply RNNs to modeling the object’s
structure and use such structure information to enhance the
response of objects in the confidence map. ,e RNNs in-
clude four directed acyclic graphs: southeast, southwest,
northwest, and northeast. With these directed acyclic
graphs, we can perform forward and backward propagation
on each directed acyclic graph. ,e recurrent layer is trained
by the method in Section 3.3. We apply the bounding box
regression technique [36] to estimate the target’s scale.

We also apply a redetection model for our tracking
method. We utilize a detection model every 500 frames to
obtain ten candidates in the current frame. ,en, we
compare the similarity between the candidates and the target
from the first frame with cosine distance, and the most
similar candidate is initialized as the new target template.

3.2. TSNet. Given an arbitrary sequence, we train our TSNet
in the first frame to obtain feature channel weights, and then
we generate target-specific features with these weights to
track the target in the subsequent frames.

3.2.1. Target-Specific Features Extraction. ,e TSNet is
proposed to learn the feature channel weights for the pre-
trained model. We utilize the VGG-16 network as the
pretrained model to extract basic features and discriminate
between different videos objects. To reduce the redundant
channels that focus on the target, we use the target’s ap-
pearance in the first frame to train our TSNet. We crop the
frame with the given ground truth to achieve the training
samples during the training process in the first frame. After
extracting the features from the pretrained model, we input
the pretrained features into our TSNet.

We regress the pretrained features ϕ(i, j) to the Gaussian
labels y(i, j) � e− i2+j2/2σ2 , where (i, j) represents the relative
coordinate difference of samples against the target center,
and σ is the width of the Gaussian kernel. ,e loss function
for regression can be formulated as

Lf � ||y(i, j) − Wn ∗ϕ(i, j)||2 + λf||Wn||
2
, (1)

where ∗ denotes the convolution operation, Wn is the
learnable parameters, and λf is a regularization parameter.
,e center of 2D Gaussian kernel is aligned with the specific
target center. For each sequence, we train our TSNet with the
feature in the first frame extracted from the pretrained
model with given epochs. To alleviate target’s deformation,
we add a dropblock layer after the convolution layer. ,e
closer the image is to the target center, the higher response
Wn ∗ϕ(i, j) the features produce.

In order to estimate the importance of each pretrained
feature channel in producing the regression response, the
learnable parameter Wn represents the contribution of
feature ϕ(i, j) to fit the Gaussian label in equation (1). We
utilize the average value of the weight Wn to compute the
importance of the n-th channels Δn:

Δn � avg Wn( 􏼁. (2)

Here, we select the C channels with positive values
Δn > 0, which have a positive relationship with the target
loss. ,en, we obtain the target-specific features of the given
target in the first frame. In the following video frames, we use
the selected channel features to localize the target in the
search area.

3.2.2. Target Center Localization. During the tracking
process in the subsequent frames, the target-specific features
are extracted and input to the correlation filter for target
center localization. ,e appearance model of the correlation
filters trackers WCF is trained on a M × N pixels sample
x(i, j). ,e training samples are generated by circular shifts
of xm,n, where (m, n) ∈ 1, 2, . . . , M{ } × 1, 2, . . . , N{ } with
the Gaussian label ym,n. In our method, we adopt the target-
specific features ϕ(x(i, j)) instead of the image samples
x(i, j). ,e filter WCF can be solved by minimizing the loss
function\cite{kcf}:

LCF � ϕ(x(i, j))⊙WCF + λCF WCF
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2

� 􏽘
m,n

WCF
Tϕ xm,n􏼐 􏼑 − ym,n􏼐 􏼑

2
+ λCF 􏽘

m,n

WCF
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2
, (3)

where λCF is a nonnegative regularization parameter. ,e
minimizer of equation (3) has a closed-form, which is ac-
quired by the following formula:

WCF � X(m, n)
T X(m, n) + λCF I􏼐 􏼑

− 1
X(m, n)

T Y(m, n), (4)

where the matrix X(m, n) has one sample xm,n per row,
and each element of Y(m, n) is a label ym,n. Expressed by
fast Fourier transform and inverse fast Fourier transform,
the solution WCF can be acquired by the following
formula:
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WCF � −F
−1 F xm,n􏼐 􏼑⊙F ym,n􏼐 􏼑

F x
∗
m, n􏼐 􏼑⊙F xm,n􏼐 􏼑 + λCF

⎛⎝ ⎞⎠, (5)

where F, F− 1 denote the fast Fourier transform and inverse
fast Fourier transform, respectively. x∗m, n is a complex-
conjugate of xm,n and ⊙ denotes the element-wise product.
,e training process is concluded in Algorithm 1.

During tracking, the response map f(z) is calculated by

f(z) � −F
−1 F xm,n􏼐 􏼑⊙F ym,n􏼐 􏼑⊙F zm,n􏼐 􏼑

F x
∗
m, n􏼐 􏼑⊙F xm,n􏼐 􏼑 + λCF

⎛⎝ ⎞⎠. (6)

Here, zm,n is the patch cropped from the new frame. And
the correlation filters place the peak of the response map as
the tracking target. In our method, we adopt the target-
specific features ϕ(xm,n) instead of the image samples x in
equation (3). ,e TSNet activates the feature channels that
focus on the given target and reduces the feature channels
that focus on the background.

3.3. SCENet. After target localization, we propose SCENet to
estimate the target’s scale and shape. We utilize 2D RNN to
establish the spatial relationship between the target and its
surrounding regions for scale estimation, which can effec-
tively enhance the boundary responses of the target.

3.3.1. Spatial Structure Feature. RNNs are developed for
modeling dependencies in sequential data. Given an input
sequence x(t)􏼈 􏼉t�1, 2, ...,T of length T, the hidden layer h(t) and
output layer f(t) at each time step t are calculated with

h
(t)

� σ Ux
(t)

+ W h
(t−1)

􏼐 􏼑,

f
(t)

� ψ V h
(t)

􏼐 􏼑,
(7)

where U, W and V represent weight matrices of the hidden
layer, the current hidden layer, and the output layer sepa-
rately; and σ and ψ are nonlinear activation functions. Since
the inputs are progressively stored in hidden layers, RNNs
can model long-range contextual dependencies among the
sequence elements.

Different from one-dimension sequential data, the self-
structure of two-dimensional image data is encoded in an
undirected cyclic graph. 2D RNN establishes spatial struc-
tural relationships from four directions. For each direction,
the output of the convolution layer ϕ(x(i, j)) for the image
region x(i, j) is input, and the spatial structural relationship
can be computed in the 2D RNN unit as follows:

hi,j � σ UR ϕ(x(i, j)) + 􏽘
α
WR

hα
⎛⎝ ⎞⎠,

fi,j � ψ VR
hi,j􏼐 􏼑,

(8)

where hi,j is the state of the hidden layer, and fi,j is the state
of the output layer. UR,WR, and VR are the learnable weight
matrices of the hidden layer, the current hidden layer, and
the output layer separately. σ and ψ are the nonlinear

activation functions. α is the neighborhood region of x(i, j).
,e parameters of the neighborhood regionWR establish the
relationship between the neighborhood state hα and the
current state hi,j. ,e undirected cyclic graph is decomposed
into four directions, including southeast, southwest,
northwest, and northeast. With equation (8), we can per-
form forward and backward passes on one directed acyclic
graph.

,e candidates are sent into the convolution layers
during the tracking process to obtain the initial features.
With equation (2), our method can generate a new hidden
state from the sample to store the representation informa-
tion, simultaneously containing the location and neigh-
borhood region information. Considering the summation of
all hidden layers for the four directions, the forward pass can
be calculated as

h
m
i,j � σ URm ϕ(x(i, j)) + 􏽘

α
WRm

h
m
α (x(i, j))⎛⎝ ⎞⎠,

f
m
i,j � ψ 􏽘

4

m

VRm
h

m
i,j

⎛⎝ ⎞⎠,

(9)

where URm, WRm, and VRm are matrix parameters for di-
rection m, and the hm

α (x(i, j)) is the hidden state of the
forward neighborhood of sample x(i, j).

3.4. Scale Estimation. Using the target center location pre-
dicted from Section 3.3, we can crop k anchor boxes similar
with faster-RCNN [37]. For each anchor box
pi, i ∈ 1, 2, . . . , k{ }. We extract the spatial structure feature
ϕ(pi) and then input ϕ(pi) into the bounding box regression
model. ,e loss function of the bounding box regression
model is

W∗ � argmin
W∗

L2 t
i
∗ 􏽢w

T
∗ ϕ pi􏼐 􏼑􏼐 􏼑 + λbb ||􏽢w∗ ||

2
, (10)

where 􏽢w∗ is the learnable parameter. ∗ ∈ x, y, w, h􏼈 􏼉 de-
notes the box’s center coordinates and its width and height.
λbb is the constant parameter. Label ti can be calculated as
follows:

tx �
􏽢x − x

w

ty �
􏽢y − y

h

tw � log
􏽢w

w
􏼠 􏼡

th � log
􏽢h

h
􏼠 􏼡,

(11)

where variables 􏽢x and x are for the predicted box and anchor
box, respectively (likewise for y, w, h). ,e bounding box
regression model predicts k bounding boxes, and we average
them to obtain the final bounding box.
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We propose a fast vision of the SCENet, using the
proposal bounding box predicted by correlation filter from
Section 3.3 instead of anchor boxes. In the fast vision
fSCENet, the feature extraction and bounding box regres-
sion model only run once, but the final bounding box’s
precision might decrease.

4. Experiments

To evaluate the performance of the proposed tracking method,
we conduct extensive experiments on three public tracking
datasets, including OTB-2013 [6], OTB-2015 [7] dataset, TC-
128 [8] dataset, LaSOT [5] dataset, TrackingNet dataset [9], and
GOT-10k dataset [10] as shown in Figure 3. Firstly, we detail
the implementations and parameters in our experiments and
introduce the datasets. ,en, in Section 4.1, we evaluate the
effectiveness of our tracking method by providing ablation
experiments. In Sections 4.2–4.6, we evaluate the performance
of the quantitative comparison with several state-of-the-art
tracking methods on the OTB-2013/OTB-2015, TC-128,
LaSOT, GOT-10k, and TrackingNet datasets, respectively.

Our tracking method is implemented in Matlab using
MatconvNet, which runs at an average speed of 30.7 fps with
a 2.6GHz Intel Core i7 CPU with 16GB RAM and a Titan
Xp GPU. In the proposed target-specific features, we utilize
the Con43 and Conv41 features from the pretrained model
VGG-16. ,e value of regulation parameter λf in equation
(1) is set as 0.01.,e training epoch for the TSNet is 100, and
the learning rate is 5e− 7.,e activation functions σ and ψ in
the SCENet are tanh and Sigmoid, respectively. ,e constant
parameter λbb in equation (9) is set as 0.012.

,e following datasets are used in our experiments:
OTB-2013/OTB-2015 [6, 7]: OTB-2013/OTB-2015 are

popular datasets for visual object tracking. OTB-2013 and
OTB-2015 contain 50 and 100 fully annotated videos, re-
spectively, with substantial variations. We adopt the
straightforward One-Pass Evaluation (OPE) [6] as the
performance evaluation method. For the performance
evaluation metrics, we use precision plots and success plots.
Following the protocol in the OTB-2015 benchmark, the
threshold of 20 pixels and success rate (Succ.) are presented

to compare the representative precision plots and success
plots of tracking methods. ,e main metrics for perfor-
mance evaluation in the tracking tasks include the precision
plot and the success plot. ,e value in the precision plot can
be calculated as (1/M) 􏽐

M
j�1(􏽐

Nj

i�1 1(|cij − 􏽢cij|2< τp)/Nj) ,
while the value in the success rate can be calculated as
(1/M) 􏽐

M
j�1(􏽐

Nj

i�1 IoU((cij, 􏽢cij)< τs)/Nj) . ,e ground-truth
of the target’s state is cij, while the predicted value is 􏽢cij. M is
the total number of video sequences in the current dataset.
Nj represents the total number of images in the j-th video
sequence. IoU is the Intersection over Union function to
calculate the overlap rate between the ground-truth and the
predicted value. When τp � 20, the value in the precision
plot is chosen as the precision. When τs � 0.5, the value in
the success plot is chosen as the success rate.

TC-128 [8]: the TC-128 dataset contains 128 fully an-
notated color video sequences with many challenging fac-
tors. ,e dataset includes sequences from two main sources:
50 previous studies and 78 new collections.

LaSOT [5]: the LaSOTdataset has longer sequences with
an average of 2,500 frames per sequence, including a public
dataset and test set for tracking. All the videos in the LaSOT
test set are annotated with eight challenges, including Aspect
Ration Change (ARC), Low Resolution (LR), Out-of-view
(OV), Fast Motion (FM), Full Occlusion (FO), Scale Vari-
ation (SV), Rotation (RO), and Deformation (DEF). We
evaluate our approach on the test set consisting of 280
videos, and online model adaption is crucial for this dataset.

GOT-10k [10]: GOT-10k is a large benchmarking dataset
for visual object tracking. It has 180 test video sequences in
84 categories. ,e main metrics of GOT-10k include AO,
SR0.5, SR0.75, and speed (Hz). SR0.5 and SR0.75 are the SR
metric with a threshold of 0.5 and 0.75 separately.

TrackingNet [9]: the TrackingNet Dataset contains 511
sequences for visual object tracking in the wild. ,e main
metrics of TrackingNet Dataset include Precision, Nor-
malizePrecision, and Success. ,e precision and success are
measured separately as the centers’ distance and the In-
tersection over Union (IoU). ,e NormalizePrecision is
measured as the weighted precision, and the weights are
calculated by the size of the ground truth bounding box.

Input:
,e first frame of the sequence, I1;
,e initial target state, S1;
,e pretrained VGGNet (VGG-16), w1
Output:
Target-specific features channel weight, Δn;
Weights of correlation filters WCF;
(1) Crop the search region and extract the pretrained features ϕ(i, j) using S1 for I1;
(2) Generate the Gaussian label map y(i, j);
(3) Obtain Wn by equation (1);
(4) Compute channel weights Δn by equation (2);
(5) Obtain target-specific features using channel weights Δn and pretrained features;
(6) Train correlation filters by equation (4);
(7) Return WCF

ALGORITHM 1: Training target center localization model (TSNet).
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4.1.AblationStudies. In this section, we conduct the ablation
study on OTB-2013 and OTB-2015 to evaluate the effec-
tiveness of each component. ,e main components contain
the TSNet and the SECNet. To show the contribution of the
components, four variants of LEFRT are designed:

Baseline: the original correlation filter tracker (see
Section 3.2.2) uses the pretrained VGG-16 features, and
the scale estimation is based on the prior scale
coefficients.
Baseline + TSNet: a variant without the proposed scale
estimation strategy, which applies the TSNet to localize
the target center.
Baseline + TSNet + SCENet-: a variant replaces the
SCENet in scale estimation strategy with CNN layers
SCENet-
LEFRT-HS: an accelerated version of LEFRT, which
applies fSCENet to estimate the scale.

As shown in Table 1, we evaluate three variants on the
OTB-2015 dataset and compare their tracking performance
with the proposed LEFRT. All the variants perform worse
than LEFRT in terms of tracking accuracy. Pre-Train-T
extracts the features from the Conv41 and Conv43 layers of
pretrained VGG-16 models, and it estimates the target’s
scale in the subsequent frames using the prior scale coef-
ficient. ,e baseline method utilized the pretrained CNN
feature from VGG-16. ,e high dimensional pretrained
features are trained for the classification task, and not each
channel is useful to distinguish the object and the back-
ground. Redundant features increase the parameters of the

model and pay too much attention to the background image,
resulting in model drift. Our TSNet selected the feature
channels that focused on the target itself and inactivated the
redundant channels, improving the tracking model’s speed
and precision. ,e baseline method utilized the scale pyr-
amid with the a priori scale coefficients, which limited the
accuracy of prediction results. We utilized the bounding box
regression to estimate a more accurate target’s shape, What
is more, the 2D-RNN features contain rich self-structure
information of the target, which improves the ability of
features to describe the target shape. In the comparison, the
accelerated version LEFRT-HS using the standard high-
speed features for scale estimation obtains a higher speed
than LEFRT. ,e tracking speed of LEFRT-HS is similar to
TS, which indicates that our scale estimation strategy has a
fast speed.

4.2. Evaluation on OTB-2013/OTB-2015 Dataset. We con-
duct the quantitative, qualitative, and challenging attributes
on the OTB-2015 dataset. What is more, we also conduct the
ablation study experiment on the OTB-2013 dataset.

4.2.1. Quantitative Comparison. We compare the precision
score and success rate obtained by our LEFRT and several
state-of-the-art tracking methods including SiamFC++ [38],
ASRCF [24], ARCF [39], UDT [20], ECO [40], CNN-SVM
[41], fDSST [13], ATTF [21], TADT [42], MLT [43], CFNet
[44], SiamFC [16], Siam-tri [45], EACOFT [22], and Dinesh
et al. [23]. Since our tracking method adopts target-specific

Figure 3: Some samples of the sequences in our evaluation dataset.
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features to select the channels of pretrained features, we
choose ASRCF, ARCF, UDT, CNN-SVM, and ECO, because
they use pretrained models to extract features. ,e pre-
trained features contain redundant channels, which lead to
the model drifting for the tracking task. AdaCFNet, TADT,
and MLTapplied attention mechanism to optimize features.
CFNet, SiamFC, Siamtri, fDSST, MLT, and RAR use prior
scale coefficient to estimate the scale, limiting the accuracy
for target’s shape estimation.

Table 2 demonstrates the comparisons of the precision
scores, success rate, and speeds obtained by our LEFRT and
other state-of-the-art tracking methods. Our LEFRT per-
forms favorably against other state-of-the-art tracking
methods in precision scores and success rate. Compared
with high-speed trackers based on correlation filters such as
fDSST, our LEFRT improves accuracy in precision scores
and success rate noticeably. Compared with the trackers
based on the correlation filters with deep learning features,
such as ASRCF and ARCF, our LEFRT shows performance
superiority. ,e proposed scale estimation strategy provides
high accuracy to track the target with scale variation
compared with the other methods.

4.2.2. Challenges Attributes. In this subsection, we compare
the success plots between our LEFRT and other tracking
methods with eleven challenging attributes, including
background clutter (BC), deformation (DEF), fast motion

(FM), in-plane rotation (IR), low resolution (LR), illumi-
nation variation, (IV), motion blur (MB), occlusion (OCC),
out-of-plane rotation (OR), out of view (OV), and scale
variation (SV).

In Figure 4, compared with the state-of-the-art tracking
methods, our LEFRT obtains much better performance
under the most challenging attributes, beneficial for target-
specific features. Targets that did not get trained in the
pretrain process can still be tracked robustly, because our
TSNet dropped the redundant feature channels for the
background objects. Our LEFRT also achieves significant
performance improvements under SV. ,is proves that the
proposed scale estimation effectively predicts the target’s
size. For the deformation attribute, LEFRT performs worse
than ECO and ASRCF since the model is sensitive to the
deformation of the targets. Even so, LEFRTobtains a higher
tracking accuracy than ECO and ASRCF on the whole
dataset.

4.2.3. Qualitative Comparison. In Figure 5, we qualitatively
compare the performance obtained by our LEFRT, ASRCF
[24], ECO [40], ARCF [39], TADT [42], CFNet [44], and
SiamFC [16] on five challenging sequences.

Our LEFRTaccurately tracks the object in terms of both
positions and scale for the most challenging sequences, while
most tracking methods fail to locate the target positions or
incorrectly estimate the target scale. For the sequences of
CarScale (row 1), the compared tracking methods locate the

Table 1:,e precision scores (Prec20), the success rate (Succ.) scores and speed (fps) on the OTB-2015 dataset.,e best results are displayed
in bold fonts.

Methods TSNet SCENet Prec20 Succ. Speed (FPS)
Baseline 81.1 65.6 46.1
Baseline +TSNet √ 86.5 69.7 49.0
Baseline +TSNet + SCENet √ SCENet- 86.5 70.1 35.0
LEFRT-HS √ fSCENet 90.4 70.6 42.3
LEFRT √ fSCENet 90.4 71.2 30.7

Table 2: ,e precision score and the success rate (Succ.) on the OTB-2013 and OTB-2015 datasets. ,e best results are displayed in bold
fonts.

Methods
OTB-2013 OTB-2015

Precision Succ. Precision Succ.
CNN-SVM 76.0 58.2 81.4 55.4
fDSST 74.0 55.4 69.3 52.0
STDCF 63.9 — — —
MLT — 62.1 74.5 59.3
SiamFC 70.8 52.2 68.4 49.8
TADT 80.2 66.5 78.4 65.0
ASRCF 86.0 71.4 84.1 68.8
ARCF 77.1 63.9 74.8 61.2
UDT 73.1 60.8 68.7 57.9
SiamFC++ — — — 68.3
EACOFT — — — 67.6
AFFT-50 — — 89.9 69.3
Dinesh et al. 84.6 71.2 83.7 53.5
LEFRT 91.3 73.5 90.4 71.8
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target position correctly, but they only discriminate a part of
the object instead of the whole object when they undergo the
large-scale variation. At the same time, our LEFRTcorrectly
estimates both the position and scales of the object. For the
sequences of Ironman and Matrix (row 2 and row 3), the
most compared tracking methods drift away because of the
significant illumination variation and occlusion. In contrast,

our LEFRT successfully handles these challenges and ac-
curately tracks the object despite the complex backgrounds.
In the sequences of MotorRolling and Skiing (row 4 and row
5), the compared tracking methods are hard to realize the
stable tracking when encountering fast motion and signif-
icant rotation, while our LEFRT keeps robust tracking of the
object throughout the sequences.

0 0.1 0.2 0.3 0.4 0.5
Overlap threshold

Success plots of OPE - illumination variation

Success plots of OPE - deformation Success plots of OPE - background clutter Success plots of OPE - Scale variation

Success plots of OPE - occlusionSuccess plots of OPE - out-of-plane rotationSuccess plots of OPE - out of view

Success plots of OPE - low resolution Success plots of OPE - motion blur

Success plots of OPE - in-plane rotation Success plots of OPE - fast motion

0.6 0.7 0.8 0.9 1 0 0.1 0.2 0.3 0.4 0.5
Overlap threshold

0.6 0.7 0.8 0.9 1 0 0.1 0.2 0.3 0.4 0.5
Overlap threshold

0.6 0.7 0.8 0.9 1

0 0.1 0.2 0.3 0.4 0.5
Overlap threshold

0.6 0.7 0.8 0.9 1 0 0.1 0.2 0.3 0.4 0.5
Overlap threshold

0.6 0.7 0.8 0.9 1 0 0.1 0.2 0.3 0.4 0.5
Overlap threshold

0.6 0.7 0.8 0.9 1

0 0.1 0.2 0.3 0.4 0.5
Overlap threshold

0.6 0.7 0.8 0.9 1

0 0.1

1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

0
0.2 0.3 0.4 0.5

Overlap threshold

Su
cc

es
s r

at
e

1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

0

Su
cc

es
s r

at
e

1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

0

Su
cc

es
s r

at
e

1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

0

Su
cc

es
s r

at
e

1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

0

Su
cc

es
s r

at
e

1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

0

Su
cc

es
s r

at
e

1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

0

Su
cc

es
s r

at
e

1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

0

Su
cc

es
s r

at
e

1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

0

Su
cc

es
s r

at
e

1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

0

Su
cc

es
s r

at
e

1
0.9
0.8
0.7 SiamFC [0.479]

CFNet [0.485]
CNN-SVM [0.518]
Siam_tri [0.522]
UDT [0.554]
ARCF [0.581]
TADT [0.635]
ASRCF [0.658]
ECO [0.666]
Ours [0.701]

SiamFC [0.473]
CFNet [0.492]
CNN-SVM [0.503]
Siam_tri [0.544]
UDT [0.544]
ARCF [0.574]
TADT [0.631]
ASRCF [0.652]
ECO [0.653]
Ours [0.706]

SiamFC [0.485]
CFNet [0.488]
CNN-SVM [0.513]
Siam_tri [0.550]
UDT [0.552]
ARCF [0.580]
TADT [0.640]
ASRCF [0.665]
ECO [0.671]
Ours [0.711]

SiamFC [0.483]
CFNet [0.489]
CNN-SVM [0.531]
Siam_tri [0.554]
UDT [0.566]
ARCF [0.599]
TADT [0.639]
ASRCF [0.684]
ECO [0.685]
Ours [0.703]

SiamFC [0.486]
CFNet [0.491]
CNN-SVM [0.532]
Siam_tri [0.548]
UDT [0.560]
ARCF [0.589]
TADT [0.634]
ECO [0.667]
ASRCF [0.668]
Ours [0.711]

SiamFC [0.474]
CFNet [0.478]
Siam_tri [0.530]
CNN-SVM [0.533]
UDT [0.556]
ARCF [0.617]
TADT [0.627]
ECO [0.680]
ASRCF [0.681]
Ours [0.690]

SiamFC [0.481]
CFNet [0.485]
CNN-SVM [0.523]
Siam_tri [0.527]
UDT [0.547]
ARCF [0.579]
TADT [0.637]
ASRCF [0.668]
ECO [0.676]
Ours [0.713]

SiamFC [0.487]
CFNet [0.492]
CNN-SVM [0.531]
Siam_tri [0.547]
UDT [0.567]
ARCF [0.584]
TADT [0.637]
ASRCF [0.669]
ECO [0.670]
Ours [0.717]

CFNet [0.474]
SiamFC [0.484]
CNN-SVM [0.516]
Siam_tri [0.538]
UDT [0.549]
ARCF [0.571]
TADT [0.634]
ASRCF [0.657]
ECO [0.666]
Ours [0.708]

SiamFC [0.479]
CFNet [0.480]
CNN-SVM [0.518]
Siam_tri [0.550]
UDT [0.566]
ARCF [0.601]
TADT [0.641]
ASRCF [0.678]
ECO [0.684]
Ours [0.685]

SiamFC [0.482]
CNN-SVM [0.509]
CFNet [0.514]
Siam_tri [0.557]
UDT [0.562]
ARCF [0.574]
TADT [0.652]
ASRCF [0.670]
ECO [0.678]
Ours [0.722]

0.6
0.5
0.4
0.3
0.2
0.1

0

Su
cc

es
s r

at
e

0.6 0.7 0.8 0.9 1 0 0.1 0.2 0.3 0.4 0.5
Overlap threshold

0.6 0.7 0.8 0.9 1

0 0.1 0.2 0.3 0.4 0.5
Overlap threshold

0.6 0.7 0.8 0.9 1 0 0.1 0.2 0.3 0.4 0.5
Overlap threshold

0.6 0.7 0.8 0.9 1

Figure 4: ,e success plots on the OTB-2015 dataset for eleven challenging attributes, including background clutter, deformation, fast
motion, in-plane rotation, low resolution, illumination variation, motion blur, occlusion, out-of-plane rotation, out of view, and scale
variation. Only shown are the top ten performance tracking methods.
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4.3. Evaluation on TC-128Dataset. We compare our LEFRT
with several state-of-the-art tracking methods that have
publicly available results on the TC-128, including ASRCF
[24], ARCF [39], ECO [40], DSST [13], TADT [42], UDT
[20], GFSDCF [26], and IGSSRTCF [46]. As shown in Ta-
ble 3, we can observe that our LEFRT achieves the best
performance in both precision plots and success plots
among all the compared tracking methods. LEFRT out-
performs the other tracking methods that use deep features,

,at is, there are ECO, ASRCF, and TADT, with a
relative improvement of 0.6% and 0.8% compared with
ECO, respectively. Compared with the tracking methods
based on end-to-end networks, such as SiamFC and CFNet,
our LEFRTachieves higher tracking accuracy, and the visual
results are shown in Figure 6.

4.4. Evaluation on LaSOT Dataset. We conduct the quan-
titative comparison and the challenge attributes on the
LaSOT dataset.

4.4.1. Quantitative Comparison. We compare our LEFRT
with several state-of-the-art tracking methods that have
publicly available results on the LaSOT, including ATOM

[34], SiamFC++ [38], Ocean [47], ASRCF [24], ARCF [39],
ECO [40], SiamFC [16], CFNet [44], MCCT [33], TADT
[42], UDT [20], SiamDW [48], and SiamRPN++ [19].
Table 4 shows the precision plots and the success plots of
the comparisons between our LEFRT and the state-of-the-
art tracking methods. Our LEFRT ranks first with a pre-
cision of 0.522 and a success rate of 0.541 in this dataset,
verifying the effectiveness of the proposed target-specific
features and scale estimation strategy. Ocean trains a
special model for the LaSOT dataset and achieves better
performance than ours. However, the model of the pro-
posed method is universal and does not need to be fine-
tuned for each dataset.

4.4.2. Challenge Attributes. We further analyze the perfor-
mance of LEFRT under different challenges on the LaSOT
test dataset.

For the most attributes in LaSOT test dataset, our LEFRT
performs the first rank against other compared tracking
methods. Benefiting from localization based on the target-
specific features, our LEFRTachieves high precision in most
cases in Figure 7. At the same time, our LEFRT can obtain
the best performance in scale variation. Compared with
other tracking methods that utilize the prior scale

ARCF
ASRCF

ECO
SiamFC

Ours
TADT
CFNet

Figure 5: Qualitative results of our LEFRT, ASRCF [24], ECO [40], ARCF [39], TADT [42], CFNet [44], and SiamFC [16] on OTB-2015
dataset (from top to down: CarScale, Ironman, Matrix, MotorRolling, and Skiing, respectively).
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Table 3: Precision plots and success plots on TC-128 dataset.

Methods Precision Success rate
UDT [20] 0.310 0.103
DSST [13] 0.543 0.477
ARCF [39] 0.702 0.646
TADT [42] 0.765 0.703
ASRCF [24] 0.784 0.723
ECO [40] 0.789 0.729
GFSDCF [26] 0.831 0.605
IGSSRTCF [46] 0.777 0.573
Ours 0.841 0.755

ARCF
ASRCF

DSST
UDT

Ours
TADT
ECO

Figure 6: Qualitative results of our LEFRT, ASRCF [24], ECO [40], ARCF [39], TADT [42], DSST [13], and UDT [20] on TC-128 dataset
(from top to down: Basketball, Iceskater, Jogging, Singer1, and Skyjumping, respectively).

Table 4: ,e precision scores, the precision (threshold� 25), and success rate (threshold� 0.5) on the LaSOT test dataset.

Methods Precision Success rate
SiamFC++ 0.512 0.537
Ocean 0.566 0.560
ATOM 0.479 0.515
SiamRPN++ 0.467 0.496
SiamDW 0.378 0.385
TADT 0.370 0.397
ASRCF 0.328 0.344
ARCF 0.302 0.324
MCCT 0.236 0.259
UDT 0.245 0.250
CFNet 0.263 0.275
ECO 0.302 0.324
SiamFC 0.331 0.336
Ours 0.522 0.541
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parameters, our SCENet predicts a more accurate target’s
shape. Our LEFRT performs worse than SiamFC++ for
deformation, which is likely that the feature focuses on the
target’s appearance in the first frame, and the model is
sensitive to the target deformation. Even so, LEFRTobtains a
higher tracking accuracy than others on the whole dataset.
,e visual results are shown in Figure 8.

4.5. Evaluation on GOT10K Dataset. In Table 5, we compare
our LEFRTwith several state-of-the-art trackingmethods that
have publicly available results on the GOT-10K, including
SiamFC++ [38], Ocean [47], TADT [42], SiamDW [48],
SiamRPN++ [19], ASRCF [24], and Autotrack [49]. Our
LEFRT achieves 0.619 AO, 0.721 SR0.5, and 0.477 SR0.75
separately, which is better than most of the methods based on
the correlation filter and Siamese network. ,e pretrained
features utilized in the correlation filter lead to the model
drifting, which decrease the precision and success rate.
Compared with the end-to-end Siamese network, the pro-
posed LEFRTutilized the incremental update to avoid model
drifting by the deformation targets. Our method is not as
good as Ocean, because Ocean utilizes anchor-free image
segmentation for target shape estimation, and the metrics of
GOT-10k pay more attention on the overlap rate. Same as the
LaSOTdataset, Ocean also trains a special model for the GOT-
10k dataset. Compared with Ocean, the model of the pro-
posed method is more comprehensive.

4.6. Evaluation on TrackingNet Dataset. In Table 6, we
compare our LEFRTwith several state-of-the-art tracking
methods on the TrackingNet, including SiamFC++ [38],
Ocean [47], TADT [42], SiamDW [48], SiamRPN++ [19],
ASRCF [24], and Autotrack [49]. ,e proposed method
has the advantage in precision and achieves 71.23%
Precision and 81.92% NormalizePrecision separately.
Compared with the state-of-the-art tracking methods
based on the correlation filers, our method improves the
effectiveness of the pretrained features. However, the
speed of LEFRT may decrease because the time com-
plexity of 2D-RNN is higher than the convolutional layer.
Different from the results on other datasets, Ocean
achieves a lower overlap rate and obtains a lower Success
score than ours. We check the results and find that Ocean
trained independent models for each of the other datasets
except TrackingNet dataset. Because the TrackingNet
dataset does not provide the ground truth file, the Ocean
cannot fine-tune the model specifically. And in this ex-
periment, we have to test the Ocean tracker using its
OTB2015 model. ,e result proves that the compre-
hensiveness of our method is higher. SiamDW utilized
the ResNet as the feature extraction backbone, which has
deeper network structure. SiamDW enlarged the recep-
tive field for the convolutional layer, which enlarged the
feature size and stride. ,erefore, the estimation for the
target’s shape could be carried out on a larger feature
map, which achieves a higher success rate than ours.
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Figure 7: ,e precision and success rate plots (top ten) on the LaSOT test dataset for challenging attributes.
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SiamRPN++
ASRCF

TADT
ARCF

Ours
SiamDW
ECO

Figure 8: Qualitative results of our LEFRT, ASRCF [24], ECO [40], ARCF [39], TADT [42], SiamRPN++ [19], and SiamDW [16] on LaSOT
test dataset (from top to down: Basketball-6, Bear-4, Bicycle-9, Bicycle-18, and Bird-15, respectively).

Table 5: ,e precision scores, the average overlap (AO), success rate (SR) SR0.5, SR0.75, and speed (Hz) on the GOT-10k dataset.

Methods AO SR0.5 SR0.75 Speed (FPS)
SiamFC++ 0.610 0.716 0.463 40.65
Ocean 0.649 0.728 0.597 22.79
SiamRPN++ 0.611 0.717 0.492 34.05
SiamDW 0.607 0.731 0.476 27.37
TADT 0.367 0.389 0.130 11.39
ASRCF 0.313 0.317 0.113 11.11
AutoTrack 0.286 0.277 0.109 15.37
Ours 0.522 0.721 0.477 21.19
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,is paper proposes a novel visual object tracking method,
LEFRT, which can effectively track an arbitrary object and
estimate the scale variation. Specifically, the TSNet can
generate effective responses for target localization even if the
target is not in the pretrained dataset. Moreover, the 2D
RNN structure in the SCENet enhances the boundary re-
sponses of the target, which produces a precise shape for the
target’s scale estimation. Experiments on six challenging
datasets demonstrate that our method effectively improves
the target’s center precision and the average overlap rate.
Although the proposed tracking method has achieved
competitive tracking results, its performance can be im-
proved for long-term tracking in complex scenes. In future
work, our research will further focus on long-term tracking
in complex scenes. To improve the tracking performance in
the deformation and occlusion scenes, we will utilize the
Transformer to extract the temporal information for the
target localization.
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fdence in the integrity of the article’s content and we cannot,
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is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.
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integrity.
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Due to the exponential growth of high-quality fake photos on social media and the Internet, it is critical to develop robust forgery
detection tools. Traditional picture- and video-editing techniques include copying areas of the image, referred to as the copy-move
approach. �e standard image processing methods physically search for patterns relevant to the duplicated material, restricting
the usage in enormous data categorization. On the contrary, while deep learning (DL) models have exhibited improved per-
formance, they have significant generalization concerns because of their high reliance on training datasets and the requirement for
good hyperparameter selection. With this in mind, this article provides an automated deep learning-based fusion model for
detecting and localizing copy-move forgeries (DLFM-CMDFC). �e proposed DLFM-CMDFC technique combines models of
generative adversarial networks (GANs) and densely connected networks (DenseNets). �e two outputs are combined in the
DLFM-CMDFC technique to create a layer for encoding the input vectors with the initial layer of an extreme learning machine
(ELM) classifier. Additionally, the ELM model’s weight and bias values are optimally adjusted using the artificial fish swarm
algorithm (AFSA). �e networks’ outputs are supplied into the merger unit as input. Finally, a faked image is used to identify the
difference between the input and target areas. Two benchmark datasets are used to validate the proposed model’s performance.
�e experimental results established the proposed model’s superiority over recently developed approaches.

1. Introduction

Recently, the extension of Internet services and the
strengthening and proliferation of social networks such as
Reddit, Facebook, and Instagram had had an important
effect on the number of content prevailing in digital media.
As per the International Telecommunication Union (ITU),
by the end of 2019, 53.6% of the world’s population utilizes
the Internet, which implies around 4.1 billion peoples have
access to these technologies, as well as with distinct

mechanisms accessed on the Internet [1]. Even though in
many situations has only been manipulated or content
shared is original for entertainment purposes only, in an-
other case the manipulation might be intended for falsehood
purposes, using forensic and political consequences, for
example, utilizing the false contents as digital proof in
criminal investigations. Video/Image manipulation repre-
sents few actions that are accomplished on the digital
content via software editing tools (e.g., GIMP, PIXLR,
Adobe Photoshop) or artificial intelligence. Especially, the
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copy-move techniques copy a portion of the image and paste
it onto similar images [2]. Since editing tools advance, the
quality of false images rises and it seems to be original
images. Furthermore, postprocessing manipulations, such as
brightness equalization/changes and JPEG compression,
might decrease the traces left by manipulation and make it
very complex to identify [3]. �e copy-move forgery de-
tection (CMFD) consists of deep learning- and hand-craf-
ted-based approaches. �e previous one is largely separated
into hybrid, block, and key point-based methods and next
employs convention framework from fine-tuned/scratch
algorithms.

Block-based methods utilized distinct kinds of feature
extraction, for example, Tetrolet transforms/Fourier trans-
form, and DCT (discrete cosine transform). �e major
concern is the performance reduction while the copied
objects are resized/rotated since the recognition of forging
can be performed by a matching procedure [4]. Conversely,
key point-based methods such as SURF (Speed-Up Robust
Features) and SIFT (scale-invariant feature transform) are
very stronger to lighting and rotation differences; however,
they have many problems to conquer, for example, natural
duplicate objects spotted as false duplicate objects and re-
liance on original key point in an image, and detect forgeries
in the area of uniform intensity [5]. A hybrid method
provides constant results by means of F1-score, precision
(P), and recall (R) for an individual dataset.

1.1.Motivation. �ere is a current development of deviating
traditionally handcrafted feature extraction for employing
convolutional neural network (CNN)-based extractor. But,
in few conventional CNN-based forensic detectors is usually
not real world for several details, for example, by means of
strength in feature extraction and solution of tampering
position. �us, there are various attempts to develop a
preprocessing layer for enhancing the strength of feature
extraction [6] and combine several detector-based likelihood
maps and individual CNN-based consistency maps for
improving the solution of tampering location. But still, they
endure numerous limits in the abovementioned methods.
Initially, current pixel-wise tampering detector adapts an
autonomous patch-based approach instead of utilizing the
related data amongst patches [7]. Moreover, the lack of
statistical features on flat regions (blue ocean, clear sky, and
so on) leads to uncertainty approximation and degradation
of recognition accuracy. In this situation, the texture of an
image content has become a decisive factor to enhance
recognition performance. In addition, with the quick growth
of image-editing software, the remainder left by the ma-
nipulation process has behavior like its pristine versions
(viz., tampering trace is difficult to identify) [8]. �en, de-
creasing the possibility of recognition mismatch and en-
hancing the solution of localization (managed by the small
units of finding) still remain an open challenge.

1.2. Scope of the Research Work. �is article presents an
automated DL-based fusion model for copy-move forgery
detection and localization (DLFM-CMDFC). �e proposed

DLFM-CMDFC technique comprises the fusion of gener-
ative adversarial network (GAN) and densely connected
network (DenseNet) models.

2. Related Works

Yao et al. [9] develop efficient detectors, which can complete
image fake localization and detection. Particularly, based on
the developed continuous high-pass filter, they initially
determine an effective CNN framework automatically for
and adaptively extracting features and propose an RFM
model for improving tamper recognition performance and
localization solution. Abdalla et al. [10] examine copy-move
counterfeit findings with a fusion processing method in-
cluding an adversarial method and deep convolution
method. Four databases were employed. �e result indicates
a considerably higher recognition accuracy (∼95%) shown
by the discriminator counterfeit detector and DL-CNN
models. Accordingly, an end-to-end trained DNN method
for counterfeit finding seems to be an optimum approach.

Diallo et al. [11] introduce an architecture enhancing
strength for image counterfeit recognition. �e vital stage of
this architecture is to consider the image quality matching to
the selected application. Consequently, it is based on a
camera recognition method-based CNN model. Lossy
compressions like JPEG are taken into account as general
kind of inadvertent/intentional concealment of image
counterfeit, which results in manipulation. Consequently,
the trainable CNN is fed into a combination of distinct
amounts of uncompressed and compressed images.
Rodriguez-Ortega et al. [12] present 2 methods, which utilize
the DL method, an approach with a convention framework,
and amethod with the TLmodel. In all the cases, the effect of
depth of the network can be examined by means of F1-score,
precision (P), and recall (R). In addition, the challenge of
generalization can be resolved from 8 distinct open-access
databases.

In the study by Doegar et al. [13], CNN-based pretrained
AlexNet method deep feature was employed, which is ef-
fective and efficient than that of current advanced methods
on open-source standard database MICC-F220. Marra et al.
[14] introduce a CNN-based image counterfeit recognition
architecture that makes decisions according to the full
resolution data collected from the entire image. Because of
gradient checkpointing, the architecture can be trained end
to end using constrained memory resources and weak
(image-level) supervision, which enables the joint optimi-
zation of each parameter.

Dixit and Bag [15] presented a technique where SWTand
spatial-limited edge-preserving watershed segmentation are
employed on input images in the preprocessing phase.
Descriptor computation and key point extraction were
implemented. Outlier removal can be executed by the
RANSAC approach. Furthermore, counterfeit areas are
positioned by relation map generation. In Bi et al. [16], a
counterfeit localization generator GM has been presented on
the basis of a multidecoder single task method. �rough
adversarial training 2 generators, the presented alpha-
learnable WCT blocks in GT suppress manually the
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tampering artifact in the counterfeit images. In the mean-
time, the localization and detection capacities of GM would
be enhanced by learning the phony images restored by GT.

Ghai et al. [17] aim at designing a DL-based image
counterfeit recognition architecture. �e presented model
focuses on detecting images counterfeit with splicing and
copy-move methods. �e image conversion method sup-
ports the detection of related features to the network for
training efficiently. Next, the pretrained personalized CNN
is utilized for training the public standard databases. In Rao
et al. [18], a new image counterfeit localization and detection
system has been presented on the basis of the DCNN model
that integrates a multisemantic CRF-based attention
method. �e presented model depends on the main findings
that the boundary transition artifact arising from the
blending operation is global in several image counterfeit
manipulations, that is, established in this model using a
method with CRF-based attention method through making
attention mapping to characterize the possibility of being
counterfeit for all the pixels in an image.

3. The Proposed Model

In this study, an efficient DLFM-CMDFC technique is
presented for automated copy-move forgery detection and
localizationmodel.�e proposed DLFM-CMDFC technique
encompasses the fusion of GAN and DenseNet models. In
DLFM-CMDFC technique, the two outcomes are combined
into a layer to define the input vectors with the initial layer of
the ELM classifier. Moreover, the optimal parameter tuning
of the ELM model takes place by the use of AFSA. �e
outcomes of the networks are fed as input to the merger unit.
Lastly, the difference between the input and targets areas is
identified in a forged image.

3.1. GAN-Based Forgery ImageGeneration. Advancements of
technology are assisting GAN to generate forged images, which
fool even the more advanced detector [58]. It must be noted
that the main objective of generative adversarial network is to
create images that could not be differentiated from the primary
source image. As demonstrated, generator GA was applied for
transforming input images A from domain DA to output
domain DB. �en, generator GB can be utilized for mapping
image B back to domain DA (the original domain). �ereby,
another set of cycle consistency losses are included in the
standard adversarial losses borne by the discriminator,
therefore, attainingA � G(G(A)) and assisting the 2 images to
be coupled. Highly advanced editing tools are needed for
changing an image context. �is tool should be capable of
altering images when preserving the original source perspec-
tives, shadowing, etc. �ose without forgery detection training
will not able to differentiate the actual image from an image
forged utilizing this methodology that implies that it is the best
candidate to develop support material for false news reports.

GAN task is given in the following: (1) build a dis-
criminator network; (2) load a dataset; (3) generate a sample
image; (4) build a generator network; (5) closing thoughts;
(7) training difficulties. �e GAN network branch is shown
in Figure 1 [19].

In the presented GAN network, it is considered 2
major phases: (1) in the initial phase, the generator
fashions an image from haphazard noise input, and (2)
then, the image, as well as various images based on a
similar database, is proposed for the discriminator. (3)
After the discriminator is proposed by the real and forged
images, it provides likelihoods through numbers in the
range of zero and one, extensive. Now, zero denotes a
forged image and one represents a higher probability for
validity. It should be noted that the discriminator must be
pretrained previous to the generator since it generates
clear gradients. Retaining the constant values enables the
network to possess a good understanding of the gradients,
that is, the foundation of its learning. But GAN has been
proposed as a kind of game performed among opposite
networks, and retaining their balance could be prob-
lematic. Inopportunely, learning is hard for GAN when
the generator/discriminator is highly proficient since
GAN usually needs extensive training time. �us, for
example, a GAN can take a long time for an individual
GPU, whereas for an individual CPU, a GAN might need
few more days.

3.2. DenseNet Model. In this study, the DenseNet-121
framework is utilized as the foundation. In addition, the
transfer learning method has been employed in the Den-
seNet architecture for enhancing the system performance
[20]. DenseNets in contrast to common belief require fewer
parameters when compared to traditional CNN models
since they do not want to learn unnecessary feature maps.
�e basic idea of the DenseNet architecture is the feature
reuse that leads to tremendously compact version. Conse-
quently, it requires fewer parameters when compared to
another CNN model because no feature map is repeated.
Once CNN goes further, it faces challenges. DenseNet makes
this connectivity much easier by simply interconnecting all
the layers straightforwardly with every layer. DenseNets
utilize the network’s capability by reutilizing features. All the
layers in DenseNet obtain further input over every prior
layer and transmit its feature map to the succeeding layers.

All the layers receive good understanding from the above
layers, namely, the idea of concatenation that is utilized. For
maximizing computational recycling among the classifiers,
incorporating several classifiers to a model and DCNN and
interconnect with dense connectivity for effective image
classification [21]. A study has proved that a convolution
network with smaller connections among layers and those
nearer to the output could be very much deeper, and it
would be more precise for training. DenseNet attains im-
portant developments over the advanced technology when
consuming minimum memory and processing to improve
its efficiency. �e DL library PyTorch and torchvision are
utilized, that is, a pretrained data learning method that
contains a maximal control across overfitting and also
improves the optimization of results from the very first. It
consists of 1 classification layer (16), 2 DenseBlocks (1× 1
and 3× 3 convs), 3 transition layers (6, 12, and 24), and 5
convolution and pooling layers.
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3.3. Optimal ELMModel Using AFSA. ELM is essentially an
SLFN algorithm. �e variance among ELM and SLFN exists
within the weight of the output layer, and hidden layer
neurons are upgraded. In SLFN, the weight of input and
output layers is initiated arbitrarily, and the weight of the
layers is upgraded using the BPmodel. In ELM, the weight of
the hidden layer is allocated arbitrarily but not upgraded,
and the weight of the output layer is upgraded at the time of
training. Since in ELM, the weight of single layer is upgraded
against both layers of SLFN, it would make ELM quicker
when compared to SLFN.

Assume the trained database as (xj, tj) in which xj �

[xj1, xj2, . . . , xjN]T represents the input vector and tj de-
notes the output vector. �e output of jth hidden layer
neuron is represented as g(wi, bi, xj), in which wi indicates
the weight vector connected the input neuron to ith hidden
layer neuron, bi signifiers the bias of ith hidden neurons, and
g denotes the activation function. All the hidden layer
neurons of ELM are interconnected to all the output layer
neurons with related weight, and they represent the weight
interconnecting the ith hidden layer neuron with output
neuron as βi. �is framework is denoted arithmetically by

􏽘

L

i�1
βig wi, bi, xj􏼐 􏼑 � tj, (1)

where L represents the number of hidden neurons, and j

indicates the output or input sample of overall N trained
samples. �e aforementioned formula is expressed by

Hβ � T. (2)

In the above formula, consider m output node as

β �

βT
1

⋮

βT
L

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

L×m

andT �

tT
1

⋮

tT
N

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

N×m

, (3)

where H denotes the output matrix of the hidden layer,
which is given as

H �

g w1, b1, x1( 􏼁 · · · g wL, bL, x1( 􏼁

⋮ ⋱ ⋮

g w1, b1, xN( 􏼁 · · · g wL, bL, xN( 􏼁

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (4)

�e minimum norm least square of (2) is
􏽢β � H

+
T, (5)

where H+ is the Moore–Penrose generalized inverse of
matrix H. H+ is evaluated by singular value decomposition
(SVD), QR approach, orthogonal projection model [22], and
orthogonalization method.

It must standardize the scheme (to avoid overfitting),
and the optimization issues turn into

min ‖β‖
2

+ C 􏽘

N

i�1
ξT

i

����
����
2⎛⎝ ⎞⎠, (6)

where ξi � tT
i − h(xi)β denotes the trained error of ith in-

stance and C denotes the appropriate penalty factor. It might
convert these problems to its dual form and create the
Lagrangian function as

F � ‖β‖
2

+ C 􏽘
N

i�1
‖ξ‖

2
− 􏽘

N

i�1
􏽘

L

j�1
αij h xi( 􏼁βj − tij + ξij􏼐 􏼑. (7)

Take the partial derivative of the aforementioned for-
mula and apply KKT condition. When L<N, the size of
matrix HTH is lesser when compared to matrix HHT,

β � H
+
T �

I

C
+ H

T
H􏼒 􏼓

−1
H

T
T. (8)

Hence, the last output of ELM is

f(x) � h(x)β � h(x)
I

C
+ H

T
H􏼒 􏼓

−1
H

T
T. (9)

Once L≻N, the size of matrix HHT is lesser when
compared to the matrix HTH, the solution of the equation
becomes

Generated/Fake
Images

Input Images

Real Images

Generator
G

Discriminator
D

Is Image
Real or Not?

Figure 1: Framework of GAN.
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β � H
+
T � H

T I

C
+ HH

T
􏼒 􏼓

−1
T. (10)

�us, the last output of ELM is

f(x) � h(x)β � h(x)H
T I

C
+ HH

T
􏼒 􏼓

−1
T. (11)

For the binary classification problems, the decision
function of ELM can be expressed by

f(x) � sign(h(x)β). (12)

For multiclass instance, the class label of instance is
expressed by

label(x) � argmax
1≤i≤m

fi(x)􏼈 􏼉. (13)

�en

f(x) � r1(x), f2(x), f3(x), . . . , fn(x)􏼃
T
. (14)

ELM was employed for the classification and prediction
tasks in various fields. To optimally adjust the learning rate
of the ELM model, the AFSA is used, which is a kind of
swarm intelligence method depending on the behavior of the
animal. It was developed by Li et al. in 2002 [23]. Its fun-
damental is the inspiration of collision, foraging, and
clustering behavior of fish and the collective support in a fish
swarm for realizing a global optimum points. �e highest
distance pass through in the artificial fish method can be
determined by Step, the apparent distance pass through by
the artificial fish can be determined by Visual, the retry
amount represent the Try− Number also the factors of crowd
amount represent η. �e location of a single artificial fish is
defined by the resulting vectors X � (X1, X2, . . . , Xn), and
the distance among artificial fish i and j denotes
dij � |Xi − Xj|. �e behavior function for the artificial fish
can be determined by random, prey, swarm, and follow.

Assume that the fish observe their food using their eyes
and the present location is Xi, as well as an arbitrarily elected
location is Xj within their perceptive range:

Xj � Xi + Visual × rand(0 ∼ 1), (15)

where rand (0-1) represents an arbitrary value between zero
and one. When Yi >Yj, the fish move in this direction. Or
else, the method arbitrarily selects a novel location Xj for
judging whether it fulfills the moving criteria. When it
performs,

X
t+1
i � X

t
i +

Xj − X
t
i

Xj − X
t
i

�����

�����
× Step × rand(0 ∼ 1). (16)

When it does not Try− Number times, an arbitrary
movement can be generated by

X
t+1
i � X

t
i + Visual × rand(0 ∼ 1). (17)

In order to prevent overcrowding, an artificial present
location Xi is fixed. Next, the amount of fish in its nf

company and Xc center in the region (i.e., dij <Visual) are

defined. When Yc/nf < η × Yi, the position of companion
represents the optimal number of food and lower crowding.
Subsequently, the fish moves to its companion region center
position:

X
t+1
i � X

t
i +

Xc − X
t
i

Xc − X
t
i

����
����

× Step × rand(0 ∼ 1). (18)

Or else it starts to perform the behavior of prey.
�e present location of artificial fish swarm can be de-

termined by Xi. �e swarm defines its main company Yj as
Xj in the region (i.e., dij <Visual). When Yj/nf < η × Yi, the
position of companies represents the optimal number of
food and lesser crowd [24]. Next, the swarm moves to Xj:

X
t+1
i � X

t
i +

Xj − X
t
i

Xj − X
t
i

�����

�����
× Step × rand(0 ∼ 1). (19)

It enables artificial fish to attain company and food
through a large regional area. A location is arbitrarily
chosen, as well as artificial fish moves to it. Figure 2 illus-
trates the flowchart of AFSA.

With the searching space of D dimensional, highly
probable distance amid 2 artificial fishes is utilized for
vigorously limiting the Visual & Step of an artificial fish. It is
determined by MaxD:

MaxD �

����������������

xmax − xmin( 􏼁
2

× D

􏽱

, (20)

where xmin and xmax represent the lower and upper bounds
of the optimization range, respectively, and D indicates the
dimension of the search space.

4. Experimental Validation

�is section investigates the result analysis of the proposed
model on MNISTand COCO datasets. Figure 3 shows a few
sample image, tampered image, and localization image.

Table 1 and Figure 4 provide the performance analysis of
the proposed model on the applied MNIST dataset under
varying runs. �e results demonstrated that the proposed
model has gained effective outcomes under distinct runs. For
instance, under run-1, the proposed model has attained
effective outcome with the precn of 96.38%, recl of 93.71%,
accy of 94.29%, and Fscore of 95.98%. Also, under run-3, the
presented manner has reached effective outcome with the
precn of 93.54%, recl of 97.30%, accy of 94.88%, and Fscore of
97.19%. Besides, under run-5, the presented technique has
obtained effective outcome with the precn of 96.80%, accy of
97.43%, accy of 96.87%, and Fscore of 94.69%.

Figure 5 demonstrates the ROC analysis of the DLFM-
CMDFC technique on the test MNISTdataset.�e figure has
shown that the DLFM-CMDFC technique has resulted in an
effective outcome with a maximum ROC of 98.5180.

Figure 6 portrays the accuracy analysis of the DLFM-
CMDFC technique on the test MNIST dataset. �e results
demonstrated that the DLFM-CMDFC technique has ac-
complished improved performance with increased training
and validation accuracy. It is noticed that the DLFM-

Computational Intelligence and Neuroscience 5



RE
TR
AC
TE
D

CMDFC technique has gained improved validation accuracy
over the training accuracy. Similarly, Figure 7 depicts the
loss analysis of the DLFM-CMDFC technique on the test
MNIST dataset. �e results established that the DLFM-
CMDFC technique has resulted in a proficient outcome with
reduced training and validation loss. It is observed that the
DLFM-CMDFC technique has offered reduced validation
loss over the training loss.

Table 2 and Figure 8 offer the performance analysis of the
presented technique on the applied CIFAR-10 dataset under
varying runs. �e outcomes exhibited that the presented ap-
proach has reached effectual outcomes under different runs.
For instance, under run-1, the presented manner has attained

effective outcome with the precn of 96.52%, recl of 96.15%,
accy of 96.36%, andFscore of 96.66%. Followed by, under run-3,
the proposed model has attained effective outcome with the
precn of 97.95%, recl of 96.68%, accy of 97%, and Fscore of
96.57%. In addition, under run-5, the projected system has
achieved effective outcome with the precn of 97.46%, recl of
96.50%, accy of 97.35%, and Fscore of 94.52%.

Figure 9 depicts the ROC analysis of the DLFM-CMDFC
technique on the test CIFAR-10 dataset. �e figure out-
performed that the DLFM-CMDFC scheme has resulted in
an effective outcome with the maximal ROC of 98.7262.

Figure 10 demonstrates the accuracy analysis of the
DLFM-CMDFC technique on the test CIFAR-10 dataset.
�e outcomes showcased that the DLFM-CMDFC tech-
nique has accomplished improved efficiency with increased
training and validation accuracy. It can be noticed that the
DLFM-CMDFC manner has gained increased validation
accuracy over the training accuracy.

Figure 11 represents the loss analysis of the DLFM-
CMDFC manner on the test CIFAR-10 dataset. �e outcomes
recognized that the DLFM-CMDFC approach has resulted in a
proficient outcome with the decreased training and validation
loss. It can be stated that the DLFM-CMDFC technique has
obtainable minimum validation loss over the training loss.

�e precn analysis of the DLFM-CMDFC technique with
existing ones on the test dataset is given in Table 3.

Figure 12 illustrates the precn analysis of the DLFM-
CMDFC technique with existing ones. �e figure has shown
that the IFD-AOS-FPM and CMFD-BMIF techniques have
obtained reduced precn of 53.90% and 54.40%. At the same
time, the CMFD and BB-KB-ICMFD techniques have
resulted in moderate precn of 57.34% and 56.62%, respec-
tively. Moreover, the CMFD-GAN-CNN technique has
accomplished near optimal precn of 69.64%. However, the
DLFM-CMDFC technique has resulted in superior perfor-
mance with the precn of 97.27%.

Figure 13 illustrates the recll analysis of the DLFM-
CMDFC approach with current ones. �e figure exhibited
that the CMFD and CMFD-BMIF algorithms have obtained
reduced recll of 49.39% and 80.20%, respectively. Concur-
rently, the CMFD-GAN-CNN and BB-KB-ICMFD tech-
niques have resulted in a moderate recll of 80.42% and
80.40%, respectively. In addition, the IFD-AOS-FPM system
has accomplished near optimal recll of 83.27%. But, the
DLFM-CMDFC technique has resulted in a maximal per-
formance with the recll of 96.46%.

Figure 14 depicts the Fscore analysis of the DLFM-
CMDFC system with present ones. �e figure portrayed that
the IFD-AOS-FPM and CMFD techniques have obtained
reduced Fscore of 54.39% and 49.26, respectively. Simulta-
neously, the CMFD-BMIF and BB-KB-ICMFD techniques
have resulted in a moderate Fscore of 59.43% and 60.55%,
respectively. Also, the CMFD-GAN-CNN algorithm has
accomplished near optimal Fscore of 88.35%. Eventually, the
DLFM-CMDFC manner has resulted in increased efficiency
with the Fscore of 96.06%.

Start

Initialize Parameters: Size (n), Control
Variable, Maximum Number of Iteration

Generate Artificial Fish from the
Initial Artificial Fish Swarm

Preying
Behavior

Swarming
Behavior

Following
Behavior

Behavior Selecting and State Updating

Assess the State of artificial
Fish and Select the Perform Behavior

Select the Optimization Artificial State

Is the Termination
Condition Met?

No

Yes

Stop

Figure 2: Flowchart of AFSA.
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(a) (b)

(c)

Figure 3: Sample image forgery detection results. (a) Original image. (b) Tampered image. (c) Localization image.

Table 1: Result analysis of DLFM-CMDFC model on MNIST dataset.

No. of runs Precision Recall Accuracy F-score
Run-1 96.38 93.71 94.29 95.98
Run-2 93.83 95.51 94.61 93.93
Run-3 93.54 97.30 94.88 97.19
Run-4 96.54 95.52 96.45 97.32
Run-5 96.80 97.43 96.87 94.69
Average 95.42 95.89 95.42 95.82
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93

Precision Recall
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Figure 4: Result analysis of DLFM-CMDFC model on MNIST dataset.
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Figure 5: ROC analysis of the DLFM-CMDFC model on the MNIST dataset.
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Figure 6: Accuracy analysis of the DLFM-CMDFC model on the MNIST dataset.
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Figure 7: Loss analysis of the DLFM-CMDFC model on the MNIST dataset.

Table 2: Result analysis of the DLFM-CMDFC model on the CIFAR-10.

No. of runs Precision Recall Accuracy F-score
Run-1 96.52 96.15 96.36 96.66
Run-2 95.75 97.45 96.90 94.77
Run-3 97.98 96.68 97.00 96.57
Run-4 97.51 95.93 97.02 93.50
Run-5 97.46 96.50 97.35 94.52
Run-6 97.78 96.70 97.20 97.23
Run-7 97.71 96.03 97.22 96.86
Run-8 96.98 96.68 96.00 96.82
Run-9 97.31 95.73 96.82 96.51
Run-10 97.66 96.70 97.55 97.17
Average 97.27 96.46 96.94 96.06
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Figure 8: Result analysis of the CIFAR-10 model on the DLFM-CMDFC dataset.
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Figure 9: ROC analysis of the DLFM-CMDFC model on the CIFAR-10 dataset.
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Figure 10: Accuracy analysis of the DLFM-CMDFC model on the CIFAR-10 dataset.
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Table 3: Comparative analysis of DLFM-CMDFC mode with existing techniques.

Methods Precision Recall F-score
CMFD 57.34 49.39 49.26
IFD-AOS-FPM 53.90 83.27 54.39
CMFD-BMIF 54.40 80.20 59.43
BB-KB-ICMFD 56.62 80.40 60.55
CMFD-GAN-CNN 69.63 80.42 88.35
DLFM-CMDFC 97.27 96.46 96.06
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Figure 12: Precision analysis of DLFM-CMDFC technique with existing manners.
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5. Conclusion

�is article has presented an automated copy-move forgery
detection and localization model, named DLFM-CMDFC.�e
proposed DLFM-CMDFC technique encompasses the fusion
of GAN and DenseNet models. In DLFM-CMDFC technique,
the two outcomes are combined into a layer to define the input
vectors with the initial layer of the ELM classifier. Moreover,
the optimal parameter tuning of the ELM technique takes place
by the use of AFSA. �e outcomes of the networks are fed as

input to the merger unit. Lastly, the difference between the
input and targets areas is identified in a forged image. �e
performance validation of the proposed manner takes place
using two benchmark datasets. �e proposed research work
outperforms with 97.27% of precision, 96.46% of recall, and
96.06% of F-score.�e experimental outcomes pointed out the
supremacy of the proposed technique on the recently devel-
oped approaches. As a part of future scope, the detection
performance can be improved by the use of generative
adversarial network (GAN) model.
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Figure 13: Recall analysis of DLFM-CMDFC technique with existing manners.
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Figure 14: F-Score analysis of DLFM-CMDFC model with existing manners.
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,is study focuses on hybrid synchronization, a new synchronization phenomenon in which one element of the system is synced
with another part of the system that is not allowing full synchronization and nonsynchronization to coexist in the system. When
lim

t⟶∞
Y − αX � 0, where Y and X are the state vectors of the drive and response systems, respectively, and Wan (α�∓1)), the two

systems’ hybrid synchronization phenomena are realizedmathematically. Nonlinear control is used to create four alternative error
stabilization controllers that are based on two basic tools: Lyapunov stability theory and the linearization approach.

1. Introduction

Alazzam et al.’ study [1] is an example. Control and hybrid
three-dimensional synchronization (HPS) procedures are
for a unique hyperchaotic system. To begin, the revolu-
tionary hyperchaotic system is regulated to an unstable
equilibrium position or limit cycle using only one scalar
controller with two state variables. Using Lyapunov’s
direct approach, the HPS between two new hyperchaotic
systems is studied. A nonlinear feedback vector controller
is presented to establish perfect synchronization between
two new hyperchaotic systems, which can then be con-
densed further into a single scalar controller. Finally,
simulation data are supplied to ensure the effectiveness of
these strategies.

,e proposed approaches have some implications for
lowering controller installation costs and complexity. Dy-
namical systems have received a lot of attention. It is one of

the first attempts in a Lu model, and a new hyperchaotic
model with three unstable equilibrium points is disclosed.
Despite the fact that the newly built system is basic, it is six-
dimensional (6D) and has eighteen terms in 2021. [2]. It
presents the new structure of high dimension (6D), novel
king of quaternion complete, and has some unusual prop-
erties [3–6]. ,ere is another study which introduces an-
other chaotic and hyperchaotic complex nonlinear, and this
type has a significant stake in its phase-space behavior [7–9].
It has been organized in the previous time, for example, a 3D
auto system, which is not differ-isomorphic with the Lorenz
attractor. In the arrangement of values for a parameter k,
[10] has proposed another 3D attractor that shows chaotic
behavior in distinct respects and not diffeomorphic with
Lorenz [11–18]. ,e first chaotic nonlinear system has been
suggested by Lorenz [19–22] in which is a generalization of
the Lorenz system. ,e Lorenz system’s messy structure is
utilized.
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2. Hybrid Synchronization between Two
Similar Systems

We have already learned about the dynamic system [18],
which is in the following formula:

_x1 � a x2 − x1( 􏼁 + x4,

_x2 � cx1 − x2 − x1x3 + x5,

_x3 � −bx3 + x1x2,

_x4 � dx4 − x1x3,

_x5 � −kx2,

_x6 � hx6 + rx2,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

which represents the driving system as x1, x2, x3, x4, x5, x6
are the variables representing the system states and that a, b,
c, d, k, h, and r are the real positive parameters and their
values are 11, 7/3, 27, 2, 7.4, 1, and 1, respectively.

While, the response system can be written as follows:

_y1 � a y2 − y1( 􏼁 + y4 + u1,

_y2 � cy1 − y2 − y1y3 + y5 + u2,

_y3 � −by3 + y1y2 + u3,

_y4 � dy4 − y1y3 + u4,

_y5 � −ky2 + u5,

_y6 � hy6 + ry2 + u6.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

,e dynamic error of the hybrid synchronization be-
tween the 6D chaos system (1) and system (2) is defined by
the following relationship.

ei � yi − xi, i � 1, 3, 5⟶ lim
t⟶∞

ei � 0,

ej � yj + xj, j � 2, 4, 6⟶ lim
t⟶∞

ej � 0.
(3)

,us, the error is calculated for the dynamic system as
follows:

_e1 � ae2 − ae1 + e4 − 2ax2 − 2x4 + u1,

_e2 � ce1 − e2 + e5 − y1e3 + x3e1 − 2y1x3 + 2cx1 + 2x5 + u2,

_e3 � −be3 + e1e2 − x2e1 + x1e2 − 2x1x2 + u3,

_e4 � de4 − y1e3 + x3e1 − 2y1x3 + u4,

_e5 � −ke2 + 2kx2 + u5,

_e6 � he6 + re2 + u6.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

Using the method of linear approximation to find the
characteristic equation and the intrinsic values of the system
before the control, which is witnessing a state of instability
for the system before the control, this method confirms this
thing.

λ6 +
31
3
λ5 −

3069
15

λ4 +
1558
15

λ3 +
64004
15

λ2 −
8496
5

λ − 348 � 0,

λ1 � 2,

λ2 � 1,

λ3 � −
7
3
,

λ4 � 10.9659 − 8.10− 9
i,

λ5 � − 12.6916 − 3.92820323010− 9
i,

λ6 � 0.3257 + 8.92820323010− 9
i.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

,e results of the distinctive equation confirm that the
error of the dynamic system is in the position of
instability.

Theorem 1. Let U be the controller of the system:

u1 � 2ax2 + 2x4 − ce2 − x3e2 + x2e3 − x3e4,

u2 � −ae1 + 2y1x3 − 2cx1 − 2x5 − x1e3 + ke5 − re6,

u3 � y1e2 − e1e2 + 2x1x2 + y1e4,

u4 � −2 de4 − e1 + 2y1x3,

u5 � −e2 − 2kx2 − e5,

u6 � −2he6.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(6)

Thus, the hybrid synchronization between system (1)
and system (2) can be observed in two ways:

Proof. After compensating the control (6) in the dynamic
system error (4), we get

_e1 � ae2 − ae1 + e4 − ce2 − x3e2 + x2e3 − x3e4,

_e2 � ce1 − e2 + e5 − y1e3 + x3e1 − ae1 − x1e3 + ke5 − re6,

_e3 � −be3 − x2e1 + x1e2 + y1e2 + y1e4,

_e4 � −de4 − y1e3 + x3e1 − e1,

_e5 � −ke2 − e2 − e5,

_e6 � re2 − he6.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

,e first method is the method of linear approximation:
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λ6 +
53
3
λ5 +

12834
25

λ4 +
286498
75

λ3 +
286609
25

λ2 +
373231
25

λ +
169704
25

� 0,

λ1 � −1,

λ2 � −
7
3
,

λ3 � −2.3511,

λ4 � −2.6530,

λ5 � − 4.4979 + 19.6945 i,

λ6 � − 4.4979 − 19.6945 i.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(8)

,e linear approximation method succeeded in systems
1 and 2 showing the hybrid synchronization between the two
systems and the Lyapunov Method is failed. We get _V(ei) as
follows:

And they use the Lebanov method [18–20], as follows.
After differentiating the function V(ei), we get

_V(e) � e1 ae2 − ae1 + e4 − ce2 − x3e2 + x2e3 − x3e4( 􏼁

+ e2 ce1 − e2 + e5 − y1e3 + x3e1 − ae1 − x1e3 + ke5 − re6( 􏼁

+ e3 −be3 − x2e1 + x1e2 + y1e2 + y1e4( 􏼁 + e4 −de4 − y1e3 + x3e1 − e1( 􏼁

+ e5 −ke2 − e2 − e5( 􏼁 + e6 re2 − he6( 􏼁,

_V ei( 􏼁 � −ae
2
1 − e

2
2 − be

2
3 − de

2
4 − e

2
5 − he

2
6 � −e

T
i Q04ei,

Q04 � diag(a, 1, b, d, 1, h).

(9)

,us, Q04 > 0, and this leads to _V(ei) being negatively
defined in R6. ,us, the nonlinear control unit is suitable, in
which there is no synchronization.

,e initial values (2, 1, 8, 6, 12, 4), (−18, −9, −1, −5, −20,
15) are used to illustrate how the hybrid synchronization
occurs between the two systems (1) and (2). Figures 1 and 2
and (2) show the verification of these results
numerically. □

Theorem 2. <e nonlinear U control of system (4) and
Figure 3 is designed as follows:

u1 � 2ax2 + 2x4 − ce2 − x3e2 + x2e3 − x3e4,

u2 � −ae1 + 2y1x3 − 2cx1 − 2x5 − x1e3 − e6,

u3 � y1e2 − e1e2 + 2x1x2 + y1e4,

u4 � −2 de4 − e1 + 2y1x3,

u5 � −2kx2 − e5,

u6 � −2he6.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(10)

The hybrid synchronization between the two systems (1)
and (2) can be explained in two ways.

Proof. By relying on control (10) with system (4),

_e1 � ae2 − ae1 + e4 − ce2 − x3e2 + x2e3 − x3e4,

_e2 � ce1 − e2 + e5 − y1e3 + x3e1 − ae1 − x1e3 − e6,

_e3 � −be3 − x2e1 + x1e2 + y1e2 + y1e4,

_e4 � −de4 − y1e3 + x3e1 − e1,

_e5 � −ke2 − e5,

_e6 � −he6 + re2.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(11)

,e first method is the method of linear approximation:

λ6 +
53
3
λ5 +

2167
5

λ4 +
38509
15

λ3 +
90806
15

λ2

+
31068
5

λ +
11552
5

� 0,

λ1 � −1,

λ2 � −
7
3
,

λ3 � −1.2965,

λ4 � −1.9544,

λ5 � − 5.3745 + 17.6928i,

λ6 � − 5.3745 − 17.6928i.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(12)
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,e linear approximation method succeeded in showing
the hybrid synchronization between the two systems.

,e second method is the method of Lebanov.
,e Lebanov derivative with control (10) is as follows:

_V(e) � −ae
2
1 − e

2
2 − be

2
3 − de

2
4 − e

2
5 − he

2
6 + e2e5(1 − k) + e2e6(r − 1) � −e

T
Q1 e. (13)

So, we get the matrix

Q14 �

a 0 0 0 0 0

0 1 0 0
(k − 1)

2
􏼠 􏼡

(1 − r)

2

0 0 b 0 0 0

0 0 0 d 0 0

0
(k − 1)

2
0 0 1 0

0
(1 − r)

2
0 0 0 h

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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. (14)

,e matrix Q14) is nondiagonal.
Now, find the parameters to confirm that the array is

negatively defined.

1, a> 0,

2, b> 0,

3, d> 0,

4, 1>
(k − 1)

2

4
,

5, h −
h(k − 1)

2

4
−

(1 − r)
2

4
􏼠 􏼡> 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(15)

,ere are some inequalities that are not correct, and
therefore, Q14 is negatively defined, so the control failed to
achieve hybrid synchronization between the two systems,
and to overcome this problem, we update the P-matrix with
the same control as follows:

P14 � diag
1
2
,
1
2
,
1
2
,
1
2
,
5
84

,
1
2

􏼒 􏼓. (16)
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Figure 4: Hybrid synchronization between the two systems (1).
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,e simulation was implemented via the wolf algorithm
and MATLAB software 2020, with parameters a � 11, b �

−7/3, c � 25, d � 2, h � 9.1, r � 1, p � 1, q � 2 and control
parameter k � 13.5, and the new model has five +ve Lya-
punov spectra.

,e derivative of Lebanov is as follows:

_V ei( 􏼁 � −10e
2
1 − e

2
2 −

8
3
e
2
3 − 2e

2
4 −

5
42

e
2
5 − e

2
6 � − e

T
Q24e,

(17)

such that Q24 � di ag(10, 1, 8/3, 2, 5/42, 1); it is a positive
definition matrix, thus achieving hybrid synchronization
between the two systems (1) and (2) [23] Figure 4 shows the
numerical validity of what we have arrived at results. □

3. Conclusion

In Figure 2, the convergence system of the complete syn-
chronization scheme, we focused on the nonlinear control
strategy, and another method was suggested, namely, line-
arization; in addition, we used the Lyapunov method which
is adopted in all previous works in order to compare and
verify between the two methods.

,e results show that the linearization method is the best
for achieving the synchronization since the stability Lya-
punov method needs to construct an auxiliary function
(Lyapunov function) and may need to update this function
sometimes. At other times, it is difficult for us to create a
suitable auxiliary function which leads to the fall of this
method; thus, the failure and success of the method depend
on the additional auxiliary factor, in addition to the control
factor. While, the linearization method dispenses for this
auxiliary factor, which gives it extra strength compression of
the stability of the Lyapunov method. It also addressed the
issue of known parameters and unknown.

As for the phenomenon of projective synchronization,
which is themost comprehensive among the phenomena, we
were only using the method of Lyapunov in achieving the
phenomenon, and the results were good.
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augmented lü system,” International Journal of Bifurcation
and Chaos, vol. 20, no. 11, pp. 3689–3698, 2010.

[6] C. Zhu, “Control and synchronize a novel hyperchaotic
system,” Applied Mathematics and Computation, vol. 216,
no. 1, pp. 276–284, 2010.

[7] F. M. Abdoon, A. I. Khaleel, and M. F. El-Tohamy, “Utility of
electrochemical sensors for direct determination of nicotin-
amide (B3): comparative studies using modified carbon
nanotubes and modified β-cyclodextrin sensors,” Sensor
Letters, vol. 13, no. 6, pp. 462–470, 2015.

[8] S. A. Salih and Z. G. Atiya, “Applying amathematical model to
simulate the ground water reservoir in Al-Alam area/
Northeast Tikrit city/Iraq,” Tikrit Journal of Pure Science,
vol. 26, no. 3, pp. 60–66, 2021.

[9] M. B. Alazzam, F. Alassery, and A. Almulihi, “Diagnosis of
melanoma using deep learning,” Mathematical Problems in
Engineering, vol. 2021, Article ID 1423605, 9 pages, 2021.

[10] A. Khadidos, A. Khadidos, O. M. Mirza, T. Hasanin,
W. Enbeyle, and A. A. Hamad, “Evaluation of the risk of
recurrence in patients with local advanced rectal tumours by
different radiomic analysis approaches,” Applied Bionics and
Biomechanics, vol. 2021, Article ID 4520450, 9 pages, 2021.

[11] F. M. Abdoon and S. Y. Yahyaa, “Validated spectrophoto-
metric approach for determination of salbutamol sulfate in
pure and pharmaceutical dosage forms using oxidative cou-
pling reaction,” Journal of King Saud University Science,
vol. 32, no. 1, pp. 709–715, 2020.

[12] G. Alshammari, A. A. Hamad, Z. M. Abdullah et al., “Ap-
plications of deep learning on topographic images to improve
the diagnosis for dynamic systems and unconstrained opti-
mization,” Wireless Communications and Mobile Computing,
vol. 2021, Article ID 4672688, 7 pages, 2021.

[13] F. Q. Dou, J. A. Sun, and W. S. Duan, “Anti-synchronization
in different hyperchaotic systems,” Communications in <e-
oretical Physics, vol. 50, pp. 907–912, 2008.

[14] W. A. Saeed and J. S. Abdulghafoor, “Convergence solution
for some harmonic stochastic differential equations with
application,” Tikrit Journal of Pure Science, vol. 25, no. 5,
pp. 119–123, 2020.

[15] A. C. Fowler, J. D. Gibbon, and M. J. McGuinness, “,e
complex Lorenz equations,” Physica D: Nonlinear Phenom-
ena, vol. 4, no. 2, pp. 139–163, 1982.

6 Computational Intelligence and Neuroscience



Retraction
Retracted: TCM Treatment and Drug Co-Occurrence
Analysis of Psoriasis

Computational Intelligence and Neuroscience

Received 25 July 2023; Accepted 25 July 2023; Published 26 July 2023

Copyright © 2023 Computational Intelligence and Neuroscience. Tis is an open access article distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.

Tis article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. Tis in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research

reported
(3) Discrepancies between the availability of data and

the research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

Te presence of these indicators undermines our con-
fdence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

In addition, our investigation has also shown that one or
more of the following human-subject reporting re-
quirements has not been met in this article: ethical approval
by an Institutional Review Board (IRB) committee or
equivalent, patient/participant consent to participate, and/or
agreement to publish patient/participant details (where
relevant).

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

Te corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.

References

[1] L. Lin, S. Yang, Q. Bai, and Y. An, “TCM Treatment and Drug
Co-Occurrence Analysis of Psoriasis,” Computational In-
telligence and Neuroscience, vol. 2022, Article ID 4268681,
7 pages, 2022.

Hindawi
Computational Intelligence and Neuroscience
Volume 2023, Article ID 9857835, 1 page
https://doi.org/10.1155/2023/9857835

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9857835


RE
TR
AC
TE
DResearch Article

TCM Treatment and Drug Co-Occurrence Analysis of Psoriasis

Li Lin ,1 Suqing Yang,2 Qingsong Bai,1 and Yuepeng An 2

1School of Graduate, Heilongjiang University of Chinese Medicine, Harbin 150040, Heilongjiang, China
2Department of Dermatology, First Affiliated Hospital, Heilongjiang University of Chinese Medicine, Harbin 150040,
Heilongjiang, China

Correspondence should be addressed to Yuepeng An; yanyan7878@21cn.com

Received 7 December 2021; Revised 25 December 2021; Accepted 28 December 2021; Published 29 January 2022

Academic Editor: Deepika Koundal

Copyright © 2022 Li Lin et al. (is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Psoriasis is a long-term immune-mediated disease. Patients with a long history and slow progress are more common, and its
treatment is difficult. (is study proposes to use traditional Chinese medicine to treat psoriasis. (rough the follow-up of all
participants for 12 and 24 weeks, a large number of comparative experiments effectively verify the effectiveness of the method
proposed in this study. (e research results of this study can provide some reference ideas for follow-up research.

1. Introduction

1.1. Psoriasis (Chart 1). Approximately 1–3% of the world’s
population has some degree of psoriasis, which can be re-
mitted and recur. Although a skin biopsy specimen’s his-
tological study may assist confirming the diagnosis, it is
usually determined based on clinical symptoms alone [1].
Research shows that eventhough it is not life-threatening,
the condition of having psoriasis may be severely debilitating
and has substantial social and economic ramifications [2].
(e biology of psoriasis is now well understood, and
therapeutic advancements are helping even the most se-
verely affected people. A considerable number of patients
have a family history of disease, and some families have
obvious genetic tendency. It is generally believed that about
30% of them have a family history. (e incidence rate varies
widely among different races. Psoriasis is a polygenic genetic
disease with the interaction of genetic factors and envi-
ronmental factors. (e incidence of some HLA antigens in
patients with this disease was significantly increased. Pso-
riasis may overlap with other diseases (such as rheumatoid
arthritis and atopic dermatitis).

Eventhough it affects people of all ages, psoriasis
manifests itself in two stages: the first happens in teens and
young adults (between the ages of 16 and 22) and the second
occurs in older people (at 57–60 years of age). Typically, the

visible symptoms consist of circumscribed, thickened, scaly
plaques that are pruritic and can be found on the elbows,
knees, thighs, and buttocks as well as the scalp and areas of
local trauma (Koebner’s phenomenon). It is customary to
measure the severity of involvement by using the psoriasis
region and severity index, which consider factors such as the
extent of the area involved, the redness, the thickness, and
the scaling [3]. (e plaques are characterized by a signifi-
cantly thicker, horny layer (hyperkeratosis), and the dryness
and cracking of this layer are responsible for much of the
pain, itching, and inflammatory changes that result. On the
psoriasis index, the maximum possible score is 72, and mild,
moderate, and severe psoriasis are indicated by values of less
than 10, between 10 and 50, and greater than 50, respectively.
Plaques of psoriasis may naturally regress without leaving
scars after a few weeks, months, or even years. Relapses are
also prevalent, and by avoiding exacerbating variables, it is
possible to lessen the frequency and severity of relapses in
affected people [4]. (ese relapses are likely to occur in
certain cases as a result of the activation of local wound-
healing mechanisms in the body. Many scholars have
confirmed that streptococcal infection is related to the onset
and course of psoriasis from the aspects of humoral im-
munity (antistreptococcal group), cellular immunity (pe-
ripheral blood and skin lesion T cells), bacterial culture, and
treatment. In patients with psoriasis, Staphylococcus aureus
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infection can aggravate skin lesions, which is related to the
superantigen of Staphylococcus aureus exotoxin. (e oc-
currence of this disease is related to virus. Although there is a
certain relationship between viral (such as HIV virus) and
fungal (such as Malassezia) infection, its exact mechanism
has not been finally confirmed.

1.2. Symptoms of Psoriasis. (e signs and symptoms of
psoriasis may vary from person to person. Here are some
examples of frequent indications and symptoms:

(i) (e crimson flesh on the arms and legs is covered in
large, silvery scales

(ii) Scaling spots of varied sizes (often observed in
youngsters)

(iii) Dry, cracked, and itchy skin with the potential to
bleed or itch. Itching, burning, or pain are all
possible symptoms.

(iv) Nails that are enlarged, pitted, or ridged swollen and
stiff joints. (e following formula was used to de-
termine the sample size.

n �
z2 · p · q

d2
, (1)

where n represents the sample size requested. (e standard
normal deviation is denoted by z (1.96). p represents the the
estimated percentage of the target population who have the
attributes being targeted. q� 1− p d represents the statistical
significance level (5%).

Psoriasis vulgaris is the most common type, with fre-
quent acute onset. (e typical manifestation is erythema
with clear boundary and different shapes and sizes, sur-
rounded by inflammatory erythema, slightly infiltrated and
thickened. (e surface is covered with multiple layers of
silvery-white scales. (e scales are easy to scrape off. After
scraping, it is a light red and shiny translucent film, and
small bleeding points can be seen when scraping the film.
Skin lesions often occur in the head, sacrum, and lateral
extension of the limbs. Some patients felt different degrees of
pruritus.

According to the data in Table 1, the vast majority of 96%
of patients had psoriasis vulgaris, 16% had pustular psoriasis,
0.7% had erythrodermic psoriasis, and 1.3% had psoriatic
arthritis. Of the 11751 patients who had nonmissing disease
activity data, 43.3% were in the active stage, 34.1% were
stable, 15.3% were resolving, and 7.3% were remitting their
symptoms.

2. Types of Psoriasis

In China and other countries, there exist different types of
psoriasis, which have been occasionally treated by TCM.

2.1. Plaque Psoriasis. Plaque psoriasis is a persistent auto-
immune disorder that affects the skin. It manifests itself on
the skin as thick, red, and scaly areas of the skin (Figure 1).

Plaque psoriasis can be an extremely itchy and unpleasant
condition, especially in the early stages [5]. It can also be
embarrassing, and it does not always respond to medical
therapy as expected. It is occasionally mistaken as another
skin ailment, such as dermatitis or eczema, and treated as
such. Plaque psoriasis is characterized by regions of rough,
red skin that are covered with silvery-white scales. (is
occurs as a result of the skin cells receiving a signal to make
new skin cells at an excessively rapid rate [6]. (ey accu-
mulate and shed in the form of scales and patches. Arthritis
psoriasis is also known as psoriatic arthritis. Psoriatic pa-
tients have rheumatoid arthritis like joint damage at the
same time, which can affect the joints of the whole body, but
the lesions of the distal finger (toe) internode joints are the
most characteristic. (e affected joints are red, swollen, and
painful, and the skin around the joints is often red and
swollen. (e joint symptoms are often aggravated or alle-
viated at the same time as the skin symptoms. (e blood
rheumatoid factor is negative.

In addition to causing red and silvery spots on the skin,
this buildup of the skin also causes pain and inflammation.
Scratching can result in abrasions, bleeding, and infection of
the skin. Affected body parts include the elbows, knees, and
scalp, which are among the most regularly observed. In these
regions, the majority of people who suffer from plaque
psoriasis will grow patches of the skin. However, some
people will develop psoriasis patches on other parts of their
bodies as well. (e appearance of psoriasis patches on the
body might be unpredictable in its spread. Some patches
may be large enough to cover large areas of the body, while
others may be a little larger than a dime in diameter.

Once a person has developed psoriasis, it may manifest
itself in a variety of different ways and in different locations.
(e pubic area and armpits are frequently spared when it
comes to plaque psoriasis, in contrast to inverse psoriasis.

As areas of plaque psoriasis heal, the position of the
lesions may shift. During subsequent attacks, new patches
may appear in other locations. Plaque psoriasis manifests
itself differently in each individual. No two persons will have
the same symptoms as one another.

(is kind of medicine includes carboplatin and tacca-
thitol. It has good curative effect on plaque psoriasis. Car-
potriol cream, ointment, and lotion (for the head) are
applied externally twice a day. It usually takes the effect
within 8 weeks and will not be dependent after long-term
use. (e combination of this drug with glucocorticoid or
UVB can improve the curative effect. It should be used with
caution in patients with bone diseases, calcium metabolism
disorders, and renal insufficiency, so as not to cause
hypercalcemia.

Psoriasis can manifest itself as a range of nail lesions that
are both distinct and ambiguous (Figure 2). Fingernails are
more frequently affected than toenails (Figure 3), which is
likely because fingernails develop more quickly.

As observed in this graph, there was no statistically
significant difference in overall NAPSI scores between the
left and right hands or between fingers with symmetrical
lengths. NAPSI was greater for the thumb than for the other
fingers, on the other hand. (e forefinger, ring finger, and
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little finger all had higher NAPSI scores than a thumb
(p 0.01) and forefinger (p 0.01), although the thumb (p 0.01)
had lower NAPSI scores than all three (p 0.05, 0.05, and
0.0001) (Figures 4–6).

A variety of tests have determined that the response is
either all-encompassing, restricted to the nails exclusively, or

Table 1: Comparison of lesion distribution and triggering factors between genders with psoriasis.

Total N� 12031, n (%� n/N) Male (N1 � 7206), n1 (%� n1/N1) Female (N2 � 4825), n2 (%� n2/N2) P

Triggering factors
Season 7243 (60.2) 4388 (60.9) 2861 (59.3) 0.203
Stress 4151 (34.5) 2414 (33.5) 1790 (37.1) <0.001
Smoking 626 (5.2) 533 (7.4) 92 (1.9) <0.001
Alcohol 2214 (18.4) 1794 (24.9) 405 (8.4) <0.001
Sphagitis 3296 (27.4) 1816 (25.2) 1486 (31.0) <0.001

Lesions distribution
Leg 9348 (77.7) 5355 (74) 3993 (83) <0.001
Scalp 9024 (75.0) 5797 (80) 3227 (67) <0.001
Elbow 8069 (67.1) 4757 (66) 3312 (69) 0.183
(igh 8042 (66.8) 4558 (63) 3484 (72) <0.001
Forearm 7620 (63.3) 4402 (61) 3218 (67) <0.05
Back 7602 (63.2) 4173 (58) 3429 (71) <0.001
Upper arm 7298 (60.7) 4104 (57) 3194 (66) <0.001
Waist 6639 (55.2) 3719 (52) 2920 (61) <0.001
Abdomen 6405 (53.2) 3442 (48) 2963 (61) <0.001
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Figure 1: (e first onset of psoriasis in patients.

Figure 2: Plaque psoriasis infected skin. Nail psoriasis and its co-
occurrences.
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Figure 3: Comparison of nail psoriasis (NP) severity of different
fingers of each hand (n� 126).

Figure 4: Nail psoriasis.
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a hybrid of the two. Pitches are the small, sharp de-
pressions on the nail’s surface are the most common and
immediately obvious symptom of a problem [7]. (ere are
no differences in terms of size or depth between every-
thing (Table 2). It is possible to distribute things at
random or in transverse or short longitudinal lines that
are parallel to one another. Small psoriatic foci develop in
the apical matrix of these locations, producing para-
keratosis and breaking of the proximal nail fold as it
emerges. (ere is parakeratosis if the nail plate has an
ivory-colored region in the proximal half [8]. As shown in
Figure 4, It is possible to have one or many pits, and they
may be associated with psoriasis or exist independently of
the skin disorder. To have psoriasis, you need to have at
least 10 craters on one of your nails.

(e etiology of psoriasis includes genetic factors, im-
mune factors, infection factors, endocrine factors, living
habits, drug factors, environmental factors, and mental
factors. Among them, endocrine factors and pregnancy can
make the skin lesions disappear or reduce and can also
aggravate the skin lesions. (yroid diseases, diabetes, and
other endocrine diseases have no obvious effect on the
disease.

2.2. Treatment of Nail Psoriasis and Its Co-Occurrences.
All therapies for nail psoriasis take a long time, since the nail
is a slow epidermal attachment. (e effectiveness of any
treatment is seldom proved before 3–6 months, and it may
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Figure 5: Gender psoriasis patients seeking TCM medication in China.
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Figure 6: (e approval of TCM as a treatment for drug co-occurrence of psoriasis in Europe.

Table 2: Disorder of nail with psoriasis.

Characteristics N� 12031 (%� n/N)
Nail damage, n (%) 3592 (29.9)

Nail pitting 2167 (18)
Oil drops 1765 (14.7)
Subungual hyperkeratosis 1395 (11.6)
Longitudinal ridging of nails 1326 (11.0)
Onycholysis 856 (7.1)
Onychomadesis 300 (2.5)

Joint damagesa, n (%) 740 (6.2)
Digital joints 406 (3.4)
Knee joint 356 (3.0)
Toe joint 190 (1.6)
Ankle joint 131 (1.1)
Elbow joint 114 (0.9)
Wrist joint 114 (0.9)
Vertebral column 94 (0.8)
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take a year or more to get the greatest improvement feasible
with a specific therapy [9]. As shown in Figure 5, to help
patients visualize the therapeutic effects, photos taken before
treatment is highly recommended. (ese photos should be
presented to patients at all follow-up sessions [10]. As a
result, before beginning treatment for nail psoriasis, patients
should be screened for concomitant onychomycosis. A
changed nail that remains despite appropriate treatment
might be an indication of concomitant fungal infection.
When onychomycosis is present, it might make it more
difficult to treat the patient.

(ere are a variety of therapy options. As shown in Figure
6, some of the considerations that go into their decision-
making include the degree of nail involvement and the impact
on quality of life, as well as other conditions such as rheu-
matoid arthritis and other comorbidities [11]. Eventhough
topical treatments for nail psoriasis are difficult to find, skin-
cleansing systemic medicines work effectively for this con-
dition [12]. (ere is a limited amount of topical medication
that can reach the affected tissues because of the small nail fold
and subungual hyperkeratosis in matrix lesions and nail bed
psoriasis. Pits are the toughest wounds to cure, despite their
subtle nature. An antipsoriatic topical therapeutic trial of
three months is recommended (Figure 1). A shorter nail
length increases the drug’s ability to reach the psoriatic lesion.
To treat nail bed psoriasis, the onycholytic nail must be cut
over the infected nail bed. Drilling holes in the nail plate using
mechanical burrs or ablative lasers improves nail penetration
after filing or grinding. Laser ablation is a method used to
analyze solid samples in inductively coupled plasma mass
spectrometry. (e laser used for laser shirt burning is a high-
power, high repetition laser with large area sampling. In this
way, the sampling uniformity is good and is not limited by the
type of sample. Laser ablation mass spectrometry can be used
to analyze small areas of samples.

2.3. Guttate Psoriasis. (is subtype tends to affect youthful
adults and children. It is frequently caused by a bacterial
infection, such as strep throat. It is distinguished by tiny,
drop-shaped, scaling sores on the torso, limbs, or legs.

2.4. Inverse Psoriasis. (is primarily affects the groin, but-
tocks, and breast skin folds. Smooth areas of the red skin are
caused by inverse psoriasis, which worsens with friction and
sweating. (is kind of psoriasis can be caused by fungal
infections.

2.5. Psoriatic Arthritis. (e disease is characterized by
inflamed and aching joints, which are archetypal of ar-
thritis symptoms. Sometimes, the symptoms of psoriasis
in the joints are the first or only symptom or sign of the
disease.(ere are times when only nail changes are visible.
Psoriatic arthritis manifests itself in a variety of ways,
ranging from moderate to severe, and can affect any joint.
Stagnant joints can become stiffer as a result of this, and in
the most severe cases, joint damage can become
irreversible.

2.5.1. Causes of Psoriasis. An issue with the immune system
produces psoriasis, which causes the skin to regenerate at a
quicker pace than normal. Plaque psoriasis is the most
prevalent variety of psoriasis, and it is characterized by a
rapid turnover of cells that results in scales and red patches
of the skin. We still do not know exactly what it is that causes
the immune system to malfunction [6]. Both genetics and
environmental variables, according to the researchers, play a
role. It is not contagious to have this illness.

(e immune system is an important system for the body
to perform immune response and immune function. It is
composed of immune organs, immune cells, and immune
molecules. (e immune system has the function of identi-
fying and eliminating antigenic foreign bodies, coordinating
with other systems of the body, and jointly maintaining the
stability of the internal environment and physiological
balance.

2.5.2. TCM Treatment and Drug Co-Occurrence of Plaque
Psoriasis. In the Western world, the use of Chinese herbs to
treat psoriasis is considered an alternative therapy because
there is insufficient clinical evidence to support its effec-
tiveness [13]. (e traditional Chinese medicines Sheng Di
Huang (also known as Qing Dia), Qian Cao Gin (also known
as Qian Hua She Cao), and Bai Hua She Cao are considered
mainstream options for the treatment of this skin condition
among the billion or so people who live in China. When it
comes to psoriasis treatment, traditional Chinese medicine
(TCM) takes a completely different approach than when it
comes to diagnosing and treating the condition in the West
[14]. When it comes to traditional Chinese culture, the
disease known as Bai Bi is supposed to be caused by “heat
pathogens” which are responsible for the characteristic
redness of the skin (Table 3).

According to some theories, blood “dryness” and
“stagnation” are responsible for the itching, pain, and scaly
plaque formation that characterize the autoimmune con-
dition as the disease progresses.

Because traditional Chinese medicine is based primarily
on impression and personal experience, the therapies pre-
scribed by one practitioner may differ from another [15]. In
contrast to Western treatment, traditional Chinese medicine
therapies do not so much treat the sickness as they do correct
the imbalances that cause situations such as heat, dryness,
and stagnation.

TCM remedies are frequently combined and matched to
target certain imbalances. As shown in Table 4, it would be
more appropriate to employ herbs that “clear heat” in higher
quantities than herbs that ease stagnation or dryness if blood
heat is the primary concern in a given situation.

Qian Cao gin is the Chinese name for the herb
common madder, which is also known as yarrow (Rubix
rubiae). (is herb is said to contain blood-cooling and
antiproliferative effects, which may help to temper, if not
prevent the growth of psoriasis plaques. It is also used to
treat acne.

A Chinese herb known as Qing Dai (Indigo Naturalis)
is considered to have great heat-clearing qualities, as well

Computational Intelligence and Neuroscience 5
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as antiproliferative and anti-inflammatory properties.
Qing Dai is also known as Indigo Naturalis in the west.

2.5.3. TCM Treatment. TCM, which is a system of ancient
medical practice that differs from contemporary medicine in
its substance, methodology, and philosophy, plays an es-
sential part in the health maintenance of Asian peoples, and
it is becoming more frequently adopted in countries around
the Western world [16]. Despite their growing popularity,
there are still some misconceptions about traditional
medicines and the standards they must satisfy to be effective.
In this area, we try to dispel some of the most common
myths.

For the longest time, Asia’s medical system has relied on
traditional Chinese medicine (TCM) [1]. Traditional Chi-
neseMedicine was developed after tens of thousands of years
of empirical research and refining (TCM). Until English
missionaries arrived in China during the early 1800s, it was
the only medical specialty available in the country [17]. (ey
brought modern medicine’s medications, equipment, and
practices with them.

2.6. Psoriasis Dosage

RBW �
ABT (g)

IB (g)
. (2)

RBW represents the relative body weight, ABTrepresents the
absolute body weight, and IB represents the psoriasis patient
body weight.

(ese doses were calculated for every psoriasis patient
concerning their weight.

TCM comprises a wide range of techniques (chart 4)
including herbal medicine and acupuncture that are familiar
to Westerners as well as practices that are new to most
Westerners such as cupping (hot cup therapy), Tuina
(massage), and Qigong (burnt mugwort therapy). Tradi-
tional Chinese medicine (TCM) research is currently fo-
cused on understanding the mechanisms of action of these
treatments [18, 19]. For the most part, this Nature Outlook
will focus on herbal remedies as their efficacy is almost
equivalent to that of current pharmaceuticals.

2.7. Acupuncture TCM as an Analysis of Psoriasis. Using
small needles inserted through the skin, practitioners apply
pressure to certain points on the body to stimulate healing.
Studies have shown that acupuncture, whether real or fake, is
equally effective, demonstrating that the placebo effect is at
play. By altering brain regions involved in processing pain,
acupuncture is thought to boost the body’s generation of
natural analgesics [20]. True acupuncture, according to the
results of several studies, may be useful in treating chronic
pain problems like osteoarthritis/knee pain and carpal tunnel
syndrome as well as low back pain and neck discomfort. (e
frequency of tension headachesmay be reduced, andmigraine
headaches may be prevented using this supplement. (is is
provided in Center for Chronic Disease and Hypertension
Fact Sheet on Acupuncture (NCCIH) [21, 23].

2.8. Tai Chi TCMas an Analysis of Psoriasis. Postures, gentle
motions, mental attention, breathing, and relaxation are part
of a workout program [17]. Patients with Parkinson’s dis-
ease, as well as the elderly and those who practice Tai Chi,
may find it helpful with balance and stability. It has also been
shown to help people with fibromyalgia and back pain, as
well as enhance the quality of life and mood in those with
heart failure. More information can be found about Tai Chi
by going to the National Center for Chronic Disease and
Hypertension’s Tai Chi Fact Sheet.

2.9. Aspects of TCManAnalysis of Psoriasis. A wide range of
medical illnesses has been researched using TCM med-
ications, including stroke, heart disease, mental illness,
and respiratory ailments (such as bronchitis and the
common cold). About one out of every five Americans,
according to the results of a national poll, uses Chinese
herbal medications to treat a variety of medical ailments
(Parker et al., 2016). It is impossible to draw firm con-
clusions about the value of many studies because they are
of low quality.

Table 3: Clinical features and treatment of psoriasis by TCM.

Characteristics No. of cases (%)
Total N� 12031
Treatment history
Systemic treatments 9600 (79.8)
TCMa 8661 (72.0)
Vitamin A derivatives 2604 (21.6)
Immune depressants 1297 (10.8)
Glucocorticoids 1577 (13.1)

Topical treatments 10787 (89.7)
Glucocorticoids 9113 (75.7)
Vitamin D3 analog 3634 (30.2)
Tazarotene 2976 (24.7)
TCMa 2802 (23.3)
Salicylic Acid 2295 (19.1)
Other therapy 2634 (21.9)
Photo therapy 2220 (18.5)

Table 4: A summary of the patient population.

Characteristics N� 12031
Sex, n (%)
Male 7206 (59.9)
Female 4825 (40.1)

Age, y
Minimum 1
Maximum 86

Mean (SD) 39.42 (18.4)
Family history of psoriasis, n (%)
Family history of psoriasis 2781 (23.1)
Relatives N� 4995

First degree relatives 2323 (46.5)
Second degree relatives 1538 (30.8)
(ird degree relatives 1134 (22.7)

History of smoking and alcohol, n (%)
Smoking history 4023 (33.4)
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Purpose. Age can be an important clue in uncovering the identity of persons that left biological evidence at crime scenes. With the
availability of DNA methylation data, several age prediction models are developed by using statistical and machine learning
methods. From epigenetic studies, it has been demonstrated that there is a close association between aging and DNAmethylation.
Most of the existing studies focused on healthy samples, whereas diseases may have a significant impact on human age.,erefore,
in this article, an age predictionmodel is proposed using DNAmethylation biomarkers for healthy and diseased samples.Methods.
,e dataset contains 454 healthy samples and 400 diseased samples from publicly available sources with age (1–89 years old). Six
CpG sites are identified from this data having a high correlation with age using Pearson’s correlation coefficient. In this work, the
age prediction model is developed using four different machine learning techniques, namely, Multiple Linear Regression, Support
Vector Regression, Gradient Boosting Regression, and Random Forest Regression. Separate models are designed for healthy and
diseased data. ,e data are split randomly into 80 : 20 ratios for training and testing, respectively. Results. Among all the
techniques, the model designed using Random Forest Regression shows the best performance, and Gradient Boosting Regression
is the second best model. In the case of healthy samples, the model achieved a MAD of 2.51 years for training data and 4.85 for
testing data. Also, for diseased samples, a MAD of 3.83 years is obtained for training and 9.53 years for testing. Conclusion. ,ese
results showed that the proposed model can predict age for healthy and diseased samples.

1. Introduction

Aging is the process of getting older. It has been an irrev-
ocable biological practice in an individual lifespan inspired
by many aspects. It is related to the transformations in
vibrant physiological, biological, and environmental
methods [1–3]. ,e modification in the aging process can be
done by chemical or physical changes in a DNA structure at
the genetic level that can affect the aging process [4]. Aging
can be predicted using many different methods; however,
the problem of low prediction accuracy hinders the

possibility of any breakthrough in such research. A number
of strategies have been utilized for predicting an aging
process but often face the issue of low accuracy in prediction,
which obstructs the potentials of several developments in
such a domain. Nowadays, DNA methylation (DNAm) data
have been emerging as a popular research area employed to
predict the epigenetic age of organisms [5, 6]. Recently, it has
been shown that the process of aging is extremely associated
with the alterations of DNAm in genome-particular situa-
tions. DNAm is a genetic means in which methyl clusters are
supplemented to the molecule of DNA. Beneath this
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practice, an active methyl has been conveyed to a certain
base on the chain of DNA in the DNA methyltransferase
(DNMT) catalysis [7]. A number of approaches have been
given for age prediction, but one of the approaches for
predicting human age is measuring and analyzing the
skeletal markers is becoming very popular. However, these
presented approaches are not trustworthy due to low pre-
diction accuracy and difficulty in performing [8]. It is an
extremely well-known fact that aging affects organisms on a
macro, molecular, and microscopic level. ,e practice of
DNAm to attain supplementary data in the investigations of
forensic sciences has shown to be a favorable field of interest
[9]. It has been shown that the interest has been grown in
this field of study to find the association between individual
age and age-dependent variations in DNAm of particular
CpG sites within the genome. With the developments in
DNAm research, it is feasible for predicting individuals’ age
by a quantifiable statistical correlation between DNAm and
diverse ages has been ascertained on the basis of the
modification rule of methylation with age [7]. Machine
learning is one of the most advanced fields that have been
employed to make predictions based on the available data by
developing models [10–12]. In one of these studies, a su-
pervised machine learning technique has been presented for
fitting the protein features model to the set of known
nonaging and aging-associated proteins for the prediction of
aging-related proteins to determine aging-related properties
of the proteins simultaneously. Very little consideration has
been performed utilizing supervised learning models to
predict aging-related genes of human DNA repair genes.

,is article has presented the comparative analysis of
three machine learning techniques such as support vector
machine (SVM) as a binary classifier for training the data
that are linearly nonseparable, logistic regression analysis of
the binary sequences, and XGBoost as a scalable tree
boosting system for the classification of human proteins as
nonaging or aging.,ese models have been implemented on
21,000 protein features that have been extracted from var-
ious databases (Gene Ontology, GeneFriends, and UniProt)
and are appropriate to well-known aging-associated human
proteins (extracted from GenAge). However, various works
have been presented in the literature to predict age
employing DNAm. Still, much more work is required to be
done in this field.

,erefore, the aim of the presented research work is the
utilization of the potential of machine learning and statistical
analysis techniques to identify the effect of aging on DNA
methylation data of specific CpG sites. Different machine
learning techniques like artificial neural network, Random
Forest Regression, Support Vector Regression, multiple
linear regression, and Gradient Boosting Regression have
been applied in the past to design age prediction models.
However, due to the limited data used in this study, the
artificial neural network is excluded from the present work.
,is work tries to create robust machine learning models to
predict human age using the methylation data from CpG
sites in human cells. ,e goal is to show the correlation
between these epigenetic modifications in DNA and human
age. ,e effects of diseases on such correlation between the

molecular-level changes in the human body and human age
have also been observed.

,e key contributions of this research work are as fol-
lows: (i) in this study, six CpG sites having high correlation
with age are identified from both healthy and diseased data;
(ii) age prediction models are designed using four machine
learning techniques, namely, Random Forest Regression,
Support Vector Regression, multiple linear regression, and
Gradient Boosting Regression; (iii) the impact of human
biological age on disease is analyzed by comparing it with
predictions from healthy data.

,e rest of the article is structured as follows: Section 2
presents the related work. Section 3 discusses the material,
methodology, techniques, and performance evaluation pa-
rameters used in the present study. ,e experimental results
are summarized in Section 4. Finally, Section 5 concludes the
given work.

2. Related Work

,e existing work related to human age prediction using
machine learning techniques is given below.

Lau et al. have integrated the four variable selection
methods with the statistical and machine learning model. A
total of 991 whole blood samples of age between 19 years to
101 years have been used. From experimental results, it has
been observed that the 16 markers have been chosen with
multiple linear regression from the forward selection ap-
proach for predicting age. Instead, the machine learning
model with a very superior high dimensional variable se-
lection method has appeared superfluous for DNAm-based
age predictions [13]. Further, Liu et al. have developed a
prevailing Web server named BioSeq-Analysis to construct
the predictor. It produced the improved forecaster and
utilized the three sequence evaluation chores. From inves-
tigational outcomes, it has been revealed that the forecasters
produced by BioSeq-Analysis even surpassed state-of-the-
art approaches [14]. Additionally, ,ong et al. have deter-
mined the adequate age predictors by making a comparative
analysis of prediction accuracy between the regression
model and artificial neural networks (ANN). It also inves-
tigated the impact of covariables like sex and ethnicity on
predicting age and revealed the less amount of input DNA
entailed for bisulfite medication and pyrosequencing for age
prediction [15].

Further, Aliferi et al. have performed analysis on 110
blood samples collected from individuals aged between 11
and 93 years using massively parallel sequencing (Illumina
MiSeq) based DNAm quantification assay of 12 CpG sites
and bisulfite conversion. Employing these data, 17 diverse
statistical modeling methods have been contrasted with
SVM with a polynomial function (SVMp) model using root
mean square error (RMSE) for further testing. To select the
models (RMSE� 4.9 years), the mean average error (MAE)
of the blind test (n� 33) had been computed at 4.1 years,
whereas 86% with less than 7 years and 52% with less
than 4 years of error had been predicted [16]. Vidaki et al.
have introduced the prospective age-related markers.
Additionally, a methodology has been given for machine
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learning-based prediction analysis using ANN.,e given
model not only exhibited a good accuracy of prediction but
also has the potential to be applied to individuals of various
nonblood tissues, ethnic backgrounds, and underage chil-
dren. However, it has been noted that the predictions can be
enhanced in the future by the normalization of various
technologies of DNAm analysis. Moreover, in unhealthy
individuals, the model worked less accurately; therefore,
testing of marker’s resistance to DNA methylation alter-
ations in a diseased state needs to be tested further [17].
Similarly, a method for age prediction has been introduced
for solving the multivariate regression problem fromDNAm
data with the optimization ANN model utilizing the Cell
Separation Algorithm (CSA) [18].

,e CSA impersonates the cell separation action by
employing a differential centrifugation method, including
manifold centrifugation stages. ,e saliva samples and
diseased/healthy blood samples are utilized for testing the
performance of the method. ,e comparative analysis of
CSA has been performed with genetic algorithms, ADAM,
and stochastic gradient descent. ,e results have shown that
CSA outperformed other methods [18]. Further, bisulfite
sequencing data have been generated for 95 saliva samples
utilizing massively parallel sequencing (MPS). It is then
contrasted with methylation SNaPshot data from the 95
samples. ,e age predicted by utilizing MPS data to a model
developed for methylation SNaPshot data has diverged
significantly from the sequential age because of platform
variances. ,us, variables were presented for indicating the
type of platform and constructing the platform-independent
age predictive models utilizing multivariate linear re-
gression and neural networks. ,e platform-independent
age prediction method has been built on a growing
number of platforms introducing platform variables, and
this idea can be employed to model age prediction for
other body fluids [19].

Smeers et al. assessed the alternate methods for giving
more accuracy for age-dependent prediction intermissions.
A quantile regression model with weighted least squares
(WLS) has been presented. ,e given model has been
contrasted against other regression models on similar data.
Both of the models offered the age-dependent prediction
intervals, considered for the growing variance with age, but
WLS regression outperformed with success rate. ,ough,
quantile regression might be a chosen way to deal with a
variance as it is nonconstant and not normally distributed.
Besides, deep learning models have shown good findings in
disease heterogeneity [20]. Additionally, MethylNet, a
DNAm deep learning model, has been built for the con-
struction of embeddings, making predictions, generating
fresh data, and uncovering the unspecified heterogeneity
with negligible human intervention [21]. Further, an epi-
genetic timer has been introduced utilizing a suite of
methylation markers of five distinct genes of the Italian
population samples of various ages enfolding the entire
duration of individual life [22]. Moreover, a survey has been
done in which a relationship among certain forms of DNA
repair and aging has been discovered with numerous aging
biomarkers using machine learning. Besides, novel

candidate proteins with robust computational signs of their
significant function in the aging have been attained [23, 24].
State-of-the-art machine learning models have been
employed for classifying 36 human protein features as
nonaging-related or aging-related [25].

,ough much work has been done in this area, very few
studies focused on comparing the performance of age
prediction models based on healthy and diseased samples. In
this article, different models using healthy and diseased
samples are developed and their effect on age is analyzed.

3. Materials and Methods

3.1.DataCollection. In this work, the DNAmethylation data
from human blood samples are required. All the data used in
the present study are collected from the National Center for
Biotechnology Information (NCBI) Gene Expression Om-
nibus (GEO) [24]. Many GEO datasets were explored to
gather data. ,e data were collected under two categories,
namely, healthy individuals and unhealthy individuals. A
total of 11 blood datasets are considered for this work. Only
those datasets are selected, which provide the individuals’
age. All the DNA methylation data taken for the study are
acquired from the HumanMethylation27 BeadChip plat-
form [26, 27].

,e first dataset is of healthy individuals with little to no
gene mutation, between the age range of 4 to 89, and the
second dataset was comprised of DNA information of in-
dividuals who had severe genetic mutations and were pa-
tients of diseases like cancer, Alzheimer’s, and Asthma,
between the age ranges of 1 to 86. ,e details of the dataset
for healthy individuals are provided in Table 1.

A total of 454 samples were collected across all ages
between 4 and 89 using six different datasets, with a mean
age of 33.46 and a median age value of 30 years. On further
cleaning of data, many samples were rejected as these were
outliers and they adversely affected the prediction accuracy
in genomic data [7]. For unhealthy individuals, a total of 400
samples are collected across five datasets. ,e age range was
1 to 86 for this dataset, with a mean age of 41.50 and a
median of 41 years. It further approves our understanding of
how advancing age is a major risk factor for diseases in
humans. Table 2 shows the distribution of unhealthy data.

3.2. Selection of CpG Sites. Initially, 8 CpG sites were selected
for this study. ,ese sites are cg22736354, cg19283806,
cg18473521, cg02228185, cg06493994, cg19761273, cg01820374,
and cg09809672. ,e inspiration for choosing these CpG sites
came from Li et al. [7]. Among these 8 CpG sites, cg22736354,
cg06493994, cg19283806, and cg18473521 were positively
correlated and cg09809672, cg02228185, cg01820374, and
cg19761273 were negatively correlated.

At a later stage, cg19283806 is dropped as there were
many missing instances of it in different datasets.
cg18473521 was showing high levels of collinearity (a
threshold of 0.75 was set for datasets) with cg09809672 and
cg19761273 so it also dropped afterward. Finally, the data
had `G sites and all the values were then recorded manually
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across each marker for two different datasets. Among these 6
CpG sites, a positive correlation of cg06493994 and
cg227363 with age has been found. However, age was found
to be negatively correlated with cg01820374, cg19761273,
cg02228185, and cg09809672. ,ese results comply with
Horvath’s research data results [27]. Figure 1 illustrates the
relationship between CpG site Beta-value and healthy
dataset Age, whereas the relation between CpG site Beta-
value and unhealthy dataset Age is shown in Figure 2.

,e combination of these six CpG sites was performing
best; thus, data were collected for these six sites. However,
each dataset had its own local characteristics infused in the
data collected, providing us with noise and outliers, which
are to be handled in later stages.

3.3. Methodology. ,e methodology used in this work is
presented in Figure 2. After collecting the dataset, the next
task is to make these data useful for prediction. ,e dataset
initially obtained could not be used directly with machine
learning models, as this dataset was uncleaned and it had
many outliers and all the features were not scaled. Moreover,
due to the local noise per array dataset, an uneven distri-
bution was there hindering the performance of the designed
models. ,e data was thoroughly cleaned and processed
before using it, four machine learning algorithms were then
selected and four different evaluation metrics were used to
evaluate the performance of the machine learning models. A
detailed description of these steps is given as follows.

3.3.1. Preprocessing. ,e raw datasets were highly unevenly
distributed and had a large number of outliers. As the data
were generated at different times, we can easily observe batch
effects in the data between different data platforms. ,ese
batch effects were removed by normalizing the methylation
levels between different datasets. ,e data were log-trans-
formed to create a normal distribution before sending them
to regression models.,e purpose of this was to improve the
generalization of the model and allow the use of standard

scaling on our dataset, as the Beta-value of eachmarker had a
difference in 10 to 100 s of magnitudes, causing an unequal
contribution in final mapping. ,e data were then confined
between the quantile range of 0.20 to 0.80, which resulted in
the huge loss of data points, so this strategy was later
replaced with manual inspection and removal of extreme
values for each feature. After cleaning, a total of 15 healthy
and 13 diseased samples were removed.

After cleaning, the dataset had an almost normal dis-
tribution, as the features were scaled to create a more robust
model. ,e below-given histogram shows the age distri-
bution of datasets after cleaning. ,e age distribution his-
tograms for healthy individuals and unhealthy individuals
are illustrated in Figures 3(a) and 3(b), respectively.

After manually cleaning both the datasets, the healthy
dataset had a total of 439 samples, each with six features
and one continuous label as Age; also, the count of the
unhealthy dataset dropped to 377 after cleaning. ,e next
step was to pass these data to machine learning pipelines.
One column was dropped from both the datasets because
of the high level of multicollinearity, which refers to a
condition where more than two explanatory variables in a
multiple regression model are highly linearly associated.
,e threshold was kept at 0.70; if the value is more than
this, then one of the features can be dropped as it saves
against the curse of dimensionality. After cleaning up the
dataset, a total of 439 samples were selected for the
healthy dataset and 377 samples were selected for the
unhealthy dataset. ,e first attempt is a 60 : 40 split, which
reduces accuracy. Finally, after testing multiple splits, an
80 : 20 random split is selected.

3.3.2. Algorithms. Four different machine learning models
are selected for age prediction. ,e models were chosen
which were robust to nonlinear mapping. It could be easily
seen that the relationships between the features and the age
variable are rather complex to map; thus, ensemble methods
are preferred over linear regression models. ,ese methods
are metaalgorithms that combine several predictive models
to create more robust models. ,ese are generally used to
manage bias-variance tradeoffs and improve prediction
accuracy. One bagging method, namely, Random Forest
Regression, and one boosting method, namely, Gradient
Boosting regression, are chosen in this work. We also used
Support Vector Regression and multiple linear regression to
compare and benchmark the results with these popular
methods.

(i) Multiple Linear Regression: Multiple Linear Re-
gression is a statistical technique used to model the
relationship between multiple explanatory variables
and a scalar response. Multiple regression uses a
linear function to predict values based on ground
truth.

(ii) Support Vector Regression: Support Vector Re-
gression is used to predict discrete values. Support
Vector Regression is based on a support vector
machine and the goal is to find the optimal

Table 1: Data collection for healthy individuals.

DNA origin Platform (K) No. Age range Availability
Blood PBMC 1 27 80 3.6–18 GSE27097
Whole blood 27 93 49–74 GSE20236
Blood CD4+CD14 27 50 16–69 GSE20242
White blood 27 60 18–89 GSE32396
Blood PBMC 27 80 24–45 GSE37008
Whole blood 450 91 26–101 GSE40279
CD: cluster differentiation; PBMC: peripheral blood mononuclear cell.

Table 2: Data collection for unhealthy individuals.

DNA origin Platform (K) No. Age range Availability
Blood 27 80 23–85 GSE49904
Whole blood 27 100 50–85 GSE19711
Whole blood 27 120 1–32 GSE20067
White blood 27 62 16–86 GSE41037
Blood 450 38 34–72 GSE51032
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Figure 1: (a) Relation between Beta-value of CpG site and Age. (b) Relation between Beta-value of CpG site and Age.
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Figure 2: Proposed methodology.
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hyperplane that covers the maximum number of
data points.

(iii) Random Forest Regression: Random Forest Re-
gression is an ensemble-based model of machine
learning. Now we combine several decision trees to
create a robust model for learning the complex
associations between features and output variables.

(iv) Gradient Boosting Regression: Gradient Boosting
Regression is another ensemble-based method de-
veloped on the principle of boosting along with a
suboptimal model, which provides a powerful
predictive model.

3.3.3. Evaluation Metrics. As the problem at hand is a re-
gression problem, four statistical metrics were chosen to
evaluate the performance of age prediction models. ,e
degree of correlation between true and predicted age was
calculated using the R2-score:

R
2

� 1 −
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TSS
,

RMSD �

������������
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(1)

,e age prediction model is evaluated using mean ab-
solute deviation (MAD). ,e MAD determines the mean
absolute deviation between the real age and predicted age
using DNAm data [28, 29].
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i�1 y

i
− y
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wherem represents the target values y� (y1, y2, . . ., ym)T, y′
signifies the value of prediction, and f(xi) denotes the feature
vector xi regression function. ,e MAD represents the

absolute deviation, RMSE (root mean square error), and
MSE (mean square error) [28].

(i) R-Squared (Coefficient of Determinations): it is also
called the coefficient of determination. ,is metric
shows how well the model fits into a particular
dataset. ,is shows how close the regression line
(that is, the plotted predicted values) is to the actual
data values. ,e coefficient of determination has a
value between 0 and 1, where 0 indicates that this
model does not match the provided data and 1
means that the model exactly matches the provided
dataset.

(ii) Root-Mean-Squared Error or RMSE: RMSE is the
root-mean-squared error that occurs when making
data set predictions. ,is is the same as MSE (mean
squared error), but the square root of the value is
taken into account when determining the accuracy
of the model.

(iii) Mean Absolute Error or MAE: the MAD, or mean
absolute deviation, for a particular dataset is the
average of the absolute deviations from the central
distribution point. ,e absolute difference means
that the result with a negative sign is ignored.
Hence, MAE� | true values–predicted values|.

3.3.4. Model Performance: Dealing with Overfitting and
Underfitting

(i) Outlier handling: outliers can have a significant
impact on the model, as there are relatively small
datasets initially. ,erefore, it was necessary to
identify and delete the outliers. To get a valid model
on a small dataset, it is essential to remove the effects
of outliers. Also, depending on the use case, we
manually excluded outliers to avoid being affected
by highly distributed issues. Due to the small size of
the dataset and the few extreme values, we have
carefully selected and deleted them.

(ii) Feature selection: explicit feature selection is usually
not the best approach, but it can be an important
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Figure 3: (a) A histogram of the age distribution for healthy individuals; (b) disease individuals.
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step if you have limited data. Due to the small
number of observations and a large number of
predictors, it is difficult to avoid overfitting. ,ere
are several approaches to feature selection, in-
cluding correlation analysis with target variables,
importance analysis, and recursive elimination.
Also, note that feature selection always benefits
from domain expertise. In this use case, we will
perform a univariate analysis of the features to see
which features contribute significantly to the output
variables and use this only as an input. Select a
model. ,is also helped avoid the problem of
overfitting.

(iii) Ensemble-based model: the combination of results
from multiple models allows for much more ac-
curate predictions. For example, the final forecast,
which is calculated as a weighted average of the
forecasts from different individual models, has
significantly lower variance and greater generaliz-
ability than the forecasts from the individual
models. And according to our use case, we have an
ensemble technique, NS-Random forest, and this
increases generalizability compared to individual
models.

3.4. Experimental Setup. ,e implementation is done in the
python programming language (python 3.7.5). Various
python packages like pandas, numpy, scipy, seaborn, and
sklearn are used. To tune the model to the best parameters,
techniques like RandomizedSearchCV and GridSearchCV
are used. ,ere are many parameters (hyperparameters) in
each machine learning algorithm.Without experimentation,
it is difficult to say which values of these parameters will
provide an optimal prediction. ,e default values given for
these parameters may not be optimal in case of different
datasets. To determine the best combination of the values of
distinct parameters for the given dataset, hyperparameter
optimization is carried out [7].

4. Results and Discussion

After preprocessing, both datasets are passed to machine
learning pipelines. StandardScaler is used to scale all the
features; standardized values are useful for tracking the data,
which are difficult to compare otherwise due to different
magnitudes, metrics, or circumstances [30]. ,e Python
sklearn package is used to create machine learning pipelines;
these pipelines are an ensemble of several transformers with
a final estimator [26].

4.1. Results onHealthyDataset. After cleaning the datasets, a
total of 439 samples were finally selected for the healthy
dataset. A split of 60 : 40 is tried initially, which results in the
best MAD of 3.45 with RandomForestRegressor. After
testing several splits, a random split of 80 : 20 is finally se-
lected. A total of 87 samples are saved for testing the models.
No hyperparameter tuning is done at this stage. ,e results
of these models are shown in Table 3. ,e results for healthy
testing data are provided in Table 4. It is clear from these
results that Random Forest has produced the best score with
a MAD of 2.51 on training data and 5.02 on independent
data. ,e second best performance is shown by Gradient
Boosting Regression for healthy training data.

,ese two best models were then selected for hyper-
parameter tuning. Random Forest Regressor and Gradient
Boosting Regression were tuned using randomized
searching and grid searching methods to improve the
prediction score further. ,e untuned models performed
well, but these had a low degree of generalization.,e results
on training and independent testing data after hyper-
parameter tuning are given in Tables 5 and 6, respectively.

Also, these results for random forest regressors on
training and testing data are demonstrated in Figure 4. After
tuning, the models had a good degree of generalization, and
the MAD for testing dropped to 4.85 years for Random
Forest Regression.

4.2. Results on Unhealthy Dataset. In the unhealthy dataset,
377 samples were selected and 15 samples were rejected. A
split of 60 : 40 was tried initially, which resulted in the best
MAD of 5.68 with Random Forest Regression; after testing
several splits, a random split of 80 : 20 was finally selected. A
total of 76 samples were saved for testing the models. No
hyperparameter tuning was done at this stage. ,e results of
these models for training data are shown in Table 7. ,e
results for independent testing data are shown in Table 8. It
has been observed from the results that Random Forest
produced the best score with a MAD of 3.83 on training data
and 9.53 on independent data. ,e untuned models per-
formed well, but these had a low degree of general.

Like in the case of healthy data, the two best models were
selected for hyperparameter tuning. Random Forest Re-
gressor and Gradient Boosting Regression were tuned again
using randomized searching and grid searching methods to
improve the score further for unhealthy data. ,e results on
training and testing data after hyperparameter tuning for the
two best models are presented in Tables 9 and 10.

,e results for Random Forest Regressor are shown in
Figure 5. After tuning, the models had a good degree of
generalization, and the MAD for testing was 9.67 years.
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Table 3: Results of four algorithms on a healthy dataset on training split.

Training
Healthy dataset

R2-score MAD RMSE
Gradient Boosting Regression 0.80 5.24 7.43
Support Vector Regression 0.70 6.63 9.08
Multiple Linear Regression 0.71 6.78 8.97
Random Forest Regression 0.96 2.51 3.48
Best result Random Forest Regressor

Table 4: Results of four algorithms on healthy dataset on the unseen independent split.

Testing
Healthy dataset

R2-score MAD RMSE
Gradient Boosting Regression 0.77 5.28 7.67
Support Vector Regression 0.72 5.83 8.47
Multiple linear regression 0.78 4.92 7.59
Random Forest Regression 0.78 5.02 7.49
Best result Random forest regressor

Table 5: Results on healthy dataset on training split after hyperparameter tuning.

Training
Healthy dataset

R2-score MAD RMSE
Gradient Boosting Regression 0.84 4.96 6.69
Random Forest Regression 0.87 4.51 6.08

Table 6: Results on healthy dataset on testing split after hyperparameter tuning.

Testing
Healthy dataset

R2-score MAD RMSE
Gradient Boosting Regression 0.76 5.32 7.84
Random Forest Regression 0.81 4.85 7.01
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Figure 4: Results for healthy data with optimized Random Forest model: (a) training data; (b) testing data.
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Table 7: Results of 4 algorithms on unhealthy dataset on training split.

Training
Unhealthy dataset

R2-score MAD RMSE
Gradient Boosting Regression 0.75 8.0 10.68
Support Vector Regression 0.40 12.94 16.48
Multiple Linear Regression 0.56 11.49 14.10
Random Forest Regression 0.94 3.83 5.18
Best result Random forest regressor

Table 8: Results of four algorithms on unhealthy dataset on unseen independent split.

Testing
Unhealthy dataset

R2-score MAD RMSE
Gradient Boosting Regression 0.53 10.40 13.45
Support Vector Regression 0.37 12.05 15.58
Multiple Linear Regression 0.46 11.52 14.40
Random Forest Regression 0.57 9.53 12.88
Best result Random forest regressor

Table 9: Results of unhealthy dataset on training split after hyperparameter tuning.

Training
Unhealthy dataset

R2-score MAD RMSE
Gradient Boosting Regression 0.92 4.61 6.00
Random Forest Regression 0.92 4.75 6.18

Table 10: Results on unhealthy dataset on testing split after hyperparameter tuning.

Testing
Unhealthy dataset

R2-score MAD RMSE
Gradient Boosting Regression 0.62 10.28 13.17
Random Forest Regression 0.56 9.67 13.07

0 20 60 8040
Actual Age

80

60

40

20

0

Pr
ed

ic
te

d 
A

ge

Random Forest (Tuned) - Training

MAD= 4.75
R2= 0.92

(a)

10 20 30 40 50 60 70 80
Actual Age

80

70

60

50

40

30

20

10

Pr
ed

ic
te

d 
A

ge

Random Forest (Tuned) - Testing

MAD= 9.67
R2= 0.56

(b)

Figure 5: Results for unhealthy data with optimized Random Forest model: (a) training data; (b) testing data.
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5. Conclusion

,e utilization of DNAm data as the biomarker for the
problems of age prediction is still a new growing research
area that has gained significant attention from researchers all
over the world. ,e present work has shown the potential of
ensemble methods to create robust machine learning models
that can be employed to predict human age based on DNAm
data effectively. It has also been concluded that DNAm data
are a goodmarker for predicting human age that can be used
in forensics for medical investigation with a certain degree of
assurance. From experimental results, it has been observed
that the diseases that affected the human age adversely can
easily be inferred by looking at the lower levels of correlation
between DNA methylation markers and human age.

,e work presented in this study has also shown a high
degree of generalization, suggesting these models will be
robust against unseen data samples. Our research provided
strong evidence of how machine learning techniques can be
used to predict human age from CpG data in an attempt to
understand how the disease affects this correlation. In the
future, the proposed work can be extended to the signifi-
cance of diseases of human age; further investigation and
research on demographic influence and gender effect on age
can also be studied. Also, we are planning to include
techniques like artificial neural network with more number
of samples as training data in our future work.
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To see if HHV-6 may be a cause of infertility, researchers looked at 18 men and 10 women who had unexplained critical fertility
and had at least one prior pregnancy. HHV-6 DNAwas discovered in both infertile and fertile peripheral blood mononuclear cells
(PBMC) (12 and 14%, respectively); endometrial epithelial cells from 4/10 (40%) infertile women were positive for HHV-6 DNA;
this viral DNA was not found in the endometrium of fertile women. When endometrial epithelial cells were cultivated, they
produced viral early and late proteins, suggesting the existence of an infectious virus. Endometrial HHV-6 infection creates an
aberrant NK cell and cytokine profile, resulting in a uterine domain that is not favorable to conception, according to the findings.
To corroborate the findings, studies of extra fertile and barren women should be done. Semen samples were taken from 18 guys
who visited the Government General Hospital Guntur’s infertility department because they were having reproductive issues with
their partners. Herpes virus DNA has been discovered in the sperm of symptomatic fertile and infertile male patients on rare
instances. Furthermore, researchers must investigate the role of viral diseases in male infertility.

1. Introduction

After a year of unprotected sexual intercourse, 15% to 20%
of couples in European nations experience infertility. In
roughly 33% of infertility cases, both male and female
factors are present, up to 49.5 percent, depending on the
fairness of the viral DNA detection technique utilized.
Human herpes virus 6 (HHV-6) is a beta herpes virus with a
strong link to human cytomegalovirus. Were the first to
isolate HHV-6 from peripheral blood lymphocytes (PBL)
obtained from lymphoproliferative clutter patients. Cell
tropism is particularly notable for T lymphocytes, which

was formerly dubbed human B-lymph tropic virus (HBLV).
HHV-6A and HHV-6B are two hereditarily distinct strains
of the virus. HHV-6 is a herpes virus that is related to
HHV-7 and, to a lesser extent, human cytomegalovirus
(HCMV). HHV-6 has been identified as a causative operator
of exanthema subatomic (roseola), a common young ex-
anthema, according to. HHV-6 illness is most common in
the first two years of life. HHV-6 reactivates with immu-
nological suppression, despite the fact that evident clinical
illness is rare in adults. HHV-6 has been linked to a variety of
human diseases, including multiple sclerosis (MS); however,
the significance of these associations is unclear [1, 2].

Hindawi
Computational Intelligence and Neuroscience
Volume 2022, Article ID 1422963, 5 pages
https://doi.org/10.1155/2022/1422963

mailto:adnan.cba@iubat.edu
https://orcid.org/0000-0001-7964-1051
https://orcid.org/0000-0003-4531-8998
https://orcid.org/0000-0002-8617-2270
https://orcid.org/0000-0002-9165-7600
https://orcid.org/0000-0003-3378-0958
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/1422963


RE
TR
AC
TE
D

*e discovery of the HHV6 cell-surface receptor, as well as
the confirmation of the hereditary groups of HHV-6A and-
6B, is among the most recent discoveries in the subatomic
science of HHV6. *e discovery of the HHV-6 cell receptor,
CD46, has provided yet another insight into HHV-6 cell
tropism. In addition, the in vitro partnerships between
HHV-6 and other viruses, particularly, the human immu-
nodeficiency virus, and their significance for the in vivo
situation, as well as the trans-activating limitations of a few
HHV-6 proteins, are investigated. *e clinical spectrum of
HHV-6 is still being explored, and aside from being regarded
as a significant pathogen among transplant recipients (as
seen by the growing number of upcoming clinical tests), its
role in focused sensory system disease is becoming in-
creasingly obvious [3–5]. Finally, we offer a schematic
depicting the many therapy options for HHV-6. *e clinical
spectrum of HHV-6 in immune-compromised people has
occupied a large portion of the current literature on the
virus. Reactivation of the beneficiary’s strain, external ill-
ness in the contributor’s strain, and reinfection with a
different strain are all possibilities. In the bone marrow
transplant population, a small number of individuals have
been identified with interstitial pneumonitis caused by
HHV-6, which is commonly associated with unit against
host illness (GVHD) in the semen of asymptomatic infertile
individuals [6].

2. Materials and Methods

2.1. Clinical Samples. Eighteen males who went to the re-
productive center at the GGH Guntur, Andhra Pradesh
(from January 2017 to December 2017), owing to couple
reproductive concerns, provided samples (1ml) to verify the
HHV-6 and twelve blood serum samples to test the anti-
bodies to herpes virus. Every patient gave their informed
permission for the purposes of the current examination.
*ere were no clinical symptoms of HSV infection in the
men who took part in the study, and no evident reasons of
infertility were discovered.*ey were all sterile for unknown
reasons. Individuals with any underlying disorders, such as
diabetes, that might potentially interfere with fertility were
excluded from the study.

Ten female patients were engaged for tubal patency
testing and endometrial samples were collected from them
[7–9]. *e participants in the study had to be between the
ages of 28 and 36 and have a normal menstrual cycle (20–32
days) and a BMI of 17.5 to 25.5 kg/m2. *e menstrual cycles’
secretory phase was planned (13 to 27 days). Tissue samples
were obtained in HEPES-supplemented Dulbecco adjusted
Eagle medium/Hams F-12 (DMEM/F-12).

2.2. Ethics Statement. A written consent was obtained from
each patient, and ethics approval was obtained from the
Ethical Committee of the medical centre.

All research studies involving human subjects necessitate
the acquisition of research ethical approval. Before research
subjects can be recruited or data collection can begin, this
approval must be acquired.

2.3. Statistical Analysis. *e data collected were analyzed
with SPSS software version 15. *e data were expressed as
mean± SD. *e differences of variables between two groups
HHV (+) ve versus HHV (−) ve were compared using the
Student’s t-test.

2.4. Analysis of SemenandBlood. A sperm count, commonly
known as a semen analysis, determines the number and
quality of a man’s sperm and semen. *e thick, white fluid
discharged from a man’s penis at his sexual climax is known
as sperm (orgasm). Ejaculation is the term for this process.
Sperm is the genetic material-carrying cell in a man’s body.
When a sperm cell combines with an egg from a woman, an
embryo (the earliest stage of the development of an unborn
baby) is formed.

Masturbation in sterile containers was used to gather
sperm samples after 48–72 hours of sexual abstinence.
Within 1 hour of collection, samples were evaluated, and
within 2 hours of collection, samples were processed for
DNA extraction. Computer-aided sperm analysis was used
to analyze the sperm concentrations and motility of 18 male
patients, according to the 4th edition of the WHO Guide-
lines. Observation of eosin-thiazine-stained methanol-fixed
smears of fresh ejaculate under a light microscope and
evaluation according to rigorous Krueger criteria were used
to assess spermmorphology. Semen specimens that matched
all of the aforementioned criteria were considered normal.
*e presence of an unusually large number of white blood
cells did not indicate that the sample was abnormal. All
sperm samples with one or more abnormal semen values
were considered abnormal [10–14].

2.5. PCRAmplificationReactions and Extraction ofDNA from
Semen Samples. *e molecular laboratory’s core tools in-
clude DNA extraction and polymerase chain reaction (PCR).
*is brief overview covers the numerous physical and
chemical procedures for extracting DNA in order to obtain
adequate quantities of high-quality DNA. PCR can be used
to increase the amount of DNA in a sample.

To avoid contamination, all PCR test preparations were
done in a “clean room” (no post-PCR DNA products)
underneath a laminar flow hood. Each fresh semen sample
was centrifuged for 30 minutes at 13,000 rpm after collec-
tion. *e spermatozoa pellet was kept in the original
Eppendorf tube, and the precipitate (seminal fluid) was
transferred to a fresh one. In the event of a semen PCR test,
sample DNA was collected using a DNA isolation from fluid
Semen kit (QIAGEN; Cat no: 57704) according to the
manufacturer’s instructions. All participants’ spermato-
genesis and seminal fluids were tested for the presence of
HHV-6 DNA using PCR with the appropriate set of primers
(Table 1). Agarose gel in a 2 percent or 3 percent gel matrix,
depending on the size of the PCR result, and then pho-
tography with an ultraviolet light transilluminator were used
to examine the PCR results. Finally, to corroborate the initial
amplification results, direct sequencing analysis of HHV 6
PCR products was done (Figure 1). *e PCR products were
purified using the QIAquick PCR purification Kit (Qian
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Valencia, CA) and then eluted with water [7]. DNA se-
quences were examined and identified by uploading them to
the ribosome database project website [2].

3. Results and Discussion

3.1. HHV-6 in Women’s Clinical Specimens. A whole blood
quantitative PCR DNA test for HHV-6 is the most feasible
way to find out if someone has chromosomally integrated
HHV-6 (ciHHV-6). If the amount is greater than 500,000
copies per ml without an acute illness, the person has
ciHHV-6.

In the current clinical study, ten women with unex-
plained primary infertility who had no past pregnancies or
pathological variables were compared to 14 bigger women
who had at least one previous successful pregnancy. Table 1
shows no significant differences between the two groups,
save for a small increase in estradiol levels in infertile males
(P � 0.05; Student’s t-test). Estradiol levels over a specific
level may indicate that the hormone is suppressing the
production of follicle-animating hormone (FSH) and that
there are worries about richness. *e amount of proges-
terone in the body did not change in any way. Table 2
summarizes the outcomes of each clinical case based on
whether or not HHV-6 infection was present. In one of the
individuals’ PBMCs, HHV-6 DNA was detected. Surpris-
ingly, HHV-6 viral DNA was found in 44 percent of PCOS
women’s endometrial epithelial cells, but not in control

women’s cells (P � 1.27 × 10 − 4; Fisher correct test). Sim-
ilarly, no HHV-6 DNA and HHV-6A infection is restricted
to the endometrial epithelium of primary infertile women,
according to stromal cells recovered through epithelial cell
purification (Table 2). Because HHV-6 dynamic illness is
common in a group of infertile women, search for sharp
disparities in markers, based on HHV-6 contamination
(Tables 3 and 4). HHV-6 positive infertile women had
greater estradiol levels than HHV-6 negative infertile
women (P � 0.045) (see Table 3, for further information.).
Estradiol irregularities may have repercussions in HHV-6
infection, based on the discovery of a relationship. *e
proximity of HHV-6 infection was linked to estradiol di-
mensions (P � 0.001; R2: 0.89; Spearman relationship).
*ere were no clinical indicators that differed between the
two spouses (Table 3). When we looked at immunological
properties in the uterine state, we saw a shift in endometrial
(e) NK cell-safe phenotype and cytokine levels. HHV-6
positive infertile women (8.06) had less CD56posCD16neg
eNK cells than HHV-6 negative infertile women (23.82)
(P � 0.001) (for further information, see Table 4).
CD56bright and CD56dim eNK cells were distributed dif-
ferently in HHV-6A positive and negative infertile women,
with HHV-6 positive infertile women (3.72) having less
CD56bright and CD56dim eNK cells than HHV-6 negative
childless women (13.68) (P � 0.001) (for further informa-
tion, see Table 4). Although there was no difference in the
number of CD3+ lymphocytes between the two groups,

Table 1: Demographic and clinical characteristics of women’s cohorts (average values).

Parameters Infertile (10) Control (14) P value∗

Age (yrs) 33.4 33.8 0.93
Duration of infertility (yrs) 2.8 2.1 0.63
Length of menstrual cycle (days) 4.6 4.3 0.43
Follicle-stimulating hormone (FSH) (mUI/mL) (day 3) 9.1 7 0.41
Luteinizing hormone (LH) (mUI/mL) (day 3) 6.7 6.2 0.41
Estradiol (pg/mL) (day 3) 76.8 65.7 0.05
*yroid-stimulating hormone (TSH) (uUI/mL) 2.4 1.9 0.44
Free thyroxine (FT4) (pg/mL) 1.8 1.1 0.85
Progesterone (pg/mL) (day 21) 11.67 13 0.53
Day (menstrual cycle) of sample collection 13.8 13 0.80
Student t-test.

Male 
(HHV-6 virus)

Male 
(HHV-6 virus)

Female
(HHV-6 virus)

β2-globin
gene fragments
(315 bp)

(a)

Male 
(HHV-6 virus)

Male 
(HHV-6 virus)

Female
(HHV-6 virus)

U38 gene
gene fragments
(467 bp)

(b)

Figure 1: PCR amplification for 2-globin gene (a) fragment (315 bp) and for U38 gene fragments (467 bp) (b).
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there was a difference in the number of CD14+ monocytes
(P � 0.612). *e uterine flushing aspects of cytokines pre-
sented an alternate example in both HHV-6 positive and
negative infertile women [3–6].

As a possible environmental cause of human infertility,
viral infections have been connected. Although no single
virus has been confirmed to induce female infertility, her-
pesviruses have been associated to male infertility in par-
ticular. In our study, furthermore, endometrial epithelial
cells from infertile women exhibited high viral loads (about 4
copies of viral DNA per cell); no HHV-6A infection was
found in stromal cells or PBMC, excluding the possibility of
HHV-6 DNA being chromosomally integrated.

*e frequency of the herpes virus in normal and ab-
normal sperm samples is shown in Table 4. According to
the 4th edition WHO criteria, 9 of 18 sperm samples were
classed as normal (normozoospermia). HHV6 viral DNA
was found in 6 (33.3 percent) of normal sperm samples
(Table 3). In 18 male individuals with aberrant zoospermia,
viral DNA was also found (Table 5). *e samples were
further categorized into six oligozoospermic, five asthe-
nozoospermic, three oligoasthenozoospermic, and four
teratozoospermic subgroups in this group. In aberrant
semen samples, HHV6 viral DNA was found in 4 (22.22

percent), 8 (44.44 percent), 2 (11.11 percent), 3 (16.67
percent), and 3 (16.67 percent) (Table 5). *ere was no
significant statistical difference between the existence of
each herpes virus and each aberrant grouping, according to
statistical analysis. For at least one member of the herpes
virus family, viral DNA was found by PCR in 16 (88.88
percent) of the 18 total semen samples (Table 5). *e
findings of viral DNA analysis for all 18 samples provided
show that HHV-6 is present in 16 of them (88.88 percent).
Previous research looked at the frequency of viral DNA in
total sperm samples.

*emean sperm count andmotility of virally infected and
no infected semen samples are shown in Table 4. *e mean
sperm count after HHV-6 infection had no effect on mean
sperm count. Kapranos et al. discovered that HHV1 infection
was associated with decreased sperm count and motility.
Previous research had revealed no link between HHV-6+ and
HSV-6− DNA and poor sperm count, motility, or infertility.

3.2. 9e Difference between Normal and Abnormal Semen.
Statistical analysis revealed no link between the presence of
the herpes virus and the subsequent classification of samples
as normal or abnormal semen, indicating that viral presence

Table 3: Infertile women were split into two groups based on whether or not they had HHV-6 infection: endometrial samples immu-
nological parameters.

Immune cells HHV-6 positive HHV-6 negative P value∗ Control
NK CD56posCD16neg (N) 8.06 23.82 0.001 24.78
NK CD56brightCD16neg (N) 3.72 13.68 0.001 14.89
NK CD56dimCD16− (N) 4.44 10.18 0.017 9.87
CD3+ (N) 0.00 0.00 0.000 0.00
CD14+ (N) 0.46 0.52 0.612 0.48
Student t-test.

Table 4: Mean sperm count and motility in virally infected and noninfected semen samples.

Number of specimens Sperm count (million/ml) P value Motility (mean) P value
Viral DNA positive 9 27.67 0.71 38.53 0.67
Viral DNA negative 12 30.24 0.67 61.47 0.61
HHV-6 positive 16 29.67 0.91 70.14 0.5
HHV-6 negative 2 27.47 0.14 29.86 0.37

Table 2: Infertile women were split into two groups based on whether or not they had HHV-6 infection: infertile and control women’s
demographic and clinical characteristics (average).

Parameters HHV-6 positive HHV-6 negative P value ∗ Control (14)
Age (yrs) 33.4 32.8 0.84 33.8
Duration of infertility (yrs) 2.9 2.8 0.56 2.1
Menstrual cycle length (days) 4.8 4.6 0.38 4.3
FSH (mUI/mL) (day 3) 9.5 9.2 0.37 7.0
LH (mUI/mL) (day 3) 7.0 6.8 0.37 6.2
Estradiol (pg/mL) (day 3) 79.9 77.5 0.04 65.7
TSH (uUI/mL) 2.5 2.4 0.39 1.9
FT4 (pg/mL) 1.9 1.8 0.76 1.1
Progesterone (pg/mL) (day 21) 12.1 11.8 0.48 13.0
Day (menstrual cycle) of sample collection 13.2 12.8 0.72 13.0
Student t-test.
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Lifestyle influences morbidity and mortality rates in the world. Physical activity, a healthy weight, and a healthy diet are key
preventative health behaviours that help reduce the risk of developing type 2 diabetes and its complications, such as cardiovascular
disease. A healthy lifestyle has been shown to prevent or delay chronic diseases and their complications, but few people follow all
recommended self-management behaviours. +is work seeks to improve knowledge of factors affecting type 2 diabetes self-
management and prevention through lifestyle changes. +is paper describes the design, development, and testing of a diabetes
self-management mobile app. +e app tracked dietary consumption and health data. Bluetooth movement data from a pair of
wearable insole devices are used to track carbohydrate intake, blood glucose, medication adherence, and physical activity. Two
machine learning models were constructed to recognise sitting and standing. +e SVM and decision tree models were 86%
accurate for these tasks.+e decision tree model is used in a real-time activity classification app. It is exciting to see more andmore
mobile health self-management apps being used to treat chronic diseases.

1. Introduction

Diabetes is a life-altering illness that some people find
difficult to cope with, which can lead to the emergence of
depressive symptoms. People with diabetes are two to three
times more likely than nondiabetics to suffer from de-
pression, and only about 25 to 50 percent of those suffering
from depression will be detected and treated [1]. Depression
can be brought on by diabetes management obligations, but
it can also be brought on by outside stressors. Factors like
financial stress, food hardship, family separation, and im-
migration can cause depression in people with Hispanic
ancestry who have type II diabetes. A patient may be re-
luctant to seek therapy because of cultural pressures such as
the negative stigma associated with mental health in the
Mexican culture. 7.3 percent of Hispanic people used mental

health services in 2008–2012, according to the National
Survey on Drug Use and Health. +is compares to white
adults, who used mental health services at a rate of 16.6
percent (Substance Abuse and Mental Health Services
Administration) [3]. If a person’s diabetes care is neglected
because of depression, it can lead to binge eating, missed
doctor visits, and social isolation, all of which can worsen a
person’s health even more.

In order to perceive, feel, and act effectively, people need
to be healthy. +is is why health is important not just for the
development of the individual but also for the environment
to which they belong. +e World Health Organization
(WHO) defines health as “a state of complete physical,
mental, and social well-being, and not merely the absence of
disease or disability.” A healthy body is always changing and
adapting to the pressures and changes in the environment,
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according to WHO, in order to maintain a balance within
called homeostasis.

Taking care of one’s health or one’s well being by di-
agnosing, treating, and preventing sickness or other physical
or mental impairments is known as healthcare. +ere is a
study conducted in presenting primary, secondary, and
tertiary care as well as in public health that is included [4]. In
order to validate the appropriate healthcare distribution
based on parameter monitoring and direct provisioning of
scientific aid, it is critical to provide sufficient methods and
betokens.

Information and communication technologies (ICTs)
are being adopted by industries across the globe to improve
transportation and increase competitiveness. +is rule ap-
plies to all aspects of life, including health treatment. ITs
have the potential to fundamentally alter the way healthcare
is provided andmanaged. eHealth refers to the application of
information and communication technologies (ICTs) in the
delivery of fitness care services. Digital verbal interchange
and information science are used in the health zone for
clinical, educational, and administrative reasons at both the
local site and at a distance according to the WHO definition
of eHealth [5]. To put it another way, eHealth is the ca-
pability of ensuring that the correct fitness statistics are
provided to the correct person at the correct time and place
in a secure electronic structure in order to optimise fitness
care delivery, research, training, and knowledge satisfaction
and effectiveness.

Using the newest breakthroughs in information tech-
nology, remote tracking and monitoring collect patient data
outside of the traditional healthcare setting. Simple remote
patient monitoring systems that make use of consumer-
grade equipment are the most effective. Most health mon-
itoring systems make use of technology that is designed to be
comfortable for patients [6].

2. Background

Diabetes self-management can be greatly improved with the
use of smartphones and modern information technology.
Exciting results from Kirwan and colleagues’ research show
that a diabetes self-management mobile app can reduce
HbA1c levels in patients [7]. However, medical profes-
sionals, academics, and app developers must collaborate to
create a better diabetes self-management mobile app, with
consideration for the target audience’s age [8].

Controlling blood sugar at a healthy level is difficult
for diabetics for a variety of reasons. As a result of the
increased risk of cardiovascular, renal, and neurological
illnesses that are associated with high blood sugar levels
[9], a study conducted by Basnet et al. [10] looked into the
impact on type 1 diabetics using a smartphone app for
diabetes self-management. Patients from Diabetes Aus-
tralia in New South Wales and Queensland nominated
participants.

Patients with type 1 diabetes who have had their diag-
nosis for at least six months and have glycosylated hae-
moglobin levels (HbA1c) greater than 7.5 percent must be
eligible. Participants must also have access to a smartphone.

Figure 1 shows an existing method based on the cloud
system.

+ere were two groups of participants. Using an iPhone
app for diabetes self-management and help from a Certified
Diabetes Educator (CDE) using the data generated by the
app is one option for intervention. +e other is a control
group that continues to get the same level of treatment as
before [11]. It is called “Glucose Buddy,” and it has useful
features like letting you manually enter your blood glucose
levels, insulin dosages, nutrition, and viewing a personalised
health information graph.

It is still a new field of healthcare, even though mobile
health (mHealth) offers so many advantages to patients and
healthcare providers alike. Many difficulties and challenges
are still unresolved or unclear. +ere are many issues that
need to be addressed, such as how reliable and efficient the
service will be, how good the quality of the service will be,
and how full the promised functionality will be for patients.
In addition, as mHealth handles private information from
patients, the topic of privacy security comes up frequently
[12].

3. Related Work

Patients with diabetes who have been diagnosed by a doctor
are said to have morbidity, but diabetics who have not been
diagnosed do not. Adults aged 20 and over had a morbidity
rate of 15% between 2013 and 2016, with Hispanic or Latino
people of Mexican heritage having a morbidity rate of 19%.
83,564 people died in 2017 as a result of diabetes in the
United States, or 25.7 fatalities per 100,000 persons,
according to a National Center for Health Statistics report
released in 2019 [13]. It is estimated that the Hispanic
population has an average life expectancy of 81.8 years,
which has remained stable over time due to underreporting
because they are the most uninsured of any racial group and
less likely to seek medical attention.

On the traditional and cloud computing environments,
an overview of the IERF framework is shown in Figure 2 to
improve classification accuracy and provide improved re-
source allocation. +e University of California at Irvine
(UCI) website was used to collect data for testing. +ere are
two diabetes datasets included in this study: one from the
Pima Indian community in Arizona and the other from the
United States [14]. +ere is a description of the character-
istics provided. +e PID dataset includes 768 instances with
8 different attributes. It was given to the university as a gift in
1990.

4. Methodology

It combines the advantages of the genetic algorithm and rough
set theory’s relative reduct algorithm in a single model.
Conditional and decision qualities are the two categories into
which the attributes fall. +e value of the variable R is set to 0
at the beginning of the programme. And the value 0 is
assigned to the variable best. T contains R and another
temporary variable, tmp, and contains the value that is now
the best. Each attribute is removed one at a time, and the

2 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

dataset is evaluated for consistency in the decision table.
Attributes are eliminated, and the smaller dataset is saved if
the decision table is consistent. Once the classification ac-
curacy of the conditional attributes has been verified, the
result is compared to the decision attributes [15]. +e first
generation of children is generated if the classification ac-
curacy of the conditional attributes acquired is higher than the

classification accuracy of the decision attributes. Attributes are
chosen from among the resulting children.+e traits that have
been chosen are subject to mutation and cross over.

T holds the resulting reduct set. A selection of the best
decision attributes is kept in a variable called best. T gives R
the reduct set it received, and R uses it. Once the optimal
dataset is found, the process is repeated indefinitely. +e
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Figure 1: Overview of the existing method based on the cloud system.
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Figure 2: Two and seven SVM results on four test train ratios.
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algorithm comes to an end once the optimal set of data has
been obtained. +e reduct set R is the final result.

After collecting and preprocessing the data, the dataset
will be trained using some supervised learning algorithms
like KNN, decision trees, and ANN. +en, the accuracy of
each model’s predictions will be compared, and the best
model will be chosen to implement on the dataset in order to
predict future occurrences [16].

+ere should be the provider side’s key objective to
create a straightforward approach for providers to monitor
the education and communication with their patients from
many angles.+e features on the provider’s end give medical
professionals a slew of useful options [17–21]. As a result,
patients can benefit from high-quality services and suc-
cessful therapy. With smartphones as the primary device of
both health care providers and patients, both sides of the
equation require an internet connection. A user’s data is
transferred to the backend server when they utilise services
such as adding a meal or uploading their blood pressure.+e
data are then returned to the frontend server when the server
has finished processing it.

Clients and servers can exchange data by utilising the
Hypertext Transfer Protocol (HTTP). Next, the server will
handle HTTP requests and use SQL to query the database
(Structured Query Language). Our applications frequently
make use of GET, POST, PUT, and DELETE methods. Use
the GET function to get data from a particular resource.
Figure 3 shows an example of a client using the GETmethod
to receive the day’s meal information in the second phone
screen capture. +e server receives the GET service and
processes it on its own before using SQL to retrieve the
relevant data from our database’s Meal table and present it to
the client. +e data are created and updated using POSTand
PUTmethods.+ink about when people add or change their
daily meals, blood pressure, or sugar levels. +e POST or
PUT method is used to send data from the client to the
server. With POST, you can produce data numerous times,
however, with PUT, you can only make one copy of the same
thing.+at is the sole difference between them. If you are not
familiar with SQL, the DELETE command is simpler to
grasp because it simply removes specified data from the
database.

5. Results

SVM and decision tree models used ratios of 10 : 90, 15 : 85,
20 : 80, 25 : 75, and 30 : 70, respectively. +e decision tree and
support vector machine models were tested on several ratios
of tests to training data. Finally, two models were built. A
sensor and accelerometer data produced it. For each sensor,
the mean and median time differences were used to measure
the accuracy of sensor-based activity detection. +ese 16
sensor data features correctly detected activity. To detect
non-foot-movement activities, only sensor-based data were
employed, but no accelerometer data were employed (e.g.,
sitting).

Various test train ratios were attempted during model
training to obtain the most accurate model. 15% and 20%
test to train yielded the best results (accuracies of 90–100

percent). Two sets of training sessions were used to build the
machine learning models: seven activities employing sensor
data and accelerometer.

+e system correctly detected walking and running in 31
situations, One walking sample and twenty-six running
samples were taken Each test train ratio had five classifi-
cation model observations on average.

Figures 4 and 5 show the results for four test train ratios
(20, 5, 10, and 90). +e decision tree and support vector
machine models were put to the test using different test-to-
training data ratios. In Figures 6 and 7, it is possible to state that
two models were created. +ey were created using data from a
sensor and an accelerometer. Each sensor has its own set of
parameters. +e accuracy of accelerometer and sensor data
categorising walking and running was 96%. In 31 cases, the
technology identifiedwalking and running, one walking and 26
running samples.

+e 15 sensor readings were 80% accurate.
+ree of the seven samples correctly identified stair

descent, three stair climbings, and one walking. +e model
had no false positives but missed several stair descending
samples (1 : 0.43) for elliptical use. +e samples were labelled
as standing, walking, and sitting. Precision-recall ratio was
0.80 : 0.76 for non-elliptical use.

+at means, the precision-to-recall ratio is 0 to 0.
Because sitting does not create pressure sensor data, the
analysis relies on accelerometer data. Without acceler-
ometer data, sedentary movement cannot be recognised, as
shown in Table 1.

+e test data generated four decision-tree models.
Among all 43 features, these models had the best walking
and running detection results (100%). Activities detected
with 90% to 100% accuracy with 43 characteristics. Using
only sensor data, the 2-activity and 7-activity models
obtained accuracy rates of 80–90% and 29%, respectively.
Figure 6 shows the investigation’s results integrated with a
decision tree.

Based on model quality assessments, BeticTrack in-
corporated the MLM created from all 43 features. +e
model was then put to the test in real time to classify things.
+is categorisation was based on time. For example, a
person performed the seven tasks over time, and the
classification result was saved in the database. We tallied
the total time spent on each activity to ensure that the
categories were accurate. Figure 7 shows the classification
after a two-minute stroll. +eMLM classed most walking as
elliptical (over the course of 1 minute and 45 seconds). +is
is a 10 second stroll upstairs.

+emodel correctly identified standing data, as shown in
Figure 7, with a 4.1% error rate. +is could be due to the
dataset’s size. +e model’s classifications could be enhanced
by collecting more data from more people over time.

+e shoe sole distinguishes between sitting and running
with near-perfect precision. Sitting has no sensor data
compared to the other 7 activities. During application ex-
ecution, running data contain the truest events. If the sensor
feels pressure, it accepts it. It simply has two values: 0 and 1.
If pressed on the ground while running, it returns 1. For
example, standing, walking, or using stairs yields zero data
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Figure 4: Four test train ratios with two and seven activity decision trees.
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from the pressure sensor. +at is because the classification
attempt failed. +e use of elliptical data and classification of
walking data overlaps. Eliminating elliptical data from
classification may improve the classification of walking
activity because walking and elliptical use are similar. +is
study’s purpose was to collect data for five seconds straight
to build features. Additional research can help construct a
better categorisation model by identifying the best time
period for this research.

6. Conclusion

+e Patient and physician data usage are ensured through
this study. +ere are many diabetes management smart-
phone apps. However, we built the system based on phy-
sician feedback and tried to precisely gather all diabetic
treatment data. Patient self-management tools and doctor
remote patient monitoring were the goals of this study.
Wearable technology was employed to capture patient ac-
tivity data.+e wearable IoT insole records activity data with
no further user effort. App learns sitting, walking, and
running using SVM and decision trees. Mobile health and
self-management solutions provide remote monitoring and
contact without regard to time, location, or expense. +e
herb also aids diabetes. Each day’s meal can be entered and
reviewed by the patient. It enables patients to self-manage
and track their development. +ese tools assist patients
comprehend the importance of their choices. +e long-term
goal of this research is to test the application’s effectiveness
on type 2 diabetic patients. Based on trial results and patient
feedback, future designs can be improved. Depending on the
results of a pilot study with real patients, this application
may become a standard tool for diabetic care. Assuming its
works, this model could potentially treat other chronic
diseases.
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In this study, a novel 7D hyperchaotic model is constructed from the 6D Lorenz model via the nonlinear feedback control
technique. -e proposed model has an only unstable origin point. -us, it is categorized as a model with self-excited attractors.
And it has seven equations which include 19 terms, four of which are quadratic nonlinearities. Various important features of the
novel model are analyzed, including equilibria points, stability, and Lyapunov exponents.-e numerical simulation shows that the
new class exhibits dynamical behaviors such as chaotic and hyperchaotic.-is paper also presents the hybrid synchronization for a
novel model via Lyapunov stability theory.

1. Introduction

In 1963, Lorenz introduces the first known system of the 3D
chaotic model, which has just one positive Lyapunov ex-
ponent and two quadratic nonlinearities. Subsequently,
Rössler introduced another 3D chaotic model in 1976 which
also includes seven terms, with one quadratic nonlinearity.
Several well-known paradigms of the 3D chaotic models are
chaotic Chua’s circuit, Liu model, and the Pan model [1–10].

In 1979, the first four-dimensional (4D) model with two
positive Lyapunov exponents (LEs) including real variables
is performed by Rössler, and various 4D hyperchaotic
models have been discovered in the previous works. -ese
models are distinguished to own two +ve LEs and the di-
mension of the hyperchaotic model is related to the number

of +ve LEs so that the minimum dimension for the
hyperchaotic model is four. To increase the number of +ve
LEs, it the dimension of the model must be increased.
Recently, there is great interest in construction of 5Dmodels
with three +ve LEs as the hyperchaotic Hu model 2009
[11, 12].

Due to its increased unpredictability and randomness,
the chaotic model with a higher dimension is beneficial
compared to the low dimension and has a superior per-
formance compared to the standard 3D, 4D, and 5Dmodels.
To date, only a few studies on the subject have been in-
creased, and many articles have been dedicated to the
construction of new high-dimensional (6D) models with
four +ve LEs [13, 14] and (7D) models with five +ve LEs
[15, 16]
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In 2018, Yang et al. construct a 6Dmodel which contains
16 terms; three terms are nonlinearities and are described by
[17]

_x1(t) � a x2 − x1( 􏼁 + x4 + rx6,

_x2(t) � cx1 − x2 − x1x3 + x5,

_x3(t) � − bx3 + x1x2,

_x4(t) � dx4 − x1x3,

_x5(t) � − hx2 + x6,

_x6(t) � k1x1 + k2x2.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

-e above system has four positive Lyapunov exponents:

LE1 � 0.4302,

LE2 � 0.2185,

LE3 � 0.1294,

LE4 � 0.0775,

LE5 � − 0.0001,

LE6 � − 12.5222,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

where (x1(t), x2(t), x3(t), x4(t), x5(t), x6(t))T ∈ R6 is the
real state variables of the model (1), abdh≠ 0, a, b, c are
constant parameters, and d, h, r, k1, k2 are the control
parameters.

To construct a hyperchaotic model, it is required to
increase the dimension of a model. Based on state feedback
control, we can add linear and nonlinear control (state
variable) to the standard model [11–13].

-e first pioneering study was introduced by Pecora and
Carrol in 1990 for chaos synchronization of the above-
mentioned model which has received a lot of attention from
many areas such as encryption [17], FPGA implementation
[18], optimization [19–23], electronic circuits [24], and
Engineering [25]. -ere have been various schemes for
synchronization phenomena as complete synchronization
[5, 7], antisynchronization [26], hybrid synchronization
[27], projective synchronization [28], and generalized pro-
jective synchronization [3]. -ere are several reasons for this
study. One is that a few works exist in the 7D model. -e
second reason led us to look for another method called the
linear method. It is believed that the HS with another ap-
proach (linearization) can open the way for other kinds of
synchronization phenomena.

2. The New 7D Hyperchaotic Model

A novel model of high-dimensional (7D) system presents via
adding nonlinear controller x7; a 7D hyperchaotic model is
constructed, which is described as

_x1(t) � a x2 − x1( 􏼁 + x4 + rx6 − x7,

_x2(t) � cx1 − x2 − x1x3 + x5,

_x3(t) � − bx3 + x1x2,

_x4(t) � dx4 − x1x3,

_x5(t) � − hx2 + x6,

_x6(t) � px1 + qx2,

_x7(t) � x1x2 − kx7,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

where (x1(t), x2(t), x3(t), x4(t), x5(t), x6(t), x7(t))T ∈ R7

is the real variables of (3), a, b, c, d, h, r, k1, k2 are the con-
stant real parameters, and k is the parameter which deter-
mines the dynamical behavior. Fix a � 10, b � 8/3, c � 28,

d � 2, h � 9.9, r � 1, p � 1, q � 2, and k � 13.5; model (3)
has a hyperchaotic attractor as explained in Figure 1. -e
new model includes 19 terms with four nonlinearities.

2.1. Equilibrium and Stability. Equal the right-hand side to
zero, such that

a x2 − x1( 􏼁 + x4 + rx6 − x7 � 0,

cx1 − x2 − x1x3 + x5 � 0,

− bx3 + x1x2 � 0,

dx4 − x1x3 � 0,

− hx2 + x6 � 0,

px1 + qx2 � 0,

x1x2 − kx7 � 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

Solving system (4) leads to obtaining one origin point,
and the Jacobian of (3) is

J(O) �

− a a 0 1 0 r − 1

c − 1 0 0 1 0 0

0 0 − b 0 0 0 0

0 0 0 d 0 0 0

0 − h 0 0 0 1 0

p q 0 0 0 0 0

0 0 0 0 0 0 − k

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (5)

-emodel is dissipative or nonconservative since sign of
diverges is negative under the typical parameters; its di-
vergent volume is given by

divV � 􏽘
7

i�1

z _xi

zxi

� − (a + 1 + b − d + k). (6)
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Using |J(O) − λI| � 0, I7×7 is the polynomial equation
and roots at (a, b, c, d, h, r, p, q, k) � (10, 8/3, 28, 2, 9.9,

1, 1, 2, 12), respectively,:

p(λ) � λ7 +
71
3
λ6 −

1191
10

λ5 −
49529
15

λ4 −
1867
2

λ3 +
48935
3

λ2 −
13332
5

λ +
12768
5

,

λ1 � 2,

λ2 � − 12,

λ3 � −
8
3
,

λ4 � 11.4755,

λ5 � − 22.6229,

λ6,7 � 0.0737 ± 0.3850i.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)
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Figure 1: -e attractors of new model: (a) x2 − x6 − x7 space, (b) x7 − x2 plane, (c) x4 − x7 plane, and (d) x4 − x6 plane.
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It is clear that some roots are with positive real parts;
therefore, the point O is unstable. -erefore, (3) has self-
excited attractors (if the model possesses unstable equilib-
rium points, then it is called a system with self-excited
attractors) [20, 29–35].

2.2. Analysis of Lyapunov Exponents. -e simulation was
implemented via Wolf Algorithm and MATLAB software
2020, with parameters a � 10, b � 8/3, c � 28,

d � 2, h � 9.9, r � 1, p � 1, q � 2 and control parameter
k � 13.5, and the new model has five +ve Lyapunov spectra
under initial conditions (0.1, 0.2, 0.3, 0.3, 0.2, 0.1, 0.4), and
the corresponding five exponents are

LE1 � 0.4783,

LE2 � 0.1688,

LE3 � 0.0925,

LE4 � 0.0501,

LE5 � 0.0001,

LE6 � − 12.3702,

LE7 � − 13.5845,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

􏽘
7

i�1
LEi � − 25.1647.

(8)

Figure 2 displays these exponents with step � 0.5 and
tend � 200. To show the effect of the control parameter k on
the proposed model, fix a � 10, b � 8/3, c � 28, d � 2,

p � 1, q � 2, h � 9.9, r � 1 and vary parameter k. Table 1
demonstrates the new class changes into chaotic or

hyperchaotic, and some corresponding parameters k are shown
in Figure 3.

3. HS of the New 7D Hyperchaotic Model

Let us model (3) is the drive as

_x1

_x2

_x3

_x4

_x5

_x6

_x7

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

− a a 0 1 0 r − 1

c − 1 0 0 1 0 0

0 0 − b 0 0 0 0

0 0 0 d 0 0 0

0 − h 0 0 0 1 0

p q 0 0 0 0 0

0 0 0 0 0 0 − k

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

􏽼√√√√√√√√√√√􏽻􏽺√√√√√√√√√√√􏽽
A1

x1

x2

x3

x4

x5

x6

x7

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+

0 0 0 0

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 0

0 0 0 0

0 0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

􏽼√√√√√􏽻􏽺√√√√√􏽽
B1

− x1x3

x1x2

− x1x3

x1x2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

􏽼√√√√􏽻􏽺√√√√􏽽
C1

,
(9)

where A1, B1, andC1 are the parameters and nonlinear part
of (3), respectively. -e response model is

_y1

_y2

_y3

_y4

_y5

_y6

_y7

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� A2

y1

y2

y3

y4

y5

y6

y7

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+ B2C2 +

u1

u2

u3

u4

u5

u6

u7

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, C2 �

− y1y3

y1y2

− y1y3

y1y2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (10)

and let U � [u1, u2, u3, u4, u5, u6, u7]
T be the nonlinear

controller to be constructed:

(i) If A1 � A2 and B1 � B2, then we refer to the identical
model

(ii) If A1 ≠A2 or/and B1 ≠B2, then refer to the non-
identical model (different)

-e two models can be synchronized as ei � yi − αxi,
where

α �
1; i � 1, 3, 5, 7(odd),

− 1; i � 2, 4, 6(even),
􏼨 (11)
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Figure 2: Lyapunov spectrum of the new 7D model.

Table 1: Dynamics of (3) versus control parameter k.

k LE1 LE2 LE3 LE4 LE5 LE6 LE7 Signs of LE
0.18 0.0306 0.0060 − 0.1588 − 0.3153 − 1.3681 − 2.1789 − 7.8652 (+, ≈ 0, − , − , − , − , − )

0.55 0.4753 0.1636 0.0082 − 0.0094 − 0.5403 − 1.6395 − 10.6733 (+, +, ≈ 0, ≈ 0, − , − , − )

0.74 0.6136 0.1414 − 0.0008 − 0.0584 − 0.7603 − 1.3147 − 11.026 (+, +, 0, − , − , − , − )

0.85 0.4863 0.0857 − 0.032 − 0.0005 − 0.8137 − 1.2039 − 11.1011 (+, +, +, 0, − , − , − )

0.88 0.5951 0.1517 − 0.0008 − 0.0402 − 0.8021 − 1.3026 − 11.146 (+, +, 0, − , − , − , − )

1.01 0.5266 0.9952 00388 0.0001 − 0.8955 − 1.171 − 11.2735 (+, +, +, 0, − , − , − )

12.99 0.3734 0.1941 0.1386 0.0470 − 0.0005 − 12.1641 − 13.2435 (+, +, +, +, 0, − , − )

13.5 0.4783 0.1688 0.0925 0.05011 0.0001 − 12.3701 − 13.5845 (+, +, +, +, 0, − , − )
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Figure 3: Continued.
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and satisfied that limt⟶∞ei � 0. Subtracting and adding of
(10) from (9), we have the error dynamics as

_e1 � ae2 − 2ax2 − ae1 + e4 − 2x4 + re6 − 2rx6 − e7 + u1,

_e2 � ce1 + 2cx1 − e2 + e5 + 2x5 − y1e3 + x3e1 − 2y1x3 + u2,

_e3 � − be3 + e1e2 − x2e1 + x1e2 − 2x1x2 + u3,

_e4 � de4 − y1e3 + x3e1 − 2y1x3 + u4,

_e5 � − he2 + 2hx2 + e6 − 2x6 + u5,

_e6 � pe1 + 2px1 + qe2 + u6,

_e7 � − ke7 + e1e2 − x2e1 + x1e2 − 2x1x2 + u7.

(12)

Theorem 1. Models (9) and (10) are globally and asymp-
totically HS via the nonlinear control U of equation (12)
which is designed as follows:

u1 � 2ax2 + 2x4 − re6 + 2rx6 − ce2 − x3e2 − pe6,

u2 � − ae1 − 2cx1 − 2x5 + 2y1x3 − x1e3 − qe6 − x1e7,

u3 � y1e2 − e1e2 + x2e1 + 2x1x2 + y1e4,

u4 � − 2de4 − e1 − x3e1 + 2y1x3,

u5 � − 2hx2 + 2x6 − e5,

u6 � − 2px1 − e5 − e6,

u7 � e1 − e1e2 + x2e1 + 2x1x2.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(13)
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Figure 3: Typical dynamical behaviors of (3) at different control parameters k. (a) k � 0.5. (b) k � 0.5. (c) k � 0.8. (d) k � 0.8. (e) k � 4.25.
(f ) k � 4.25.

6 Computational Intelligence and Neuroscience



RE
TR
AC
TE
D

RE
TR
AC
TE
D

Proof. Inserting the above control in (12), we obtain

_e1 � ae2 − ae1 + e4 − e7 − ce2 − x3e2 − pe6,

_e2 � ce1 − e2 + e5 − y1e3 + x3e1 − ae1 − x1e3 − qe6 − x1e7,

_e3 � − be3 + x1e2 + y1e2 + y1e4,

_e4 � − de4 − y1e3 − e1,

_e5 � − he2 + e6 − e5,

_e6 � pe1 + qe2 − e5 − e6,

_e7 � − ke7 + x1e2 + e1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(14)

-e characteristic equation and roots are as

λ7 +
89
3
λ6 +

6529
10

λ5 +
238931
30

λ4 −
1182143

30
λ3 +

291515
3

λ2 +
1944721

15
λ +

1163288
15

� 0,

λ1 � −
8
3
,

λ2 � − 11.9657,

λ3 � − 2.0021,

λ4,5 � − 1.1984 ± 1.4399i,

λ6,7 � − 5.3177 ± 17.8223i.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(15)

Clearly, all roots are with negative real parts; the line-
arization approach achieved the HS between (9) and (10).

Now, in second approach, we construct the auxiliary
(Lyapunov) function as V(ei) � eTPe, i.e.,

V ei( 􏼁 � e1, e2, e3, e4, e5, e6, e7􏼂 􏼃
T

0.5 0 0 0 0 0 0

0 0.5 0 0 0 0 0

0 0 0.5 0 0 0 0

0 0 0 0.5 0 0 0

0 0 0 0 5/99 0 0

0 0 0 0 0 0.5 0

0 0 0 0 0 0 0.5

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

􏽼√√√√√√√√√√√√√√􏽻􏽺√√√√√√√√√√√√√√􏽽
P

e1

e2

e3

e4

e5

e6

e7

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.
(16)

-e derivative of the above function V(ei) is
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Figure 4: Continued.
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Figure 4: HS between models (9) and (10) with nonlinear control (13).
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Figure 5: -e convergence of models (12) with nonlinear controllers (13).

Computational Intelligence and Neuroscience 9



RE
TR
AC
TE
D

RE
TR
AC
TE
D

_V ei( 􏼁 � e1 _e1 + e2 _e2 + e3 _e3 + e4 _e4 +
10
99

e5 _e5 + e6 _e6 + e7 _e7,

_V(e) � e1 ae2 − ae1 + e4 − e7 − ce2 − x3e2 − pe6( 􏼁 + e2 ce1 − e2 + e5 − y1e3 + x3e1 − ae1 − x1e3 − qe6 − x1e7( 􏼁

+ e3 − be3 + x1e2 + y1e2 + y1e4( 􏼁 + e4 − de4 − y1e3 − e1( 􏼁 +
10
99

e5 − he2 + e6 − e5( 􏼁 + e6 pe1 + qe2 − e5 − e6( 􏼁

+ e7 − ke7 + x1e2 + e1( 􏼁,

_V ei( 􏼁 � − e1, e2, e3, e4, e5, e6, e7􏼂 􏼃
T

10 0 0 0 0 0 0

0 1 0 0 0 0 0

0 0 8/3 0 0 0 0

0 0 0 2 0 0 0

0 0 0 0 10/99 0 0

0 0 0 0 0 1 0

0 0 0 0 0 0 12

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

􏽼√√√√√√√√√√√√􏽻􏽺√√√√√√√√√√√√􏽽
Q

e1

e2

e3

e4

e5

e6

e7

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(17)

where Q � diag(10, 1, 8/3, 2, 10/99, 1, 12), so Q> 0. Conse-
quently, _V(ei)< 0 on R7. -e nonlinear controller realized
the HS between models (9) and (10).

For simulation results, the initial values are
(15, 2, 0, − 2, − 3, 0) and (− 15, − 10, − 8, 6, 0, − 4) to illustrate the
HS that happened between (9) and (10) numerically. Figures 4
and 5 check these results numerically, respectively. □

4. Conclusions

In this paper, a novel class 7D model with a self-excited
attractor and multiple positive Lyapunov exponents has
been proposed via a state feedback controller. Further-
more, some features of dynamical behaviors such as
equilibria points, stability, and Lyapunov exponents are
investigated, as well as hybrid synchronization between
two new identical models, are rigorously derived and
studied by designing a suitable controller, based on
nonlinear control strategy with two analytical methods:
Lyapunov’s and linearization approach. -e new system
may have a good application in the field of encryption and
nonlinear circuits.
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Chronic kidney disease (CKD) is a global health issue with a high rate of morbidity and mortality and a high rate of disease
progression. Because there are no visible symptoms in the early stages of CKD, patients frequently go unnoticed. *e early
detection of CKD allows patients to receive timely treatment, slowing the disease’s progression. Due to its rapid recognition
performance and accuracy, machine learningmodels can effectively assist physicians in achieving this goal.We propose amachine
learning methodology for the CKD diagnosis in this paper. *is information was completely anonymized. As a reference, the
CRISP-DM® model (Cross industry standard process for data mining) was used. *e data were processed in its entirety in the
cloud on the Azure platform, where the sample data was unbalanced.*en the processes for exploration and analysis were carried
out. According to what we have learned, the data were balanced using the SMOTE technique. Four matching algorithms were used
after the data balancing was completed successfully. Artificial intelligence (AI) (logistic regression, decision forest, neural network,
and jungle of decisions). *e decision forest outperformed the other machine learning models with a score of 92%, indicating that
the approach used in this study provides a good baseline for solutions in the production.

1. Introduction

Chronic kidney disease (CKD) is one of the leading causes
of death in recent years, according to a report by the Global
Burden of Disease [1]. One in every seven persons has
CKD, one of the undiscovered illnesses that have the
greatest influence on patients’ quality of life and increase
the chance of death significantly. *e general system of
social security in health (SGSSS) has taken chronic kidney
disease (CKD) into account [2], as a high-cost pathology
for generating a powerful economic impact on the finances
of the system, causing a dramatic effect on the quality of life
of the patient and their family, including employment
repercussions. To reduce the high mortality of CKD, re-
search should be deepened and directed to the initial stages
of the disease, analyzing its risk group, with the help of
laboratory tests, seeking that patients do not reach the final

stages such as dialysis, transplantation, or death [3].
*rough automatic learning, the aim is to find a valuable
contribution so that an early classification of the disease
can be carried out in its initial stages through the results of
clinical laboratories, taking advantage of the great potential
of automatic learning in the analysis and classification of
the data. It is necessary that the technical help tools that are
based on data can support the decision-making process in
the initial diagnoses quickly, with high precision, and at
low cost. With them, the time required for diagnosis is
reduced, allowing the patient to receive treatment for the
disease before it progresses to a stage of no return.

Machine learning can be broadly divided into supervised
learning, unsupervised learning, and reinforcement learning
[4]. Supervised learning is the most common form of ma-
chine learning used in medical research [5]. Each instance of
supervised learning contains an input object (usually a
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vector) and the desired output value (also known as a su-
pervised signal) [3]. Usually, the algorithms applied for
supervised learning are decision trees, naive bayes classifi-
cation, least squares regression, logistic regression, and
vector support machine (SVM) methods (Classifier Sets).
Recent studies show that deep neural networks have
achieved comparable high performance at the expert level in
natural and biomedical image classification tasks [6]. *is,
coupled with the ability to generate assumptions [7], the
adaptability to heterogeneous data set analysis, and open-
source deep learning programs that are widely disseminated,
makes deep learning play an essential role in promoting
medical development [8].

*is research work aims to design and implement a
machine learning model that, based on data from clinical
laboratories, allows predicting the possible diagnosis of CKD
in its initial stages, helping reduce the mortality rate and
costs for the health system.

2. Methodology

In the development of this project, the CRISP-DM® model
[9–15] is used, which is the broadest reference guide used in
the development of analytical and mining projects to data
collected from clinical laboratories. For this, each of the
proposed stages will be implemented.

2.1. Phase I. Understanding the Business. *is phase is di-
vided into four tasks that will help better understand the
business, as shown in Figure 1.

2.1.1. Determination of Business Objectives. Chronic kidney
disease (CKD) is a type of kidney disease in which there is
gradual loss of kidney function over a period of months to
years, Initially, there are generally no symptoms; later,
symptomsmay include leg swelling, feeling tired, vomiting,
loss of appetite, and confusion. Complications include an
increased risk of heart disease, high blood pressure, bone
disease, and anaemia. CKD is associated with a decrease in
kidney function related to age and is accelerated in hy-
pertension, diabetes, obesity, and primary kidney disor-
ders. CKD is a global health problem with a high morbidity
and mortality rate, and it induces other diseases. As there
are no obvious symptoms during the early stages of CKD,
patients often do not notice the disease, this being the main
feature, eventually leading to a complete loss of kidney
function. Early detection of CKD allows patients to receive
timely treatment to improve the progression of this disease.
As it has been proposed in the objectives of the work, the
aim is to develop an automatic learning model for the
prediction in the diagnosis of CKD and to contribute to the
reduction of significant complications in the disease such
as dialysis processes, kidney transplantation, or reaching
death. *e main criterion of success for this project, with
the help of machine learning, is to identify the behaviors or
behavior patterns in the initial stages of CKD to improve
the quality of life of patients.

2.1.2. Assessment of the Situation. *e idea for the approach
of this project arises from the current situation regarding the
increase in the confirmatory diagnosis of CKD, and lack of
treatment or the user's ignorance of its pathologies leads to
irreversible kidney failure in the final stages of CKD, such as
dialysis for life, financially affecting the health system, as it is
a costly treatment that generates the most significant
amount of absorption of the resources available for health in
Iraq. *is could be reduced by using tools such as machine
learning to classify ERC from the initial stages. Although the
application of machine learning in healthcare and other
areas is favorable, the field of kidney disease has not yet
exploited its full potential [16–25].

2.1.3. Determination of the Data Mining Objectives. As
referenced in the general objective, the technical terms of
this project are to design, implement, and deploy a machine
learning model that, based on data from clinical laboratories,
allows to classify the possibility of a diagnosis of CKD.
*rough the analysis of laboratory studies that are low-cost
for health entities, these data reduce the mortality rate and
costs of the health system.

*e medical history and the laboratory tests indicate
identifying symptoms or signs that can be used as consti-
tutive variables of the problem in CKD patients on a large
scale since a large amount of data can be handled without
inconvenience. With the initial data, a description and ex-
ploration of these are made, verifying that they can be used
or have the minimum information to perform the classifi-
cation, through the analysis of these data and obtain the
patients with an incidence of CKD.With the data obtained, a
training set is molded. Several tests are carried out that
define or determine the most appropriate technique(s) for
the classifier and that the results are practical and efficient.
With the defined classifier, the predictive models are trained
and validated to establish the model with the highest pre-
cision for the data, selecting the one that offers the best
results. Predictive models often run calculations during
ongoing transactions, for example, to assess the risk or
opportunity for a particular patient in a way that provides
insight into the treatment decision-making.

2.1.4. Production of the Project Plan. *e project plan can be
found in the schedule annex-project work plan. It describes
all the necessary steps, from the problem statement and data
collection to its analysis.

2.2. Phase II: Study and Understanding of the Data. *is
section describes the initial data obtained, such as the
number of records and fields per record and their identi-
fication, each field’s meaning, and the initial format’s de-
scription, as shown in Figure 2.

2.2.1. Collection of Starting Data. *e data set used for this
project was obtained thanks to the Baghdad Renal Clinic,
Iraq, and its manager and legal representative, nephrologist
Dr. Ahmad. *ey allowed and authorized the treatment of
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these data. *e dataset contains 373,770 anonymized sam-
ples. In this data set, each sample has 17 variables or pre-
dictive characteristics (11 numerical variables and six
categorical (nominal) variables).

2.2.2. Explore the Data. To explore the data, a database was
created on the Azure platform. *e data are imported and
connected to the Power BI visualization tool to perform and
visualize all the data contained in the data set more har-
moniously. Initially, descriptive statistics of the variables
that make up the data are carried out. In Table 1, the main
characteristics of the variables of the files used are identified;
this result was obtained from Python commands within
Power BI.

Before starting to process the data set, a set of visu-
alizations is made to help better understand the charac-
teristics of the information being worked with and their
correlation. First, the four input characteristics with names
“Duration,” “Pages,” “Actions,” and “Value” are displayed
in a historical format; it can be seen graphically which
values comprise the minimums and maximums and in
which intervals the highest density of records is there. As
can be seen in the data, the base diseases of CKD are
hypertension and diabetes. *e data show us that there are
many patients with this disease, but hypertension, also
known as a silent disease, is highlighted. Considering the
obtained results, the highest prevalence of CKD is in
women due to their longer life expectancy and reaching the
age of risk of CKD (older adult). It is estimated that a
quarter of chronic patients present with low hemoglobin in
the initial stages of the disease. Epidemiological studies
place excess weight as a risk factor for the development of
CKD along with other factors. As creatinine rises in your
blood average, the percentage of kidney function goes
down. For the above reason, it is a significant variable for
the diagnosis of kidney disease. As evidenced, the age and
weight variables present a high positive correlation, which
is not present between hypertension and diabetes mellitus,
and no correlation is observed between these variables.
*ere is a low positive correlation for the variables of
weight and hypertension, as it also happens between the
variables of hypertension with age and diabetes mellitus
with age. *at is, hypertension and diabetes mellitus are
diseases that do not depend on age factor; it can be caused
due to family history.

2.2.3. Verification of the Quality of Data. In this section, data
verification was performed to determine the consistency of
the field values and the amount of distribution of the null
values and to find out-of-range values that can generate noise
for the process. *is verification process was carried out on
the entire data set received. In the fields where no records
were found, the empty fields were changed to a Null value.

2.3. Phase III: Data Analysis and Selection of Characteristics.
By having the information from the data, the focus is on
identifying the variables to be used. During the data review, a
total of 58 variables were found; within these, three variables
were identified that were eliminated to preserve the privacy,
security, and sensitivity of the patients. Of the 55 remaining
variables, those who did not have a sample were eliminated
since they would not have any determination if they did not
provide information in training. Afterward, a classification
was made between the subjective and objective variables.
After performing the medical analysis, 38 variables that are
not relevant for CKD prediction were eliminated.

With the identification of the scale used to classify patients
with CKD, the variables to be used to evaluate a patient
according to their degree of severity were determined. *e
initial list of 58 variables after performing the medical analysis
allows us to arrive at a set of 17 variables, which required the
expertise of the nephrologist in the elimination process.
Within this entire process, these criteria will be used to
measure the severity of kidney disease. It is essential to be
clear that the judgment of the expert (in this case, the doctor)
is crucial to make a final decision about the condition of a
patient; for this, the expert will take into account the essential
antecedents such as hypertension and diabetes.When the data
set is ready, the import is carried out on the experiment that
will be carried out in Azure Machine Learning Studio, where
the algorithms will be evaluated. Selecting the numeric and
non-numeric attributes allows limiting the columns available
for a later operation. By having the attributes selected, it is
indicated which column will have the values to be categorized
or predicted; in the case of this evaluation, the variable stage is
used. As indicated in Table 2, it is the one that describes the
stage of renal failure in a patient.

Having identified the characteristics of the data set with the
most significant predictive power, statistical tests are per-
formed with the Pearson correlation test to determine which
columns are more predictive. For this task, the filter-based

Determine 
business 
objectives

Assess the 
situation

Determine the 
objectives of 
data mining 

Produce the 
project plan

Figure 1: Business understanding tasks.

Collection of 
baseline data 

Describe the 
data

Explore the 
data

Check the 
data

Figure 2: Study tasks and understanding of the data.
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feature selection module that Azure machine learning brings is
used, as seen in Figures 3 and 4, which provides multiple
feature selection algorithms, including correlation methods
identifying the ordinal and non-ordinal variables.

2.4. Phase IV: Modeling. As the next step, the selection
process of the machine learning technique that will be used
to develop the classifier of patients, this is when the object of
this research begins.

According to the effectiveness of the algorithms most
used in studies for the diagnosis of diseases, the following
algorithms are chosen:

(i) Logistic regression (LR)
(ii) Artificial neural networks (ANN)
(iii) Forest of decisions (RF)
(iv) Jungle of decisions (DJ)

By having these algorithms, the data set is divided
randomly into two parts: training sets and test sets. *e
experiment is carried out with the split module, (Figure 5)
using 70% of the data as training data and 30% is reserved to
evaluate the model’s efficiency.

*en, the chosen models are trained using the train
model tool, an Azure tool used to train a model in a su-
pervised way with the training data set as input to the image
model training experiment Figure 6. To these models, the
score model is added which is used in Azure for score
predictions of a trained model. In each combination of the
trained model and the test data, the evaluate model classi-
fication model is used to calculate the results confusion
matrix Figure 7.

When carrying out this first evaluation of the chosen
algorithms, it is verified that the data for the models are

unbalanced. For example, in general, precision is the
probability that an individual is correctly classified by a test,
that is, the sum of the true positives plus the true negatives
divided by the total number of individuals evaluated gives
acceptable values as observed in Table 3. Still, when verifying
the matrices, the values always tend to stage 3.

*e SMOTE module is added to carry out the balancing
task, a statistical technique that allows increasing the
number of cases in a balanced way, taking samples from the
characteristic space for each target class and its closest
neighbors.

2.5. Phase V: Evaluation. *e most critical measure of
classification algorithms is their accuracy. As observed in the
comparative results based on the precision Table 4, it is

Table 2: Stadium classification.

Stadium Description
1 Kidney damage with normal or high filtration
2 Kidney damage with mild decrease in kidney function
3 Kidney damage with a moderate decrease in kidney function
4 Kidney damage with a severe decrease in kidney function
5 Renal failure

Table 1: Statistics of the variables.

. Average Std.dev Minimum 25% 50%
Municipality 30328.27 28219.83 5001.00 8001.00 13001.00
Age 73.51 12.01 1.00 67.00 75.00
HTA 1.00 0.00 1.00 1.00 1.00
Albunia 2.50 1.50 0.00 1.00 3.00
Sugar 2.00 1.22 0.00 1.00 2.00
UREA_SANGRE 143.39 86.16 1.00 70.00 139.00
Creatinine 5.78 4.89 0.10 1.70 3.80
Sodium 134.95 20.23 100.00 117.00 135.00
Potassium 4.75 1.30 2.50 3.60 4.80
Hemoglobin 14.40 1.31 12.10 13.40 14.30
DM 0.00 0.00 0.00 0.00 0.00
Weight 77.75 10.00 60.00 70.50 77.20
Stadium 3.14 0.44 3.00 3.00 3.00

Import Data

Select Columns in Dataset

Edit Metadata

Filter Based Feature Selection

Figure 3: Image data preparation experiment.
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found that the four classification algorithms were compared.
Multiclass logistic regression (LR) achieves the lowest ac-
curacy, 68%, which implies a poor classifier of results.

However, the jungle multiclass decision (DJ) and mul-
ticlass neural network (ANN) algorithms work well and
show competitive performance with each other.

Import data

Edit Metadata

Select column dataset

Normalized data

Split data

1 2

Figure 5: Image data division experiment.

Selection of 
modeling 
technique 

Test design Construction 
of the model

Model 
evaluation

Figure 4: Modeling.
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Import Data

Edit Metadata

Select columns in Dataset

Normalize Data

Split Data

Multiclass Decision Forest

Train Model

Score Model

Evaluate Model

1

Figure 6: Image model training experiment.

Evaluation of the results Process review Determination of the next 
steps

Figure 7: Evaluation (obtaining results).

Table 3: Performance comparison between models.

Multiclass red neuronal Decision forest multiclass Multiclass logistic regression Multiclass jungle of
decisions

General accuracy 0.784 0.831 0.773 0.835
Medium accuracy 0.892 0.887 0.886 0.890
Micro-precision averaged 0.784 0.831 0.773 0.835
Macro-accuracy averaged 0.446 0.691 0.374 0.817
Micro-sensitivity averaged 0.784 0.831 0.773 0.835
Macro-sensitivity averaged NA 0.617 NA 0.537
Artificial neural networks matrix

Current class

3 4 5
3 0.971 0 0.029
4 0.972 0.001 0.028
5 0.829 0 0.17

Decision forest matrix

Current class

3 4 5
3 0.939 0.033 0.027
4 0.494 0.417 0.089
5 0.406 0.1 0.494

Logistic regression matrix
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Although they have reached an accuracy of 75% and
80%, respectively, they fail to show superior performance
to the multiclass decision forests (RF) algorithm, which
reached an accuracy of 92% that indicates the effective
performance in the classification of the ERC dataset used.

3. Conclusions

*is study explored how a learning model can be used to
classify the possibility of a CKD diagnosis.

Consequently, the indirect agreement with the objectives
of the project, the CRISP-DM methodology was adapted to
the context of the problem so that the different logically
organized stages were taken; data collection, pre-processing,
learning, evaluation, and selection, which allowed the
construction of a model capable of classifying the possibility
of a diagnosis of CKDwith an accuracy of 93%. As evidenced
in the results, the decision forests algorithm has obtained
quite optimal results, where predictions of 93% have been
obtained. Data preparation is a fundamental step in the
process and the absolute precision of the model is directly
dependent on this phase. *anks to the models, we can see
how changing the characteristics affects the search for the
target value with a simple change of column selection or
improvements in the data. *e innovation of this work
results from the design adjusted to the environment of the
health system in Iraq and the pathology of the CKD in our
country, with a methodology adapted to the case study and a
production architecture proposal for the model with
Microsoft Azure tools of form that allows satisfying in the
future the scalability of the solution. Furthermore, this
methodology could apply to clinical data of other diseases
and pathologies inaccurate medical diagnoses. *e devel-
opment of this project allowed the author to acquire more
excellent knowledge through both practical and theoretical
work about current techniques for the development of
machine learning.

*is study has limitations, so there is a room for future
research. *e study did not have a significant data sample
due to the restrictions of medical data and its legal effects in
Iraq. Continuing with the expansion of the database (in-
creasing the number of examples for each variable) would
reduce the limited generalization error for the model and, at
the same time, allow the severity of the disease to be detected.
*is model can be refined with increasing data size and
quality. It also opens the space for a variety of studies from
other disciplines, such as economic studies around the
impact of obtaining a diagnosis in less time to treat the
disease in early stages, reducing costs in the health system. In
addition, a variety of sociological and clinical studies on the
consequences of early CKD management brings about the
quality of life of patients and their families. Although the
validity of this research is internal, since the document
corpus is private and cannot be published for other works, it
will help interested professionals with machine learning to
carry out their studies in the classification area.
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*e data underlying the results presented in the study are
available in the manuscript.
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Security of the software system is a prime focus area for software development teams. +is paper explores some data science
methods to build a knowledge management system that can assist the software development team to ensure a secure software
system is being developed. Various approaches in this context are explored using data of insurance domain-based software
development. +ese approaches will facilitate an easy understanding of the practical challenges associated with actual-world
implementation. +is paper also discusses the capabilities of language modeling and its role in the knowledge system. +e source
code is modeled to build a deep software security analysis model. +e proposed model can help software engineers build secure
software by assessing the software security during software development time. Extensive experiments show that the proposed
models can efficiently explore the software language modeling capabilities to classify software systems’ security vulnerabilities.

1. Introduction

Software has become a core part of human life and plays a
prominent role in day-to-day activities. With advances in
technology, loopholes are also getting created at a rapid pace.
Software development organizations consider the security of
the software as a prominent part of their focus area for
customers. However, there are extensive knowledge sources
available across the industry within and outside the orga-
nization. Due to the continuously changing priorities of the
organization, security knowledge takes a back seat.+ere is a
need for devising a proper mechanism to assimilate all the
knowledge prevalent in the industry and provide it to the
software development team in a controlled way as and when

they need it. It requires an intelligent way of putting the
information together, learning from them continuously, and
using the learnings in operations. +ere is a need for a smart
knowledge management system for the security of the
software systems. A smart knowledge management system
will be the system that will have the capability to integrate the
data from various sources. And this integrated source of
required information is made available for the one interested
at the right point of time in software development processes.
+e system will have to be fed in with the events from the
outside organization and within the organization. All the
data processed within the software development value
stream will also be leveraged for this knowledge system.
Customer conversations with the technology team will hold
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prominence as they may have the software system’s explicit
and implicit security needs. +is paper is focusing on
streamlining the software engineering process by leveraging
the artificial intelligence approach. Security concerns of the
software engineering processes are targeted. +is focus area
aligns with the journal’s scope, as the journal intends to
bridge the gap between engineering, artificial intelligence,
and neuroscience.

Leveraging the latest data science advancements for this
problem area will bring efficiency in managing this domain.
Most of the data will be a natural language, so NLP (natural
language processing) approaches will be explored. Data
related to a conversation with customer and software re-
quirements management team is natural language data.
Good practices documented in the security management
platforms in the industry provide natural language inputs.
Within the software development landscape, there are
natural language data like security scan-related outcomes.
+ese rich data forms make NLP a go-to framework for
modeling. All these data sources have hidden patterns for the
possible security flaws that would creep into the system.
With some good language processing capabilities emerging
in the field, their relevance has to be studied. +e research
area taken up involves building a comprehensive knowledge
management system to facilitate secured software devel-
opment. +e system will be banking on the data sources
from the industry, the company, and the data processed
during conversations between customer and software de-
velopment teams.+e paper’s focus is to explore some of the
key constructs associated with this system envisioned.

Furthermore, the experiment is taken to the next level by
exploring NNLM (neural network language model) and
BERT (bidirectional encoder representations from trans-
formers). NNLM is a neural network-based language model
that focuses on learning the distributed representation from
language. +is focus helps reduce the complexity of mod-
eling a language due to a large number of features. BERT is a
specialized state-of-the-art model for language modeling.
BERT is studied in different formats for data modeling.
BERT as vectorizer, tokenizer, and other capabilities of
BERT are explored. DCNN (deep convolutional neural
network) is the following approach explored, followed by
BERT’s capability to set up a question answering system.
Exploration is essential as the overall architecture of this
knowledge management system provides the necessary
knowledge to the software development team to be handy in
this setup. TensorFlow and PyTorch implementation aspects
are discussed, later moving on to the possibilities of learning
from the source code that holds some core knowledge about
the software systems. As a roundup, some of the research
gaps and prospects are explored.

+e remaining paper is organized as follows. In Section
2, scope of ethe work is presented. In Section 3, the literature
review is presented. Constructs of language models are
discussed in Section 4. Data set considered for experiments is
demonstrated in Section 5. +e experimental setup, which
considers various models, is presented in Section 6. Ex-
periments exploration is presented in Section 7. BERT ex-
ploration is illustrated in Section 8. Key constructs of the

security knowledge management system are elaborated in
Section 9. +e learning from source code is demonstrated in
Section 10. +e concluding remarks are given in Section 11.

2. Scope of Work

Real-world data consists of unbalanced data and unlabeled
ones. Unbalanced data includes those data where a particular
class of data is predominant over the others. Deep transfer
learning plays a prominent in the space of NLP in these
situations. Pretrained models have made the processing of
these problems much more efficient and effective. In this
study, we explored the security landscape in software de-
velopment to ease the life of software developers and other
team members by providing security-critical information.

3. Literature Review

3.1. Text Analysis. In [1], the effort involved in labeling the
text data was reduced using supervised learning. Kohonen
self-organizing map (SOM) was employed for labeling the
data. Accuracy of classification was validated using a deci-
sion tree, Naive Bayes, support vector machine, and clas-
sification and regression tree algorithms. In [2], the text
classification approaches were surveyed for unstructured
mining data. +e strengths, weaknesses, opportunities, and
threats (SWOT) were explored to know the trend of their
usage. Software security vulnerabilities are loopholes in the
software system that can compromise the data within the
system. Some of the examples can be missing authentication
for an important function and missing data encryption.

In [3], text data mining was done using the back and
forth matching (BFM) algorithm to make the pattern
matching a faster process. In [4], the optimized named entity
recognition (NER) approaches were explored for expecta-
tion-maximization with semisupervised learning ap-
proaches. In [5], authors identified different requirements
for linguistic analysis such as linguistic rules, incorporation
of NLP, and so on. In [6], authors consider the need of
experimenting with NLP or machine learning or other text
analysis approaches as a separate focus area, beyond their
attempt to run a combination of these techniques. For-
malizing the structure of the software requirements can help
standardize the conditions outlined for the organization to
ensure that security-related requirements get their focus
right at the beginning of the software development, which
can potentially reduce the cost and effort.

3.2. Software Processes Analysis. Technical debt is an es-
sential consideration in this paper. Some studies identified
the influencing factors for technical debt in software sys-
tems. +ese are gathered during the software development
process when there is an attempt to balance the customer’s
strategic and short-term needs.

+e anomaly detection method was introduced in [7],
which leveraged the optimized mechanism of routing the
raw features of the problem area inside a Boltzman machine
algorithm. In [8], a software fault detection and correction
modeling framework was proposed in software testing. In
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[9], a software effort estimation approach was proposed for
the agile software development model. Artificial neural
network feedforward, backpropagation neural network, and
Elman neural network were employed. In [10], a variety of
nonfunctional requirements were considered for modeling
and to set up an appropriate pipeline to update the criteria
and send it across to the next phase [11].

In [12], the security controls were identified using au-
tomated decision support. +ese controls can be relevant to
any specific system. In [13], a security requirement elicita-
tion approach based on problem frames was proposed. It
considered the incorporation of security into the software
development process at an early stage. It helps the developers
gather information regarding security requirements in an
efficient way. A security catalog was prepared to identify the
security requirements, and threats were accessed using abuse
frames.

In [14], machine learning techniques were assessed to
identify the software requirements for stack overflow. It
showed that latent Dirichlet allocation (LDA) was used
widely to identify the software requirements. In [15], a tool
was devised to discover the vulnerabilities based on the
features of software components. +e software component
features represented the domain knowledge in other soft-
ware development domains. Since the approach prescribed
targets to predict the vulnerabilities in a new component,
there is potential to leverage the history of the vulnerabilities
for these software components in the production. +ere is
also the potential of taking these solutions and integrating
them into the development environment for ease of usage to
software developers. +e overall emphasis is to make soft-
ware systems secure right from their inception. It can cut
down on the need for the significant investment made by
companies for the security of the software.

3.3. Machine Learning. +e fixing time of a security issue
within the project significantly impacts the overall devel-
opment process. +erefore, it is essential to fix the issue
within a timeline. In [16], machine learning models were
used to predict the fixing time. In [17], long short-term
memory (LSTM) technique was used to classify the spam.
+is technique can learn abstract features automatically. In
this, the text was changed into semantic word vectors using
ConceptNet and WordNet. After that, spam was detected
using LSTM from the data. In [18], the accuracy of the
K-nearest neighbor (K-NN) algorithm was improved in

classification tasks. However, it takes a longer time in large
data sets but provides significant accuracy as compared to
others. In [19], the security requirements mentioned in the
software requirement specification document were mined.
+ese requirements were classified as data integrity, cryp-
tography, access control, and authentication using a J48
decision tree. After that, prediction models were developed
for each security requirement. +e pretrained models can
also identify the wrongly classified requirements in the
document to provide better insight to the requirements
engineer. +e further refinement will give users the classified
information on requirements and explain why a particular
classification was chosen. It is a challenging issue with a
neural network that needs a better approach to make an
interpretable model.

4. Constructs of Language Models

It is essential to understand the construct of the language
model that effectively applies to solve the problems asso-
ciated with software security issues. Problem related to
software security can be solved by leveraging the natural
language data that is available across companies and in-
dustries. Effective language modeling capabilities can help
derive the information hidden in these data. Further from
this, security-related information can be leveraged by the
software development team as and when they need it.
Language models are the basis of the models that used in this
paper. Language models find their roots in the N-gram
modeling approaches. N-gram modeling uses the thought
process of assessing the probability of a given the word using
its history [20]. For example, the probability of the next word
in the phrase “Jack and Jill went up the” to be “hill.”

P(hill|Jack and Jill went up the). (1)

One of the approaches used to compute this probability
is relative frequency. By taking the corpus of language as a
base, how often the word “hill” follows the phrase can be
calculated as follows:

P(hill|Jack and Jill went up the) �
C(Jack and Jill went up the hill)

C(Jack and Jill went up the)
,

(2)

where C represents the count of occurrence of the phrase.
+e chain rule of probability is applied to words to obtain the
following expression:

P W1: n( 􏼁 � P w1( 􏼁P w2|w1( 􏼁P w3|w1:2( 􏼁 . . . P wn|w1:n−1( 􏼁

� 􏽙

n

k�1
P wk|w1:k−1( 􏼁,

(3)

where w denotes the word, n represents a word count, and k

represents the length of the sequence. To simplify the
complexity of dependencies on the word, Markov

assumptions are employed [21]. +is assumption empha-
sizes that the probability of future prediction can be done
with just a few instances from history. In the case of N-gram,
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it will be enough to look at n− 1 previous words. Maximum
likelihood estimation is used for calculating the probabilities
of N-grams as follows:

P wn|wn − 1( 􏼁 �
c wn−1wn( 􏼁

wn−1
. (4)

5. Data

+is paper takes the data set from a software development
team that works on an insurance domain project. All the
customer requirement-related data and internal software
development process-related data such as test cases and
defects are taken and labeled as security- and nonsecurity-
related data classes. +us, the data set contains the text and
corresponding labels. Data set contains natural language
data obtained from customer requirements specifications,
test cases, defects, and other software development work
maintained by the software development team. Data set is
divided into training, testing, and validation in the ratio of
50%, 40%, and 10%, respectively. +e software development
requirements management experts labeled the data that are
associated with customer requirements. Software develop-
ment technical leads are involved in labeling the data as-
sociated with software development work, such as defects
and test cases. Data set is randomly split into training,
testing, and validation using the train-test split library of
python. We have considered various fractions of training
and testing data. It is found that when the training data set
fraction is 50%, then the model does not suffer from over-
and underfitting issues. +ere are 31,342 data points, with
3,082 security-related ones and 28,260 nonsecurity-related
data points. +erefore, data augmentation techniques such
as back translation [22] and easy data augmentation [23] are
used to balance the data set. Since some of the deep learning
approaches are explored, basic text cleaning methods are
only applied. NLTK is used for text cleaning purposes.

Preprocessing of the data includes tokenization of the
text to create a vocabulary. Text is first converted to sequence
of words and then converted to sequence of numeric IDs.
Tokenization of the text involves the conversion of the text
into numerical representation so that these representations
can be passed intomachine learning or deep learningmodels
for modeling purposes. Text sequence padding is also done
to normalize the text sequence length. Data are represented
as a vector sequence for further modeling.

6. Experiments Set Up

In the first experiment, CNN is explored in text classification
[24–26]. Algorithm 1 demonstrates the various steps in-
volved in text classification using CNN. Firstly, text data is
tokenized using the TensorFlow Keras preprocessor. Text
sequences are transformed into a sequence of numeric IDs.
So there will be three sets of text sequences for training,
testing, and validation.

Sentence length distribution is visualized to check the
length distribution. +e maximum sequence length for
padding can be kept at 250, as most of the long sequences fall

within a sequence length of 250. TensorFlow Keras pre-
processor is used to create text sequences of 250 lengths for
all three sets of the data set.

In the next stage, a pretraining-based fastText embed-
ding matrix is explored [27–29]. fastText is an open-source
lightweight library that helps learn the text representation in
the language models. fastText is configured as a matrix of the
data that it has already learned during its pretraining, in the
form of embeddings of the numerical representation. +e
pretrained model, “wiki-news-300d-1M-subword.vec.zip,”
provides 1 million word trained vectors from the infor-
mation ofWikipedia. fastText works are similar to word2vec,
where each word is considered for its bag of character-based
N-grams. Pretrained word embedding architecture is built in
a standard way. An embedding size of 300 is chosen for this
pretrained model that is constructed on 300 dimensions.
TensorFlow Keras-based CNN model architecture is built
(see Algorithm 1). +ree sets of Conv1D and max-pooling
layers are built using 256, 128, and 64 filters in each of the
Conv1D layers and a pool size of 5 for themax-pooling layer.
+e activation function applied is “ReLU” (rectified linear
unit) [30, 31]. +e architecture has three sets of dense and
dropout layers, with a dropout set at 25%. Binary cross-
entropy loss [32, 33] and Adam optimizer [34] are con-
figured for model compilation. Model architecture is run on
the training data set. +ough the model is configured to be
run for epochs count of 100 and batch size of 128, with early
stopping, the model reached optimum accuracy on 7th
epoch, with validation accuracy of 95.95%. Model perfor-
mance is evaluated on the test data set; it showed an accuracy
of 71.89%. A weighted average of precision is 0.88; recall is
0.72; and F1-score is 0.77. Without much fine-tunning of the
parameters, the model would provide an accuracy of 71.89%.
+erefore, these architectures can be further fine-tuned for
the insurance data to achieve better accuracy.

+e experiment is further topped up with a bidirectional
LSTM and attention layer (see Algorithm 2).+e embedding
layer is retained with a pretrained FastText model. Toke-
nization, vectorization, and padding are conducted similarly
to the earlier part of the experiment.+e output from the last
layer of the long short-term memory gated recurrent unit
(LSTM GRU) is fed into the global attention layer sequence.

et � a ht( 􏼁 � tanh Wht + b( 􏼁, (5)

αt � softmax et( 􏼁 �
exp et( 􏼁

􏽐
T
k�1 exp ek( 􏼁

, (6)

c � 􏽘
T

t�1
αtht. (7)

Vectors from the hidden sequence are passed on to a
learning function (ht), including a product vector. c is the
final context vector, and T is the total time steps for the input
sequence. Attention layer architecture is based on the
TensorFlow Keras attention mechanism for temporal data
and masking. TensorFlow is a machine learning library, and
Keras is the high-level API of TensorFlow. Attention
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mechanism is the cutting-edge approach for leveraging the
learning from essential parts of the language rather than
trying to learn everything. TensorFlow and Keras's attention
mechanism provides tool for implementing this capability in
the model. Constructs used in this experiment are taken
from [35]. FastText-based embedding is built as in the first
part of the experiment. Core model architecture is built with
LSTM to form the sequential models. LSTM is better than
RNN in remembering the long sequence of data. LSTM
manages input at the current time step, with the output of
the previous LSTM unit and memory of cell state in the
previous unit.

Bidirectional LSTMs help feed both forward and
backward sequences of the content. +e output provided by
each of these is combined at every time step. By considering
the past and future sequences, a better context of the text is
retained. +e architecture encompasses embedding as input,
bidirectional LSTMGRUwith 256 units, attention layer, and
three sets of dense and dropout layers (see Algorithm 2).
Two hundred and fifty-six units for thick layer and 0.25
dropout rate are also used alternatively. “Relu” is the acti-
vation function used for intermediate layers; in the final
layer, “sigmoid” is used. Binary cross-entropy loss and
“Adam” optimizer are also considered. Model is trained with

Input: security- and nonsecurity-related text with labeling
Process:

(1) Tokenization of text to create vocabulary:
t� tf.keras.preprocessing.text
Tokenizer (oov_token� “<UNK>”)

(2) Conversion of text to sequence of words further to sequence of numeric IDs: train_sequences� t.texts_to_sequences (normalized
training text)

(3) Sentence length distribution visualization
(4) Text sequence padding:

tf.keras.preprocessing
sequence.pad_sequences ()

(5) FastText-based embedding matrix construction
(6) Model architecture construction:

tf.keras.models.Sequential ()
(7) Training and validation
(8) Model performance evaluation on test data

Output:
Accuracy: 71.89%
Precision: 0.88
Recall: 0.72
F1-score: 0.77

ALGORITHM 1: Text classification using CNN.

Input: security- and nonsecurity-related text with labeling
Process:

(1) Step 1 to 4 as in Algorithm 1
(2) Global attention layer architecture construction
(3) Entire sequence is sent to global attention layer instead of sending the last output from GRU cell ((5))
(4) Learning function is fed with hidden sequence vectors ((6))
(5) Production of a probability vector αt

(6) Weighted average of outcomes of above two steps results in a context vector ((7))
(7) Attention layer definition
(8) FastText-based embedding matrix construction using “wiki-news-300d-1M-subword.vec”
(9) Building LSTM-based sequential model architecture: bigru� tf.keras.layers.Bi-directional (); model� tf.keras.models.Model

(inputs� inputs, outputs� outputs)
(10) Training and validation
(11) Model performance evaluation on test set

Output:
Accuracy: 84.33%
Precision: 0.91
Recall: 0.84
F1-score: 0.87

ALGORITHM 2: Classification using bidirectional LSTM and attention layer.
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an early stop mechanism for 100 epochs feeding in training
and validation. A batch size of 128 is retained; best results are
reached at the 6th epoch, with a validation accuracy of
98.69%. +e model achieves an accuracy of 84.33% with
weighted average precision of 0.91, recall of 0.84, and F1-
score of 0.87.

In the next phase of the experiment, Google’s Universal
Sentence Encoder (USE) is explored. It can encode high-
dimensional vectors with varying lengths into a standard
size. Figure 1 shows the working of sentence encoding.

In this experiment, USE is implemented on TensorFlow
1.0. USE model is loaded from the TensorFlow hub [36]. +e
USE-based embedding layer is constructed and fed into the
model architecture with two dense and dropout layers (see
Algorithm 3). +e dense layer has 256 units and a ReLU
activation layer, with a dropout value of 0.25. +e sigmoid
activation function is used to classify the results. Binary
cross-entropy and Adam optimizers are also used. Model
training is implemented by considering the early stopping. It
achieves an optimal validation accuracy of 97.32% in the first
epoch. It has performed an average accuracy of 92.61%, with
average recall, precision, and F1-score as 93.0%, 95.0%, and
93.0%, respectively.

7. Experiments Exploration

Software requirements modeling is one of the prominent
parts of this work. Most of the time, the focus is on software
correctness in the development that can lead to performance
issues later in the development process. In [37], a com-
prehensive study of all the work done towards modeling the
performance of the software across the software develop-
ment lifecycle is presented. In [16], the factors that impact
the time for fixing security issues with linear regression
methods are assessed.

+e focus of [38] is to look at machine learning appli-
cations for software vulnerabilities management and various
data mining approaches. Vulnerabilities discovery models
with software metrics, vulnerable code pattern identifica-
tion, and anomaly detection methods are explored. In [39],
the focus is given on technical debt being used as a base for
security issues modeling with machine learning. In [40], a
focus is presented on applying a set of hybrid codes covering
static and dynamic variables that characterize input vali-
dation and patterns of input sanitization code, and these are
expected to be prominent indicators of vulnerabilities in web
applications.+ere is a good complement between static and
dynamic program analyses; both techniques extract the
proposed variables in a scalable and accurate method.

Building on the base constructs experimented with
within the previous section, this section explores more
advanced architectures. NNLM is explored in this section.
Sentence encoding is experimented with NNLM, which also
provides fixed-length vectors for the documents. +e exact
format of data processing is continued in this section as well.
NNLM model is fetched from the TensorFlow hub from
https://tfhub.dev/google/tf2-preview/nnlm-en-dim128/1
[41]. Keras layer is built from the hub with an output shape
of 128. Model architecture is built with Keras layers from

TensorFlow that will have pairs of dense and dropout layers.
+e dense layer will have 128 units and “ReLU” activation;
+e value for the “dropout” is chosen to be 0.15, with loss
function of “binary cross-entropy”; and ‘adagrad’ optimizer
is determined (see Algorithm 4). Model is fit with the train
data for 100 epochs and a batch size of 128. At the end of 100
epochs, the model reached a validation accuracy of 90.17%.
+e model demonstrated 90.16% accuracy on test data with
an average precision rate of 0.81, recall of 0.9, and F1-score of
0.86.

BERT is explored in the next part of the experiment.
Simple BERT architecture is shown in Figure 2. BERT un-
dergoes semisupervised learning on a large amount of online
data such as Wikipedia. Language understanding capabil-
ities are inherent in these pretrained models that can be
leveraged to many of the tasks associated with language
processing. +ese pretrained models can be refined to dif-
ferent data sets with less effort to use their capability con-
cerning the specific domain of application. BERTexpects the
text content to be tokenized, and in lowercase, Hugging
Face’s https://huggingface.co/ [42].

BERTTokenizer, which is part of transformers, is used.
+e word piece tokenizer approach segments the words into
a subword level like any other NLP (natural language
processing) task.+e tokenizer is formed with the pretrained
model, “bert-base-uncased.” Data used for this experiment
need to be preprocessed with an approach similar to that of
the original method used in the BERTpretrainedmodel. Pre-
processing includes, the conversion of data in to lower case,
tokenization, breaking of word pieces, word to index
mapping using BERT vocabulary, adding the seperator and
end of sequence tokens, and finally appending, ‘mask’ and
‘segment’ tokens.

+e model architecture here consists of the BERT that
helps process the input data of text based on its prelearned
language capability; on top of this, a feed-forward neural
network with softmax is built for customized classification
tasks. Models layers are made with TensorFlow Keras layers.
A maximum sequence length of 250 was selected for the data
used in this experiment, as most of the sentences fall within
the range of 250 lengths of words. Input ID, mask, and
segment are created with the hidden state made from the
pretrained model “bert-base-uncased.” +e further part of
architecture will have dense and dropout layers of two, each
alternating, followed by a dense output layer. Two hundred
fifty-six units are used for dense layers, and a 0.25 dropout
rate is considered. +e “ReLU” activation layer is used in
dense layers with “sigmoid” activation for the dense output
layer. For a model compilation, Adam optimizer is used with
a learning rate value 2e− 5 and 1e− 8 epsilon value, and
binary cross-entropy loss and accuracy metrics are used.

+e utility function that is created for converting the text
input data to BERT features is used. +e same training set
used until this point is used here. To recap, this data is a
customer requirement in an insurance domain, and test
cases and defects data were created as part of software
development operations on this insurance company. Data is
labeled as security and nonsecurity data based on expert
input. Data is prepared in a similar way to the earlier part of
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the experiments. Training data is converted to training
feature IDs, training feature masks, and training feature
segments using the BERT tokenizer constructed earlier. Now
the built model is trained using the training and validation
part of data passing in the IDs, masks, and segments. +ree

epochs and a batch size of thirteen are used with early
stopping (see Algorithm 5). +e model reached a validation
accuracy of 99.11% within the second epoch. +e refined
model is stored for further usage. Test data is also processed
similarly, and predictions are run on the test data. It gave an

EMBED

[0.3, 0.02, 0.8,.....]

[0.45, 0.3, 0.1,....]

[0.78, 0.03, 0.04,...]

What is your name?

Where is your birth
place?

What is your
qualification?

Figure 1: Working of sentence encoding.

Input: security- and nonsecurity-related text with labeling
Process:

(1) Data set split to 50% for training, 10% for validation, and 40% for testing
(2) TF 2.0 eager execution is disabled as the Google has not updated USE model for compatibility with TF 2.0

(tf.compat.v1.disable_eager_execution ())
(3) USE model to be loaded from TF Hub: embed� hub.Module (module_url, trainable�True)
(4) USE embedding layer to be built
(5) Model architecture to be constructed:
model.compile (loss�

“binary_crossentropy,” optimizer� “Adam,”
metrics� [“accuracy”])
(6) Latest version of Google’s USE that supports TF 2.0 will be utilized in the further phase of the research
(7) Training and validation to be conducted for 100 epochs and batch size of 128, with an early stopping approach
(8) Trained model weights are loaded for inference
(9) Model performance evaluation on the test data set

Output:
Accuracy: 92.61%
Precision: 0.95
Recall: 0.93
F1-score: 0.93

ALGORITHM 3: Classification using USE with TensorFlow 1.0.

Input: security- and nonsecurity-related text with labeling process:
(1) Data set split to 50% for training, 10% for validation, and 40% for testing
(2) Function for preprocessing the corpus
(3) Basic text preprocessing
(4) Embedding layer of NNLM is built: model� “https://tfhub.dev/google/tf2-preview/nnlm-en-dim128/1”
(5) Model architecture is constructed: model�

tf.keras.models.Sequential ()
(6) Training and validation is conducted for 100 epochs and 128 batch size with an early stopping method
(7) Model performance is evaluated on test data

Output:
Accuracy: 90.16%
Precision: 0.81
Recall: 0.90
F1-score: 0.86

ALGORITHM 4: Neural network language model.

Computational Intelligence and Neuroscience 7
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accuracy of 91.3%, average precision of 0.92, recall of 0.91,
and F1-score of 0.88. Since the current focus is to build a
pipeline of the knowledge management system for software
vulnerabilities management, these experiments are not ex-
plored further to make it more customized to the insurance
company data targeted here.

+ough pretrained models provided ease of modeling
with no need to train from scratch, they ended up being of
massive size. To tackle this, distilBERTwill be explored next.
DistilBERT compresses the BERT with the knowledge dis-
tillation technique. +e distillation technique is a way of
reducing the complexity of the BERTarchitecture to make it
concise and small during the pretraining phase. During the
distillation, 40% of the size is reduced, retaining 97% of its
language understanding and making it 60% faster than
BERT. +e teacher-student training approach is used where
the student is trained to replicate the model output that of
the teacher. Hugging Face uses KL-divergence loss to train
distilBERT. +e approach reduced the number of parame-
ters to almost half compared to BERT retaining the per-
formance. BERT tokenization is conducted similar to the
experiment’s last part; data preparation and model archi-
tecture setup are also the same. Sixty-six million parameters
are generated in this case, unlike BERT, which had 109
million parameters. Input features of training and validation
set of data are also prepared similar to the last part; tokenizer
used is “distilbert-base-uncased.” In the case of distilBERT,
three epochs are run with a batch size of 20 and an early
stoppingmechanism (see Algorithm 6).+emodel reached a
validation accuracy of 99.07% at the second epoch. +e test
data model demonstrated 94.77% accuracy, average preci-
sion of 0.95, recall of 0.95, and F1-score of 0.94.

With these basic building blocks, the AI-based knowl-
edge management system for software security

vulnerabilities can be conceptualized. +e system will have
three prominent parts to it. Software security model ar-
chitecture is shown in Figure 3. Customer conversation
modeling will take in all the content generated as part of the
conversation with the customer and use it to learn the se-
curity needs for software. +e second part will be industry
landscape modeling that will depend upon all the knowledge
sources in the industry and leverage the same to understand
security from an industry expert’s point of view. In the third
part, software landscape modeling, all the information
within software development processes is leveraged to build
security knowledge for the software development team.
Exploration done so far will help construct the customer
landscape and industry landscape modeling.

Deep transfer learning constructs have been explored in
the experiment so far that can help build this knowledge
system for the insurance-based company’s software devel-
opment team. Pretrained word embeddings of deep learning
models are explored, covering FastText with CNNs or bi-
directional LSTMs with attention layer, universal embed-
dings with sentence encoders, and neural network language
model. Transformers are explored, covering BERT and
DistilBERT. TensorFlow 2.0 is used as a base to leverage its
capabilities.

+e attention mechanism is an interesting thought
process and discussed in [16, 43]. +e author calls the at-
tention they have used in their architecture “scaled dot-
product attention.”

Attention(Q, K, V) � softmax
QKT

��
dk

􏽰􏼠 􏼡V, (8)

where “Q” stands for queries, “K” stands for keys, and “V”
stands for values. Attention function is specialized with

Semi-supervised learning - step 1 Semi-supervised learning - step 2

Classifier

Labelled dataDataset

Dataset

Model: pre-
trained model

from step-1

Language model
application to predict

masked word
Objective

Wikipedia and other
large sources of data

Model

Figure 2: BERT architecture.
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Input: security- and nonsecurity-related text with labeling process:
(1) Tokenization with BERT: tokenizer�

transformers.BertTokenizer
from_pretrained (“bert-base-uncased”)

(2) Data preparation for the need of BERT, including lower casing of text, tokenizing, word split to word pieces, word to index
matching with vocabulary file of BERT, add special tokens, and adding mask and segment tokens to each input

(3) Model architecture building with TF:
model.compile (optimizer� tf.optimizers
Adam (learning_rate� 2e− 5, epsilon� 1e− 08), loss� “binary_crossentropy,” metrics� [“accuracy”])

(4) Maximum sequence length set to 250
(5) TF Keras layers are built for model compilation
(6) Text converted to BERT input features:

create_bert_input_features (tokenizer,
train_text, max_seq_length)

(7) Data set split to 50% for training, 10% for validation, and 40% for testing
(8) Create function for BERT input features creation
(9) Feature IDs, feature masks, and feature segments are created for training and validation
(10) Model is trained and validated
(11) Test review data are converted in to BERT input features
(12) Model performance is evaluated with test data: from sklearn.metrics import

confusion_matrix,
classification_report, accuracy_score

Output:
Accuracy: 91.39%
Precision: 0.92
Recall: 0.91
F1-score: 0.88

ALGORITHM 5: BERT for tokenization and feature creation.

Input: security- and nonsecurity-related text with labeling
Process: Except for distilBERT tokenizer being used rest of the steps are same as Algorithm 5
tokenizer� transformers.DistilBertTokenizer
from_pretrained(‘distilbert-base-uncased’)
Output:
Accuracy: 94.77%
Precision: 0.95
Recall: 0.95
F1-score: 0.94

ALGORITHM 6: DistilBERT for tokenization.
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Figure 3: Software security model architecture.
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mapping queries to a set of key-value pairs, further to an
output. All the entities query, key, values, and output are
vectors. Input encompasses queries and dk, which are keys of
dimension, and dv, which are the dimension values. Authors
also have explored the multihead attention mechanism as
follows:

Multihead(Q, K, V) � Concat head1, . . . headh( 􏼁W
o
, (9)

where headi � Attention(QWiQ, KWik, VWiv).
Multihead attention facilitates the model to access in-

formation jointly from a variety of representations. “W” here
is the parameter matrices; “WO” represents the parameter
matrix for the output; and “head” is an attention head. +e
author also uses a position-wise feedforward network in
their architecture. +is network is used in encoder and
decoder layers that are applied to each position separately
and identically.

FFN(x) � max 0, xW1 + b1( 􏼁W2 + b2, (10)

where “FFN” is feedforward network, “W” stands for weight,
bias is given by “b,” and “x” is the input.

+e next phase of the experiment industry landscape and
customer landscape can be modeled by building the fol-
lowing pipeline. Any events about the software processes
that include security and nonsecurity will feed into this
knowledge system; the first level of the task would be to
screen the relevant events for the software teams to un-
derstand the need for software security. All the events that
are not associated with security have to be removed.+e next
part of the pipeline should categorize the events further into
security-related events and are closely associated with the
insurance domain, which is the focus domain of this re-
search. As the system is in the initial stage of development,
security experts can be involved in screening the outputs
generated by the model to act as an input for the model to
calibrate itself.

8. BERT Exploration

In [44], researchers have shown that sentimental analysis of
software artifacts can improve various software engineer-
ing activities. BERT has been leveraged for language
modeling natural language text in Stack Overflow posts,
subjected to sentiment analysis. In the view of leveraging
on the wealth of knowledge hidden in the open-source
software ecosystem, authors in [45] have proposed software
entity recognition methods based on BERT word embed-
ding. In [46], the author proposes automatic text classifi-
cation based on BERT to develop an environment for the
internet of things. +e approach used here uses text-to-
dynamic character level embedding with BERT. Further-
more, Bi-LSTM and CNN output features are utilized to
leverage the CNN for local feature extraction and bi-LSTM
for its capability on memory to link back the extracted
feature.

In [47], the author focuses on utilizing BERT’s self-at-
tention mechanism for bidirectional context representation
for predicting the resolution time of the bugs, which can

contribute towards a better estimation of the software
maintenance effort and cost.

BERT provides capabilities such as tokenizer for data
preprocessing, creating word embedding, and constructing
the question answering system. +ese parts have to be
validated with the data from the insurance domain where
the knowledge management system is built. BERT is the
latest specialized approach; leveraging its capabilities will
help exceed other methods for the targeted use cases in this
space. As per the approach followed in earlier sections, the
experiment will be built step by step to explore each ca-
pability of BERT. In the first part, the BERT tokenizer’s data
processing capability has been experimented. TensorFlow
2.0 is leveraged here as well. +e training data set composed
in previous sections of the experiment will be used in this
set of experiments. Data will have text derived from cus-
tomer requirements, test case descriptions, and defect
descriptions for insurance domain-related software de-
velopment processes. +e text would have security- and
nonsecurity-related content; the other column is a label
that classifies security and nonsecurity classes of the text by
the experts. Security-related contents are those where in-
formation related to software security is available. +is
security-related information will help understand the se-
curity controls that are needed in the software systems.
Nonsecurity-related content is the rest of the information
related to software system development. Text preprocessing
is done to remove any nonalphanumeric content, “https://”
from any URLs (Uniform Resource Locator), and punc-
tuations and white spaces, if any. BERT layer has to be
created so that metadata associated with the same can be
assessed; vocabulary size is metadata. +e tokenizer is
designed with features of a vocabulary file and lower casing.
Vocabulary file is derived from BERT layer that is con-
structed from Keras layer from TensorFlow hub. +e text
embedding feature used is “bert_en_uncased_L-12_H-
768_A-12” [48], with a trainable parameter set to “false” as
the feature will be used as is without further training it for
this experiment sake. +e tokenizer is used to convert
tokens to IDs bypassing the sentences of the cleaned data
into the same.

Further data set creation will involve adding padded
batches of sentences; each batch of the sentence is padded
independently. Padding helps optimize the padding tokens.
+eir length sorts sentences, and then padding is applied and
then shuffled. Data set are transformed as tensors using the
“from_generator” method of TensorFlow (tf_data.Dataset).
A batch size of 32 is chosen for performing padding. Model
building involves DCNN with the following architecture.
Table 1 shows the training specification of DCNN
architecture.

DCNN model construct is expressed in Table 2. +e
further architecture will have layers built as follows.

All the layers formed in Table 2 are merged by passing in
the training data. DCNN is fit with the training data. Test
data produces an accuracy of 97.44%. DCNN model can be
used to pass in the text and predict whether the text is
security related or nonsecurity related, with a confidence
level on the scale of 0 to 1 (see Algorithm 7).
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+e second part of this entire exploration approach
would remain the same except for the additional step of
creating word embeddings. Embedding creation includes
the creation of IDs, masks, and segments. Ids are created by
using the “convert_tokens_to_ids” function from the
tokenizer. Masks are created on tokens using NumPy by
padding to tokens, and segments are created appending the
tokens into segments. An accuracy of 99.58% was the result
with the BERT tokenizer and embedding being applied.

In the third part, architecture is refined to build a
question answering module using BERT. Some of the

libraries used for this experiment are as follows. BERT
question answering system library specifications is presented
in Table 3.

+e SQuAD (Stanford Question Answering Dataset) is a
well-known data set to explore question answering systems.
Input metadata creation is the first step, which takes training
data in JSON (JavaScript Object Notation) file and vocab-
ulary file as input. Training data consists of a paragraph of
information, which provides context, a question from that
text, and answers for those questions. TensorFlow record is
created from these files. +e training data set is created using

Table 1: DCNN architecture training specification.

Parameter Value
Vocabulary size Based on the vocabulary size of the tokenizer
Embedding dimension 200
Number of filters 100
Feedforward network units 256
Number of classes 2
Dropout rate 0.2
Epochs 1
Training False

Table 2: DCNN model construct.

Layer Configuration
Embedding Vocabulary size, embedding dimension
Convolutional 1D bigram Kernel size� 2; padding� valid; activation�ReLU
Convolutional 1D trigram Kernel size� 3; padding� valid; activation�ReLU
Convolutional 1D fourgram Kernel size� 4; padding� valid; activation�ReLU
Pooling GlobalMaxPool1D
Dense Activation�ReLU
Dropout 0.2
Last dense (for 2 classes) Units� 1; activation� sigmoid
Last dense (for more than 2 classes) Units� number of classes; activation� softmax
Loss (for 2 classes) Binary cross-entropy
Loss (for multiclass) Sparse categorical cross-entropy

Input: security- and nonsecurity-related text with labeling
Process:

(1) Data preprocessing and tokenization to create a BERT layer:
FullTokenizer� bert.bert_tokenization
FullTokenizer
bert_layer� hub.KerasLayer
(“https://tfhub.dev/tensorflow/bert_en_uncased_L-12_H-768_A-12/1,”
trainable� False)

(2) For data set creation purposes, padding of the data batches to be done, to bring all the training sequence to a consistent length
(3) Test and train data set batches are created
(4) DCNN model building as per the specifications provided in the tables above
(5) Training the model with the specifications provided in Table 2
(6) DCNN model compilation: DCNN(tf.keras.Model) DCNN�DCNN (vocab_size, emb_dim, nb_filters, FFN_units,nb_classes,

dropout_rate)
(7) Fit the model with training data
(8) Model evaluation with test data

Output:
Accuracy: 97.44%

ALGORITHM 7: BERT with DCNN model.

Computational Intelligence and Neuroscience 11
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the “create_squad_dataset” library, passing the TensorFlow
record of the data produced. “BertSquadLayer” is con-
structed with TensorFlow Keras dense layers. +e complete
model of BERT will have a class of “BERTSquad” that will
take in the BERT layer from Keras layer of hub (https://
tfhub.dev/tensorflow/bert_en_uncased_L-12_H-768_A-12/
1). +e trainable parameter is kept as “true.” BERT appli-
cation function of this class will take in input word IDs,
input masks, and input type IDs. As part of the training
phase following configuration is set. Table 4 shows BERT
question answering system training phase specifications.

+ese are computationally intensive experiments; pa-
rameters are optimized based on the need of these experi-
ments. Once the pipeline of this knowledge management
system is organized, it can be further customized to improve
effectiveness. +e training data set is also made lighter to
facilitate an easy start for the experiment. Optimizer is
created using the function “create_optimizer,” and SQuAD
loss function is created to compute loss. BERT SQuAD
model is compiled passing in optimizer and SQuAD loss
function. Training is conducted passing in training data sets
in batches as inputs and targets. BERT SQuAD layer and loss
function is passed in, and gradients are applied on optimizer
for training purposes. At the end of one epoch of training,
training loss was reduced from 5.94 to 2.50. Next is the
evaluation phase, where the development data set is used.
Evaluation examples are created using the “read_-
squad_examples” library. TensorFlow record format of this
evaluation data set is generated. BERT tokenizer that was
created earlier is used.+e function is created to add features
into the evaluation feature list that is created (see Algo-
rithm 8). Once the evaluation feature is created, the Ten-
sorFlow record is generated for the same. +en SQuAD is
created from this evaluation data set. +ereafter, prediction
is utilized to build the dictionary-like collection. +e
“NamedTuple” function of the “collections” library is used to
create a dictionary-like collection. It will generate batched
output in a timely way. Collection, evaluation examples, and
evaluation features are passed into the “write_prediction”
function of “official.nlp.data.squad_lib,” which generates
prediction output files.

+e evaluation script has a function for normalizing the
answers, generating an F1-score, defining the exact match
score, comparing the results with ground truth, and eval-
uating the data set with the predicted values. +e evaluation
script must be run with the development data by passing in

predictions generated in previous steps. Step here produces a
result with an F1-score of 77.26 and an exact match of
66.91%. +e experiment was conducted with limited re-
sources to understand the approach. Once the construct of
the pipeline is worked out, these approaches can be further
refined and customized to target domain data that is soft-
ware development practices of the insurance domain.

Based on the comparative analysis, Table 5 provides the
comparison of the accuracy of the models. Table 5 also
explains the key processes involved in the modeling, which
provides information about the complexity of the ap-
proaches. Now, this setup can be utilized to predict any of
our data. Question and context text must be concatenated
with a separator token after tokenization like it was done for
training content. Utilities required for this phase of pre-
diction are the BERT layer from the Keras layer of the hub,
which takes in the pretrained BERT model like in earlier
phases. A comparison of all the experiments is provided in
Table 5. Vocabulary file is generated from this BERT layer,
including the lower casing function. Both vocabulary file and
lower casing function are passed into “FullTokenizer” to
generate tokenizers. Other utilities include white space
recognizer, text to words converter, tokenizing each word,
and keeping track of the tokens and words. Processing is
continued with creation of IDs, masking, and segment
creation from tokens, and finally a function is created to take
a question and context as input, and return a dictionary with
three elements as expected by the model. Expected output
are context words, correspondence between context tokens
to context word IDs, and length of the question tokens.
Answers can now be predicted by passing in question and
context to create an input dictionary run on BERT SQuAD
trained earlier. Some more refinement can be done to or-
ganize the interpretation for the reading answers as output
for the input provided in context and question. +e model
was used to pass in the context and question related to
software applications security from the target domain, and it
produced the answers for the given context.

Question answering systems can play a handy role in the
intended knowledge management system for software se-
curity in the insurance domain, the primary focus area.

CNN is one of the prominent areas of exploration in the
domain explored in this paper. Some of the exciting work
done with CNN is as follows. Exploration in [49] and [50]
aims at devising an improvised CNN-based approach to
improve the bug localization task in software engineering. In

Table 3: BERT question answering system library specifications.

Modules Library
Tensorflow Tensorflow hub
official.nlp.bert.tokenization FullTokenizer
official.nlp.bert.input_pipeline create_squad_dataset
official.nlp.data.squad_lib generate_tf_record_from_json_file
official.nlp Optimization
official.nlp.data.squad_lib read_squad_examples
official.nlp.data.squad_lib FeatureWriter
official.nlp.data.squad_lib convert_examples_to_features
official.nlp.data.squad_lib write_predictions
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[49, 51], a bidirectional LSTM algorithm is proposed based
on CNN and independent RNN for malicious web page
identification. Word2vec is used for training URL word
vector feature for modeling. Input sequence illustration in
BERT represents in Figure 4.

Attention models are another critical component ex-
plored in this paper. Attention layers are techniques used in
a neural network for processing the input, which facilitates
the process of focusing on a specific aspect of complex
information. In the work of Software System Security
Vulnerabilities Management, modeling of customer con-
versation, industry knowledge bases, and knowledge gath-
ered in software development processes are done. Since the
focus is on the security dimension of the content, attention
models will help build the required focus around security.
Some of the other interesting results using attention models
are as follows. +e inability of the software defect prediction
at the granular level of code hinders the possibility of

providing detailed information to developers. In [51], the
ensemble learning techniques and attention mechanism is
utilized to provide comprehensive information to developers
pointing at the suspect line of code and method-level defect
prediction. +e lack of focus on nonfunctional requirements
like usability and security is handled ad hoc and results in
cost. In [52], modeling of nonfunctional requirements across
the software product life cycle is explored. Pseudocode
generation is one of the essential aspects of software engi-
neering, as it involves a lot of effort. In [53], there is an effort
to treat pseudocode generation tasks as a language trans-
lation task that involves programming language translation
to natural language description using the neural machine
translation model and the attention seq2seq model. Bag of
words with Naive Bayes approach shows the accuracy of
90%, precision of 77.7%, and recall of 93%. Classification of
unsupervised learning approach shows the accuracy of 73%,
precision of 69.3%, and recall of 77.7%. Table 5 shows a series

Table 4: BERT question answering system training phase specifications.

Parameter Value
Training data size 88 641
Number of training batches 500
Batch size 1
Number of epochs 1
Initialized learning rate 5e− 5
Warmup steps 10% of the number of training batches

Input: SQuAD data set process:
(1) Data preprocessing to create input meta data from SQuADdatasetinput_meta_data� generate_tf_record_from_json_file()
(2) Building BERT SQuAD layer:

BertSquadLayer (tf.keras.layers.Layer)
(3) BERT questions answering system training phase configuration
(4) Create a SQuAD loss function for further computation
(5) Training and evaluation

Output:
F1-score: 77.26
Exact match: 66.91%

ALGORITHM 8: SQuAD dataset process.

Table 5: Comparison of all the experiments.

Experiment Process Output

CNN and FastText embedding CNN-based processing Accuracy: 71.89%; precision: 0.88; recall: 0.72;
F1-score: 0.77

Bidirectional LSTM with FastText
embedding

Bidirectional GRU or LSTM with global
attention

Accuracy: 84.33%; precision: 0.91; recall: 0.84;
F1-score: 0.87

USE model USE pretrained model with TF 1.0 Accuracy: 92.61%; precision: 0.95; recall: 0.93;
F1-score: 0.93

NNLM NNLM-based sentence encoder, with
pretrained model

Accuracy: 90.16%; precision: 0.81; recall: 0.90;
F1-score: 0.86

BERT BERT tokenization and TF Keras modeling Accuracy: 91.39%; precision: 0.92; recall: 0.91;
F1-score: 0.88

DistilBERT DistilBERT-based preprocessing of data Accuracy: 94.77%; precision: 0.95; recall: 0.95;
F1-score: 0.94

BERT Data preprocessing and tokenization with
BERT Accuracy: 97.44%
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of experiments conducted in this work that shows improved
performance on security issues classification as the approach
was tuned for data from the insurance domain. It started
with accuracy of 71.89%, with CNN and FastText embed-
ding. Performance went up to 84.33% with bi-directional
LSTM and FastText embedding. USE model made up to the
accuracy of 92.61%; NNLM model made up to the accuracy
of 90.16%; and BERT model would further refine the ac-
curacy up to 97.44%. Experiments are started with con-
ventional CNN with pretrained FastText embeddings.
Pretrained FastText embeddings are further combined with
bidirectional LSTMs and attention layers. Bidirectional
LSTMs provide the ability to read the inputs from both
directions and enhance learning. USE approach provides the
ability to encode texts of any length in higher dimensions
vector and is useful to try. NNLMmodel provides the ability
to encode the sentence with a fixed length of vectors with
pretrained layers for predicting the next word. BERT and
DistilBERT are tried at the end, as they are the cutting-edge
approaches and provide the ability to fine-tune the pre-
trained model to suit the targeted domain data. DistilBERT
also has played a key role in reducing the size of pretrained
models. +e system proposed in this work focus on effec-
tively handling security aspects in software development
processes. +e central theme of this exploration is modeling
the data from customer conversation, information on public
websites from the organization that works on educating the
industry on security vulnerabilities, and data internal to
software development processes. Most of this information is
in natural language data, so it is beneficial to explore NLP-
related approaches to tackle the problem. With the latest
developments in the NLP space, some of the advancements
around language models fit well to solve some of the areas
targeted in this work. Advanced NLP will help pool all the

unstructured data in and around software development and
learn patterns from them. +is aspect can be leveraged to
solve some of the challenges software development processes
face around the quality of work, productivity, and process
maturity. In the further set of experiments, a 95% confidence
interval will be considered for accuracy, F1-score, recall, and
precision. +is set of experiments being the first phase to
evaluate the suitability of the models in the selected domain;
all the metrics are reviewed without specification of the
confidence interval. Area under curve (AUC) also will be
included as a metric for evaluation in the next set of
experiments.

9. Key Constructs of Security Knowledge
Management System

As part of building a knowledge system that takes in data and
creates valuable information, some of the critical properties
to be accounted for are discussed here. As part of BERT,
labeling the training data and tokenization results in loss of
traceability of the original word and the token. As the answer
to the question is explored, it is crucial to figure out the
position of these words that form the response from the
context statement. One of the approaches would be to
identify the answer string with a unique identifier that can be
easily identified from various identifiers. TensorFlow and
PyTorch being the approaches available, for application of
transformers, Hugging Face provides the PyTorch interface.
Pytorch sticks to API (ppplication programming interface)
provision, not worrying about the internal workings of the
approach, whereas TensorFlow provides insight into the
inner workings of the approach, but that may sidetrack from
the primary intention of this approach. +e distinction
between the workings of TensorFlow and PyTorch is made

+ + + + + + + + +
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Figure 4: Input sequence illustration in BERT.
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based on the earlier experience of working with PyTorch.
BERT also provides various classes that intend to perform
different tasks like token classification, question answering,
next sentence prediction, and so on. Choosing the maximum
length of the sequence is critical to the trade-off for the
computational expense involved. If the maximum length is
512, it takes 4x longer to train than the length of 256 and 16x
more time for 128. Hugging Face has used 384 lengths for
the sequence in its implementation.

Truncation of the sequence results in a loss of answers for
some of the questions.+is is because, generally, answers are
the last part of the sequence of sentences. In case if sentences
are cut off during truncation, there is a higher possibility of
losing the answers for some of the questions.

One possible way to handle this would be to truncate
the context sequence from the beginning instead of the end.
+is truncation would involve significant effort, and it
needs to be traded off for the returns from this. One of the
ways would be to skip the questions where the context was
truncated. Ninety-seven training examples were lost due to
truncation from among 87,502 samples of the SQuAD.
Fine-tuning of the BERT model involves predicting a
category to call out if the token is identified correctly for the
start of the span and another for the end of the span. Fine-
tuning of the model is an attempt to increase the expertise
of the model from being good at the text to the capability of
question answering.

10. Learning from Source Code

In [54], the authors proposed an adaptive deep code search
method for training once and then reusing the same in new
code bases. +is approach optimizes the need for training the
codebases every time for search purposes. +ough there are
many programming data available in online sources like Stack
Overflow, there is a lack of sound natural language processing-
related approaches to extract code tokens and software-related
named entities. In [55], the named entity recognition approach
is proposed on code for named entity recognition. In [56], there
is an exploration of topic modeling to mine unstructured
software engineering data. +is work surveyed topic modeling
applications and identified an increasing need to focus on tasks
associated with comprehension of source code and software
history. In [57], code flaws and vulnerabilities modeling are
focused on using the deep learning-based long short-term
memory model, focusing on learning semantic and syntactic
features of the code. In [58], a systematic literature review for
multilanguage source code analysis is presented. +is study
helps explore the focus areas for development like static source
code analysis, refactoring, detection of cross-language links,
and other vital areas. In this study, statistical modeling of the
source code is one of the focus areas. +is statistical learning
and representation of the source code can be based on these
applications like static source code analysis, refactoring, and
detection of cross-language links. Here, cross-language means
multiple software programming languages. Languagemodeling
study will be leveraged to model the natural language-related
data that gets accumulated during the process of software
development. And source code itself has naturalness in it which

is more structured compared to the natural language text. +is
provides further opportunities for modeling the source code.

In the software development landscape, software source
code forms a critical component that potentially holds quite
a pattern that can provide insight into potential software
security vulnerabilities that can creep into the system. De-
vising a mechanism to model source code will add to the
intelligence built via a software security knowledge man-
agement system. +e idea would be to derive the pattern
hidden in the program bymodeling the property of the code.
Code2vec is the recent popular approach that attempts to
learn the distribution representation of the code. +e
thought process is detailed in [59], where authors try to
present a neural model where the code is represented as a
continuous distribution of vectors. +is approach will help
model inherent semantics property that is at the core of code
semantics. Code is in the form of a collection of paths that is
part of abstract syntax tree representation. Method name
prediction is attempted in this work consuming the vector
representation of the body. Twelve million methods of code
are used as input for this modeling. In this approach, code
snippets provide information to be represented as a bag of
context, and a vector representing the context, the value of
the same need to be learned. Work here revolves around
finding a meaningful way to break up the code into smaller
significant blocks and then aggregating these building blocks
to arrive at meaningful predictions. Figure 5 expresses the
overview of the code2vec.

+e general approach shows that a program needs to be
taken in as input and broken into meaningful parts, con-
verted to vectors that can then be aggregated into predic-
tions. While the features are devised for this modeling
approach, there is a trade-off between the effort involved for
the model to learn and the effort involved in building those
features. AST approach helps balance these factors by
banking on the syntax associated with the code. AST paths
are set as vectors here, which will include token vectors and
path vectors. Tokens are the entities that are connected by
the specific path in AST. All the tokens vectors and path
vectors are combined as a matrix for which the tanh function
is applied to bring in element-wise nonlinearity to rescale all
the vectors between –1 and 1. A fully connected layer will
provide a path context that encapsulates all the patterns in
this part of the code sequence. +e challenge would be to
take in all the path contexts and aggregate the same into a
code vector.+ere are three approaches to aggregate the path
context: take the most crucial path context, take an average
of all, and take the final one to bring attention and compute
the weighted average of all the path context. As part of
attention, vectors learn the semantic meaning of the path
context and attention needed by the path context. +e
learned attention vector is the randomly initiated compo-
nent that learns in parallel in the network. Path context
vector and attention vector are combined with dot product
to obtain scalar normalized with softmax to get the score that
sums to one. Path context vectors are then multiplied by the
normalized scalar values summed up to get the code vector.
Code vector is the weighted average of the input vectors
continuously learned and updated by the network during the
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learning phase. Target method name vectors are also trained
with 14 million methods examples; these are used as a
reference for validating the predictions done by the network.

In [60], the author proposes a neural source code rep-
resentation with AST. +e author here focuses on the
fundamentals of extending code modeling for further
analysis. Information retrieval methods would consider the
code as text and miss the semantics understanding of the
source code. ASTs are leveraged by the authors as the better
approach to represent the code. ASTs, by nature, end up
being long data sets way they represent the code. Instead of
working on the entire ASTs, this proposed model works on
split AST smaller statement trees.

Furthermore, these are encoded into vectors, which will
retain lexical and syntactic knowledge of statements. +ese
statement vectors are modeled with bidirectional RNN,
which will use the naturalness of these representations and
help optimally represent the code in vector format. Authors
have applied this model of code representation for solving
code classification problems and code clone detection
problems. Code classification approach will be explored to fit
into the framework being explored here for smart re-
quirements management. Authors have provided their
implementation scripts in https://github.com/zhangj111/
astnn.

+e implementation proposed for the code classification
will help model the code data and explore any vulnerabilities
in the code. For this purpose, either training data can be built
to train further this architecture of specific code data from
the projects of the insurance company targeted for this
security management framework for software development.
Or implementation can be reused on local data as it is al-
ready trained on the C# language, the target language for this
framework experimented with within this paper.

Implementation for code classification has a class written
called pipeline that will parse the source code; split the data
into training, developing, and testing; construct the dic-
tionary; and train a word embedding. Further block

sequences are generated for index representation, and data is
processed for training purposes. Pipeline.py also uses the
prepare_data.py for some of the functions. Further pre-
pare_data.py uses class AST node from tree.py script. +e
class used here helps configure ASTfrom the source code. In
the train.py script, the author has configured a training
approach. Model.py is referred to in the script train.py for
running the model-related script. Train.py reads in train,
test, and validation data runs the word2vec on the data and
creates the embeddings. Parameters in Table 6 are config-
ured for the model, BatchProgramClassifier.

+e authors have reported an accuracy of 98.2% for the
code classification task; this needs to be validated for the
insurance company project data targeted for building the
software security vulnerability modeling framework.

11. Conclusion

+is paper has explored various building blocks that can be
helpful build a comprehensive vulnerabilities management
system for software development processes. +e security of
the software systems is the topmost priority for the software
organization. +erefore, it is essential to leverage all the
information generated across the industry and within the
company. Various data science methods have been explored
to build a knowledge management system that can assist the
software development team to ensure a secure software
system is being developed. Various approaches in this
context have been explored using data of insurance domain-
based software development. +ese approaches could fa-
cilitate an easy understanding of the practical challenges
associated with actual-world implementation. +e capabil-
ities of language modeling and their role in the knowledge
system were also discussed. +e source code has been
modeled to build a deep software security analysis model.
+e proposed model can help software engineers build se-
cure software by assessing the software security during
software development time. Extensive experiments have

Logical blocks of
code

Abstract Syntax Tree
representation (AST)

Tokens & path
vectors from AST

Path context

Attention vector

Fully connected layer So�max score

Figure 5: Overview of the code2vec.

Table 6: Model configuration for BatchProgramClassifier.

Parameter Value
Hidden dimension 100
Encoding dimension 128
Labels 104
Epochs 15
Batch size 64
Maximum tokens Based on word2vec embeddings
Embedding dimension Based on word2vec embeddings
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been drawn by considering the various machine learning
and deep learning models. It has been observed that the
proposed deep learning-based models can efficiently explore
the software language modeling capabilities to classify
software systems’ security vulnerabilities. Distill BERT and
BERT have shown the good capability to model the in-
surance domain data to learn the security loopholes in the
software development processes. Experiments also have
demonstrated the capability of attention models in software
security modeling.
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During the past two decades, many remote sensing image fusion techniques have been designed to improve the spatial resolution
of the low-spatial-resolution multispectral bands. )e main objective is fuse the low-resolution multispectral (MS) image and the
high-spatial-resolution panchromatic (PAN) image to obtain a fused image having high spatial and spectral information. Re-
cently, many artificial intelligence-based deep learning models have been designed to fuse the remote sensing images. But these
models do not consider the inherent image distribution difference between MS and PAN images. )erefore, the obtained fused
images may suffer from gradient and color distortion problems. To overcome these problems, in this paper, an efficient artificial
intelligence-based deep transfer learning model is proposed. Inception-ResNet-v2 model is improved by using a color-aware
perceptual loss (CPL). )e obtained fused images are further improved by using gradient channel prior as a postprocessing step.
Gradient channel prior is used to preserve the color and gradient information. Extensive experiments are carried out by
considering the benchmark datasets. Performance analysis shows that the proposed model can efficiently preserve color and
gradient information in the fused remote sensing images than the existing models.

1. Introduction

Fusion of multispectral (MS) and panchromatic (PAN)
images has attracted researchers’ interest, since it results
in a fused image with better spatial resolution and spectral
information [1]. )e spatial resolution of a MS image is
significantly better as compared to a PAN image. But a MS
image only has a single band. )us, to obtain an image
with significant spectral information and better spatial
resolution, efficient pan-sharpening approaches are re-
quired [2].

Many pan-sharpening techniques have been imple-
mented so far. )e traditional methods suffer from blurring
effect and color distortion [1, 3]. Sparse representation
theory-based fusion methods can easily overcome the
problems of color distortion by enhancing the spatial res-
olution of MS images [4]. )e intensity-hue-saturation
(IHS) method was also used to fuse the images.)esemodels
were quite simple and efficient and can produce high-spa-
tial-quality images [5, 6]. However, they experience spectral
distortion. )e spectral fidelity can be enforced using an
edge-adaptive IHS method [7]. Compressed sensing (CS)
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theory is also used for pan-sharpening of multispectral
images. It can recover the sparse signal from a small number
of linear measurements [8]. Optimized pan-sharpening
techniques were also developed to preserve the spectral and
geometry constraints [9, 10]. )e Bayesian theory-based
fusion model solved the problems of linear model and
attained superior spatial and spectral fusion [11].

Recently, various deep learning models have been used
to implement pan-sharpening techniques to produce HR
PAN images. )ese techniques can effectively model com-
plex relationships between variables via the composition of
several levels of non-linearity [12]. In the deep pan-sharp-
ening model, the correlation between the LR/HR MS image
patches is the same as the LR/HR PAN image patches.
)ereafter, this assumption is used to learn the mapping
using convolutional neural network (CNN) [13]. Different
types of CNN were used to fuse the images. CNN contains
three convolutional layers such input, hidden, and output
layers. Activation functions are contained in each layer.
Input and hidden layers contain non-linear activation
layer while output layer comprises linear activation
function. For every layer, there are I input bands, J output
bands, filters, parameters needed to be learned, tensors,
weights, and biases. In case of fusion, PAN bands are given
as input to the CNN. )e components of MS are
upsampled and then radiometric indices are extracted.
Lastly, non-linear combinations of MS bands are made to
improve the performance [14]. However, most of these
methods suffer from inadequate spatial texture im-
provement and spectral distortion issues. To overcome
these issues, many techniques were developed. A dual-
path fusion network (DPFN) enhanced spatial texture and
spectral distortion [15]. Shallow-deep convolutional
network (SDCN) can produce fused images with minimal
spectral distortion [16]. Dynamic deep learning models
were proposed to build sensitive models towards input
images [15]. Coupled multiscale convolutional neural
network considered the PAN and MS images at different
resolutions for better feature extraction [17]. A four-layer
CNN and a loss function were designed which can extract
spatial and spectral characteristics efficiently from orig-
inal image. It did not require any refence fused image and
hence did not need simulation data for training [18].
Generative adversarial learning (GAN) was also utilized to
implement the fusion of PAN and MS images. It has an
ability to produce high-fidelity fused images [19].

From the existing literature, it has been found that
the deep learning and deep transfer learning models can
efficiently fuse the remote sensing images. However,
these models do not consider the inherent image dis-
tribution difference between MS and PAN images.
)erefore, the obtained fused images may suffer from
gradient and color distortion problems. To overcome
these problems, in this paper, an efficient deep transfer
learning model is proposed. )e main contributions of
this paper are as follows:

(1) An efficient Inception-ResNet-v2 model is improved
by using a CPL.

(2) )e obtained fused images are further improved by
using gradient channel prior as a postprocessing
step.

(3) Extensive experiments are carried out by considering
the benchmark datasets.

)is paper is organized as follows. Section 2 discusses the
literature review. Section 3 presents the proposed model.
Comparative analysis is discussed in Section 4. Section 5
concludes the paper.

2. Literature Review

Wang et al. [20] proposed a pan-sharpening technique based
on the channel-spatial attention model (CSA). In this, re-
sidual attention module was designed to produce high-
resolution images. Xu et al. [21] implemented the soil
prediction model using the pan-sharpened remote sensing
indices. In this, images of Landsat 8, GeoEye-1, and
WorldView-2 were fused. A prediction model was designed
using random forest. Ma et al. [22] used the generative
adversarial network to implement the pan-sharpening
technique. For network training, it did not require ground
truth. Akula et al. [23] implemented a pan-sharpening
technique using adaptive principal component analysis and
local variation contourlet transform. Wang et al. [24] uti-
lized area-to-point regression kriging (ATPRK) for pan-
sharpening. Wang et al. [25] presented a pan-sharpening
technique based on compressed sensing. )e joint sparsity
model was used to recover the high-resolution multispectral
images.

Wu et al. [26] utilized multiobjective decision for im-
proving the fused multiband images. )e information in-
jection model was used to improve texture and gradient
details of MS image. Spectral fidelity fusion was designed
using injected information and spectral modulation to fused
image. Zhuang et al. [27] designed a probabilistic model to
fuse MS and PAN images. Gradient domain-guided image
filtering was also used to refine the results. )e maximum a
posteriori model was also implemented on the difference
between PAN and MS images and in respective gradient
domains too. Sibiya et al. [28] combined image texture
obtained from a fused image with partial least squares
discriminant analysis to monitor andmap commercial forest
species. )is model proved that the image texture can
discriminate commercial forest species.

Fang et al. [29] designed a framelet-based fusion model
by using a variational model. )e split Bregman iteration
was also used to obtain better results. )e Bregman method
solves the convex optimization problems using regulariza-
tion. It is best suited for those optimization problems where
constraints are well specified. Due to error cancellation
effect, it converges very fast. Wang et al. [30] proposed
sparse tensor neighbor embedding for fusion of PAN and
MS images using N-way block pursuit. A sparse tensor was
concatenated with neighbor embedding to obtain a new
high-dimensional sparse tensor embedding for fusion of
PAN and MS images in an efficient manner. Saeedi and Faez
[31] utilized shiftable contourlet transform and
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multiobjective particle swarm optimization (MPSO) to fuse
PAN and MS images. PAN and MS images were histogram
matched prior to fusion process. Fang et al. [32] designed a
pan-sharpening technique using variational approach. In
this, three assumptions were made to construct the energy
function. )e minimized solution was obtained using the
Bregman algorithm. Zhang et al. [33] implemented a vari-
ational energy function to preserve the spectrum, geometry,
and correlation information of the original images while
pan-sharpening.

Ye et al. [34] proposed gradient-based deep network
prior to fuse PAN and MS images. Convolutional neural
network (CNN) was trained in gradient domain using the
problem-specific recursive block. Xing et al. [35] imple-
mented the pan-sharpening technique using deep metric
learning (DML). )e deep metric learning was used to train
refined geometric multimanifold neighbor embedding. )e
hierarchical characteristics of masks were used by consid-
ering various non-linear deep learning models. Gogineni
and Chaturvedi [36] used multiscale learned dictionary
(MSLD) to design a pan-sharpening technique. It could
obtain the underlying features of images, in which the
characteristics of both learned dictionaries and multiscale
were possessed. Huang et al. [37] developed a fusion model
using multiple deep learning models (MDLMs). )e non-
subsampled contourlet transform (NSCT) used to decom-
pose the PAN images into frequency bands. )e charac-
teristics of high-frequency bands were learned by the deep
learning model.

From the literature, it is found that the deep learning
model should be improved by using a better loss function
and some preprocessing techniques [38–40].

3. Proposed Model

An efficient artificial intelligence-based deep transfer
learning model is proposed. Inception-ResNet-v2 model is
improved by using a CPL. )e obtained fused images are
further improved by using gradient channel prior as a
postprocessing step.

3.1. Inception-ResNet-v2. Inception-ResNet-v2 is a well-
known model which is improved InceptionNet with residual
connections. It is achieved by replacing the filter concate-
nation stage of the InceptionNet (see [41]). Figure 1 shows
the architecture of Inception-ResNet-v2.

3.2. Color-Aware Perceptual Loss. CPL [42] is utilized to
assign small coefficients to feature channels which are more
sensitive to colors for every L Inception-ResNet-v2 layer
during the computation of perceptual loss.

)e difference among the respective color and a gray-
scale-inverted MS image (M−1

δ ) is utilized to compute co-
efficients of features. Higher difference indicates that the
features are more sensitive to colors. CPL is also more
sensitive to gradient information. )e average feature dif-
ference is then assigned to the exponential function with a
variable c (see [42]). It can be represented as

M
−1
δ � 1 −

M
R
c + M

G
c + M

B
c􏼐 􏼑

3
, (1)

where MR
c , MG

c , and MB
c represent color channels of MS

image. )e CPL coefficients for color channels of every layer
l, Wl

cpl, can be computed as

Wl
cpl � e

− c(1/N) 􏽐
N

n
ϕl M− 1

δ( )− ϕl Mc( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌, (2)

where c is used to neglect features which are sensitive to
colors. For PAN image (Mpc) and a CNN-based fused image
(Mps), CPL can be computed as

lcpl � 􏽘
L

l�1
Wl

cpl ⊙ ϕl
ml

Mpc􏼐 􏼑 − ϕl
ml

Mps􏼐 􏼑􏼐 􏼑
�����

�����1
, (3)

where ml � [7, 5, 3] shows the size of max-pool imple-
mented on lth layer feature which is used to achieve average
of shift invariance to CPL. It can efficiently manage the
misalignment problem.

Although CPL assigns high-frequency information to
Mps, additional loss is also required for color fidelity.
)erefore, the perceptual and l1 losses are used. )e fidelity
loss can be defined as

lf � αcpllcpl Mpc,Mps􏼐 􏼑 +αclp Mc,Mps↓􏼐 􏼑 +αl1l1 Mc,Mps↓􏼐 􏼑,

(4)

where Mps↓ shows a downscaled PS image to the MS res-
olution, l1 loss is an average absolute difference, i.e.,
1/N 􏽐

N
n |Mc − Mps↓|, and αcpl, αc, and αl1 are set to 0.85,

0.02, and 0.95, respectively.

3.3. Gradient Channel Prior. GCP is utilized to restore any
kind of degradation from the images. It has an ability to
preserve the gradient and texture information of restored
images [43]. GCP can be defined as

∇I(m, n) �
ψm

ψn

􏼠 􏼡 �
zI/zm

zI/zn
􏼠 􏼡. (5)

An amplitude of I can be computed as

mag(I) �

���������

ψ2
m + ψ2

n􏼐 􏼑

􏽱

. (6)

An orientation angle of ∇I can be computed as

∇O(m, n) � arctan
ψn

ψm

􏼠 􏼡. (7)

For I(m, n), ψm and ψn can be computed using various
masks (see [44]).

4. Performance Analysis

)e proposed model is trained on using 100 epochs with a
mini-batch size of 10 using Adam optimizer [45]. )e
learning rate is used as 5 × 10− 5. All experiments are per-
formed on MATLAB2021a software. Experiments are per-
formed on Pleiades, QuickBird, IKONOS, andWorldView-2
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5 × Inception-resnet-A

5 × Inception-resnet-C
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Average Pooling

Softmax
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Output: 17×17×896

Output: 17×17×896

Output: 35×35×256

Output: 35×35×256
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Output: 1792

Output: 1000
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Figure 1: Architecture of Inception-ResNet-v2.

(a) (b)

(c) (d)

Figure 2: Continued.
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(g) (h)

(i)

Figure 2: Visual analysis of pan-sharpening techniques. (a) Low-resolution multispectral (MS) image. (b) High-spatial-resolution pan-
chromatic (PAN) image.
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(e) (f )

Figure 3: Continued.
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images. Comparisons are performed with six well-known
competitive techniques.

4.1. Visual Analysis. Figures 2 and 3 show the visual analysis
of the proposed model. It is found that the proposed model
has better visibility as compared to the existing techniques.
Red rectangles show the specific region in the obtained fused
images. )e selected region reflects the spatial and spectral
information along with any kind of artifacts which are
present in the obtained fused images. Also, the proposed
model shows better gradient and color preservation as
compared to the existing techniques. )e results obtained
from the proposed model show better spatial and spectral
information. It clearly shows that the existing models are
able to fuse the images by improving the spatial and spectral
information of fused images. But whenever there is re-
dundant information in both PAN and MS images, then the
existing method fails to fuse the content efficiently. Also, the
texture and gradient preservation is significantly more in the
fused image obtained using the proposed model.

4.2. Quantitative Analysis. Five well-known quality metrics,
i.e., root mean square error (RMSE) [46], universal image
quality index (UIQI) [47], correlation coefficient (CC) [46],
spectral angle mapper (SAM) [46], and Erreur relative
globale adimensionnelle de synthese (ERGAS) [48], are used
for comparative analysis.

Table 1 shows CC analysis of the proposed deep pan-
sharpening model. CC is desirable to be maximum. It is
found that the proposed model outperforms the competitive
pan-sharpening models by 1.7824%.

Table 2 depicts UIQI analysis of the proposed deep pan-
sharpening model. UIQI is desirable to be maximum. It is
found that the proposed model outperforms the competitive
pan-sharpening models by 1.2498%.

Table 3 shows SAM analysis of the proposed deep pan-
sharpening model. SAM is desirable to be minimum. It is
found that the proposed model outperforms the competitive
pan-sharpening models by showing an average reduction of
1.3457%.

)e quality of pan-sharpened images can be assessed
using ERGAS. It determines the transition between spectral

(g) (h)

(i)

Figure 3: Visual analysis of pan-sharpening techniques. (a) Low-resolution multispectral (MS) image. (b) High-spatial-resolution pan-
chromatic (PAN) image.
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Table 1: Analysis of correlation coefficient (maximum is desirable).

Images CSA CNN MSLD MDLM DML MPSO Proposed
Pleiades 1 0.9482 0.9585 0.9525 0.9356 0.9495 0.9531 0.9612
Pleiades 2 0.9384 0.9545 0.9588 0.9636 0.9595 0.9594 0.9668
QuickBird 1 0.9543 0.9525 0.9517 0.9594 0.9353 0.9406 0.9626
QuickBird 2 0.9388 0.9387 0.9627 0.9435 0.9451 0.9388 0.9659
QuickBird 3 0.9422 0.9451 0.9386 0.9457 0.9481 0.9416 0.9513
IKONOS 1 0.9601 0.9493 0.9589 0.9366 0.9547 0.9645 0.9677
IKONOS 2 0.9391 0.9617 0.9442 0.9452 0.9405 0.9578 0.9649
IKONOS 3 0.9422 0.9562 0.9385 0.9563 0.9602 0.9529 0.9634
WorldView-2 1 0.9399 0.9572 0.9609 0.9533 0.9401 0.9549 0.9641
WorldView-2 2 0.9446 0.9418 0.9393 0.9386 0.9528 0.9537 0.9569

Table 2: Analysis of UIQI (maximum is desirable).

Images CSA CNN MSLD MDLM DML MPSO Proposed
Pleiades 1 0.8227 0.8253 0.8252 0.8256 0.8207 0.8163 0.8288
Pleiades 2 0.8286 0.8222 0.8168 0.8277 0.8333 0.8303 0.8365
QuickBird 1 0.8276 0.8292 0.8161 0.8247 0.8219 0.8238 0.8324
QuickBird 2 0.8324 0.8235 0.8182 0.8235 0.8188 0.8276 0.8356
QuickBird 3 0.8176 0.8302 0.8216 0.8310 0.8322 0.8157 0.8354
IKONOS 1 0.8253 0.8205 0.8152 0.8266 0.8155 0.8253 0.8298
IKONOS 2 0.8324 0.8335 0.8325 0.8337 0.8305 0.8254 0.8369
IKONOS 3 0.8209 0.8338 0.8292 0.8154 0.8249 0.8237 0.8375
WorldView-2 1 0.8236 0.8347 0.8165 0.8294 0.8304 0.8253 0.8379
WorldView-2 2 0.8185 0.8183 0.8275 0.8236 0.8216 0.8323 0.8355

Table 3: Analysis of SAM (minimum is desirable).

Images CSA CNN MSLD MDLM DML MPSO Proposed
Pleiades 1 6.1233 5.2497 4.8504 5.2314 5.6140 5.7876 4.8472
Pleiades 2 5.0322 5.0038 5.2320 5.6089 5.0142 5.027 5.0006
QuickBird 1 5.5875 5.7493 5.6528 5.5909 5.5925 5.1086 5.1054
QuickBird 2 5.3167 4.9801 5.2275 5.4522 5.0770 4.8495 4.8463
QuickBird 3 4.8664 5.4697 5.5565 5.4524 5.6393 4.9815 4.8632
IKONOS 1 5.6374 4.9882 4.8493 5.3591 4.9381 5.4698 4.8461
IKONOS 2 5.5923 5.4901 5.5478 4.8991 5.7502 5.7276 4.8959
IKONOS 3 5.1743 4.8863 5.6782 5.0255 5.1709 5.0138 4.8831
WorldView-2 1 5.4105 5.1662 5.6827 5.6985 5.8012 5.3316 5.1635
WorldView-2 2 5.0545 4.8830 5.3821 5.3335 5.0876 5.5423 4.8798

Table 4: Analysis of ERGAS (minimum is desirable).

Images CSA CNN MSLD MDLM DML MPSO Proposed
Pleiades 1 6.4651 5.7022 6.0366 5.5356 7.0193 6.5008 3.0324
Pleiades 2 7.0733 6.7986 5.5258 5.8420 7.5852 7.1921 3.7944
QuickBird 1 5.1640 6.2983 7.1174 5.6054 7.0157 5.8708 3.2941
QuickBird 2 6.2149 6.3734 7.7259 7.4269 6.0897 6.6930 3.0855
QuickBird 3 5.3291 6.4481 6.4994 7.0956 6.7466 6.5206 3.4439
IKONOS 1 5.0443 7.5506 5.3478 5.6993 7.6662 7.9703 2.9661
IKONOS 2 5.4928 7.2282 6.8215 6.2475 5.4354 5.0493 3.2433
IKONOS 3 7.3333 5.2985 5.9716 7.3313 6.4497 6.4498 3.4455
WorldView-2 1 7.3629 5.9718 7.6287 6.0475 7.1961 5.4670 4.0428
WorldView-2 2 5.9306 6.9576 6.2451 6.6974 7.1292 5.8911 3.2409
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and spatial information [49]. Table 4 demonstrates ERGAS
analysis of the proposed deep pan-sharpening model.
ERGAS is desirable to be minimum. It is found that the
proposed model outperforms the competitive pan-sharp-
ening models by showing an average reduction of 1.0985%.

Table 5 demonstrates RMSE analysis of the proposed
deep pan-sharpening model. RMSE is desirable to be
minimum. It is found that the proposed model outperforms
the competitive pan-sharpening models by showing an
average reduction of 1.5486%.

5. Conclusion

To obtain a remote sensing image with better spatial and
spectral information, efficient image fusion techniques are
desirable. However, it has been found that the existing
models do not consider the inherent image distribution
difference between MS and PAN images. )erefore, the
obtained fused images suffer from gradient and color dis-
tortion problems. To overcome these problems, in this
paper, an efficient deep transfer learning model has been
proposed. Inception-ResNet-v2 model was improved by
using a color-aware perceptual loss (CPL). )e obtained
fused images were further improved by using gradient
channel prior as a postprocessing step. Gradient channel
prior was utilized to preserve the color and gradient in-
formation. Extensive experiments were carried out by
considering the benchmark datasets. Performance analysis
has shown that the proposed model can efficiently preserve
color and gradient information in the fused remote sensing
images than the existing models. )e proposed model
outperformed the competitive pan-sharpening models in
terms of CC and UIQI by 1.7824% and 1.2498%, respec-
tively. Also, compared to the existing models, the proposed
model has achieved an average reduction in SAM, ERGAS,
and RMSE by 1.3457%, 1.2847%, and 1.5486%, respectively.
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Chaotic systems are one of the most significant systems of the technological period because their qualities must be updated on a
regular basis in order for the speed of security and information transfer to rise, as well as the system’s stability. *e purpose of this
research is to look at the special features of the nine-dimensional, difficult, and highly nonlinear hyperchaotic model, with a
particular focus on synchronization. Furthermore, several criteria for such models have been examined; Hamiltonian, syn-
chronizing, Lyapunov expansions, and stability are some of the terms used. *e geometrical requirements, which play an
important part in the analysis of dynamic systems, are also included in this research due to their importance.*e synchronization
and control of complicated networks’ most nonlinear control is important to use and is based on two major techniques. *e
linearization approach and the Lyapunov stability theory are the foundation for attaining system synchronization in these
two ways.

1. Introduction

*e Lyapunov method, which is referred to as the Lyapunov
stability criterion, uses a Lyapunov V(x) function that is
similar to the potential function of classical dynamics. It is
given as follows for a system (x � f(x)) that has an equi-
librium point at x� 0. In the recent past, the study of
nonlinear continuous dynamical systems has been consid-
erable. It is one of the first trials in the Lu model [1]. It
presents the new structure of high dimension (9D), novel
king of quaternion complete, and has some unusual prop-
erties [2–4]. *ere is another study, which introduces an-
other chaotic and hyperchaotic complex nonlinear, and this
type has and its phase-space behavior holds a great amount
of weight [6–9]. It was previously structured, for example, a

three-dimensional auto system that is not differ-isomorphic
with the Lorenz attractor. Lü [10] presented another 3D
attractor that is chaotic in different ways and is not dif-
feomorphic with Lorenz [3, 4, 11, 12] in terms of the ar-
rangement of values for a parameter k. Lorenz [5], an
extension of the Lorenz system, proposed the first chaotic
nonlinear system. *e mechanics of liquid flows’ calorific
convection are simulated using the Lorenz system’s messy
structure [13]. Many chaotic and super-chaotic complex
systems with nonlinear quadratic conditions have been
proposed in [13–15]. *e Lorenz equation is used to com-
bine these systems with nonlinear quadratic components. In
the suggested model, the variables x and y are taken to be
functions for one real and three complex parameters. It was
previously structured; for example, a three-dimensional auto
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system that is not differ-isomorphic with the Lorenz
attractor. Lü has suggested another 3D attractor that exhibits
chaotic behavior in different ways and is not diffeomorphic
with Lorenz in terms of the arrangement of values for a
parameter k.

*e z variable, on the contrary, can only be predicted
using real variables. A set of nine equations illustrates the
hypercomplex chaotic system after extensive mathematical
modifications. *e collected system dynamics were exam-
ined, including phase spaces, eigenvalue computations, and
Lyapunov exponent calculations, as well as all other studies.
When compared to the findings obtained with 6D models,
the suggested approach reveals an acceptable level of ac-
curacy. Several research publications have attempted to look
into the geometry of nature, complex-dynamic network
synchronization, and regulation of specific topologies. It can
be assumed that the three-following 1st O.D.E. characterizes
a model proposed by Alyami and Mahmoud [5]. Lots of
systems have been studied such as 2D, 3D, 4D, and 8D.

In this paper, we will present a study on a proposed
model 9D and try to verify its validity, as the mathematical
equations will be mentioned in sequence.

1.1. Contribution

(i) We have proposed the system which clearly depicts
that while increasing the parameter, the corre-
sponding values of are decreased

(ii) From a detailed analysis and results, we have
achieved featured for the 9-dimensional, complex,
and highly nonlinear hyperchaotic model which has
been executed to make a model more dynamic

(iii) For various models, several criteria have been ex-
amined, such as Hamiltonian, Synchrony, Lyapu-
nov expansion, and stability

2. Structure

In the present section, a short review of the model developed
by Lellis, and Hamad is presented to ensure continuity of the
concept of the present study.

*e system depends entirely on the mathematical
equations that enable us to reach numerical results, as the
nine-year system is considered one of the most recent and
most complex systems. Circuit simulation is a process in
which a model of an electronic circuit is created and ana-
lyzed using various software algorithms, which predict and
verify the behavior and performance of the circuit. Here, we
can explain and give the mathematical equations that the
system adopts to prove its testability of its validity:

x(t)
•

� α(y − x), (1)

y
.
(t) � (cx − y − xz), (2)

z(t)
•

� − βz +
1
2

(yx + xy), (3)

where α, β, and c are real parameters, and the variables
x, y, and z are defined as

x � u1 + iu2 + ju3 + ku4, (4)

y � u5 + iu6 + ju7 + ku8, (5)

z � u9. (6)

*e complex variables were calculated using the
traditional Lu Model. It may be deduced from the given
model that the model was created by replacing actual
variables. *is is seen in equations (4) and (5). *e system
has been proposed and achieved at large sizes. Two al-
ternative strategies are intended to be used to build a
higher-dimensional model, which may be accomplished
by adding additional variables to the first system’s
original system. It takes into account the second by in-
tegrating two existing models in order to produce a stable
system. *is procedure requires extra caution. It is the
initial way that has been picked to create the present
process in this text.

Equations (1) through (2) are treated mathematically;
equations (4) and (5) are substituted into both sides of
equation (1) as follows:

u
•

1 + iu
•

2 + ju
•

3 + ku
•

4 � α u5 + iu6 + ju7 + ku8( 􏼁(

− u1 + iu2 + ju3 + ku4( 􏼁􏼁.
(7)

Both sides have been the manipulation of equation (7),
and after a long mathematical, the first-order differential
equation will get it from the following system:

u
•

1 � α u5 − u1( 􏼁,

u
•

2 � α u6 − u2( 􏼁,

u
•

3 � α u7 − u3( 􏼁,

u
•

4 � α u8 − u4( 􏼁,

u
•

5 � cu1 − u5 − u1u9,

u
•

6 � cu2 − u6 − u2u9,

u
•

7 � cu3 − u7 − u3u9,

u
•

8 � cu4 − u8 − u4u9,

(8)

u
•

9 � − βu9 + u1u5 + u2u6 + u3u7 + u4u8( 􏼁. (9)

2.1.HamiltonianDynamics. In this section, in particular, the
study considers the system smooth and nonlinear; then, it is
generalized, and the Hamiltonian canonical form takes the
following way:

χ
•
(x) � τ(x)

zH

zx
+ S(x)

zH

zx
, x ∈ R

n
. (10)

In equation (9), H is a smooth energy function.
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*e vector-matrix on the right-hand side is the primary
system itself; therefore, the Hamiltonian takes the following
form:

χ
•
(x) �

1
2α

U
2
1 + U

2
2 + U

2
3 + U

2
4 + U

2
5 + U

2
6 + U

2
7 + U

2
8 + U

2
9􏽨 􏽩.

(11)

Equation (10) is the new Hamiltonian.

2.2. Symmetry and Invariance. Both are invariant because of
the invariance:

u1, u2, u3, u4, u5, u6, u7, u8, u9, (12)

− u1, − u2, − u3, − u4, − u5, − u6, − u7, − u8, − u9. (13)

It can be proven that there are two solutions by the
following substitution by introducing

u
/r
K � u

/r
K cos Θ − u

/i
K sin Θ,

u
/i
K � u

/i
K sin Θ + u

/i
K cos Θ, k � 1, 2, 3, . . . , 9.

⎧⎨

⎩ (14)

r: real
i: imaginary
k� 1, 2, 3, . . ., 9

2.3. Equilibria. In this section, equilibrium is needed to find
the homogenous solution given by the new system by
equation (8) as follows:

α u5 − u1( 􏼁 � 0⟹ u1 � u5,

α u6 − u2( 􏼁 � 0⟹ u2 � u6,

α u7 − u3( 􏼁 � 0⟹ u3 � u7,

α u8 − u4( 􏼁 � 0⟹ u4 � u8,

cu1 − u5 − u1u9 � 0⟹ u1 c − u9 − 1( 􏼁 � 0,

cu2 − u6 − u2u9 � 0⟹ u2 c − u9 − 1( 􏼁 � 0,

cu3 − u7 − u3u9 � 0⟹ u3 c − u9 − 1( 􏼁 � 0,

cu4 − u8 − u4u9 � 0⟹ u4 c − u9 − 1( 􏼁 � 0,

− βu9 + u
2
1 + u

2
2 + u

2
3 + u

2
4􏼐 􏼑 � 0.

(15)

From the 5th row in equation (14) till the 8th row, one
can obtain the only possible solution u9 � c − 1; while all
remaining variables equal zero, i.e.,
u1 � u2 � u3 � u4 � u5 � u6 � u7 � u8 � 0.

2.4. Stability. *e authors have referred back to Jacobin, and
the study has proposed a system by equation (14) to find
characteristic eques as follows to check the stability:

‖J − λ‖ �

− α − λ 0 0 α 0 0 0 0 0

0 − α − λ 0 0 0 α 0 0 0

0 0 − α − λ 0 0 0 α α 0

0 0 0 − α − λ 0 0 0 0 0

c 0 0 0 − 1 − λ 0 0 0 0

0 c 0 0 0 − 1 − λ 0 0 0

0 0 c 0 0 0 − 1 − λ 0 0

0 0 0 c 0 0 0 − 1 − λ 0

0 0 0 0 0 0 0 0 − β − λ

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

� 0. (16)

2.5. Dissipation. From the divergence condition and the
dissipation of the system, it will be examined follows:

∇ • V � 􏽘
N�9

i�1

zu
•

i

zui

< 0. (17)

By computing after simplifying partial derivatives, the
dissipation condition is as follows:

∇ • V � − 4α − β − 3 � − (4α + β + 3). (18)

It is possible to state that a circumstance is at the root of
the occurrence of chaotic behavior.

2.6. Lyapunov Exponents. Referring back to the system
derived by equation (8) and recasting, it is in a general
matrix form, and it will take the following form:

U
•

(t) � ξ(U(t); ζ), (19)

where
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ζ � ζ1, ζ2, ζ3, . . . , ζ9( 􏼁
T
. (20)

Now, it defines the deviation in solving as follows:

δU
•

(t) � Lij(U(t); ζ)δU(t), (21)

Lij(U(t); ζ) �
zU (t)i

zuj

, (22)

Jij �

− α 0 0 0 α 0 0 0 0
0 − α 0 0 0 α 0 0 0
0 0 − α 0 0 0 α 0 0
0 0 0 − α 0 0 0 α 0
c 0 0 0 − 1 0 0 0 0
0 c 0 0 0 − 1 0 0 0
0 0 c 0 0 0 − 1 0 0
0 0 0 c 0 0 0 − 1 0
0 0 0 c 0 0 0 0 − β

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(23)

Jij

�����

����� � α4β − c
4

+ 4c
3

− 6c
2

+ 4c − 6􏼐 􏼑. (24)

*e choice of the parameters α, β, and c determines the
hyperchaotic system, and it is essential to remain as it is by

increasing the number of positive Lyapunov exponents and
the occurrence of the hyperchaotic.

2.7. LyapunovAttractors. As reported by Yorke–Kaplan, the
Lyapunov dimension of the dynamic system’s attractors is

D � α∗ +
􏽐

α∗
K�1 Lij

Lα∗+1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
. (25)

In equation (24), α∗ is the highest integer for which
􏽐

α∗
K�1 Lij should be negative.

2.8.Model ofaWeighted-ComplexNetwork. In this study, the
authors will apply a weighted-complex-dynamic model
provided by [6, 9], to the dynamic model they built. *e
following is what the model suggested:

zyj

zt
� g yj􏼐 􏼑 + 􏽘

M

j�1
CijΔyj, 1≤ i≤M,

yj � yi1, yi2, yi3, . . . , yim( 􏼁
T ∈ R

n
.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(26)

3. The Method of Adaptive Control

*e identity in this section is regulated by the following:

zŷj

zt
� g ŷj􏼐 􏼑 + 􏽘

M

j�1
ĈijΔŷj + ζ i, 1≤ i≤M,

ŷj � ŷi1, ŷi2, ŷi3, . . . , ŷim􏼐 􏼑
T
∈ R

n
.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(27)

By making use of the following assumption,

�y
•

� ŷj − yj,

C � 􏽢Cj − Cj,

⎧⎪⎨

⎪⎩
(28)

the error system formula will take the following form:

�y
•

� g ŷj􏼐 􏼑 − g yj􏼐 􏼑 + 􏽘

M

j�1

�CijΔyj + 􏽘

M

j�1
Cij�yg + ζ i,

�y � ŷj − yj,

�C � Ĉj − Cj.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(29)

4. Numerical Results and Discussion

In this work, four sets of the parameters α, β, and c are
tested, and the corresponding Lyapunov exponents are
computed. *ese sets are shown in Table 1, and Table 2
shows numerical values.

Initial conditions:

u1(0) � 0.999,

u2(0) � 1.999,

u3(0) � 2.999,

u4(0) � 3.999,

u5(0) � 4.999,

u6(0) � 5.999,

u7(0) � 6.999,

u8(0) � 7.999,

u9(0) � 8.999.

(30)

By MATLAB software, we will include and analyze the
numerical values.

4.1. Attractors of a Proposed System. Figures 1 and 2 show
studies of the control and synchronization behavior of a
particular model are of practical interest. In light of this, the
current work focuses on
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(i) Design an adaptive control strategy for the syn-
chronization phenomena of the chaotic system with
known and unknown parameters

(ii) Design a nonlinear control function capable of
controlling the hyperturbulent system to stabilize
any situation and follow any path while being
smooth functionality

(iii) Design a control function capable of synchronizing
two identical or different chaotic systems evolving
under different conditions

5. Conclusions

In the present research work, the authors have proposed the
system by four different sets for the parameters as shown
Tables 1 and 2. *e results, due to these sets, are shown in
Figures 1-2. As it is clear that while increasing the parameter,
the corresponding values decreased on 9D. Dynamic sys-
tems are one of the important systems of the era of tech-
nology, as the properties of these systems always need to be
updated, for the speed of security and information transfer
increases as well as the stability of the system. *e present
study aims to analyze the detailed features of the nine-di-
mensional, complex, and highly nonlinear hyperchaotic
model. Furthermore, various criteria, such as Hamiltonian,
synchronization, Lyapunov expansion, and stability, have
been investigated for such models.
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Table 1: Lyapunov exponents.

Parameters (set) Set (1) Set (2) Set (3) Set (4)
α 10 12 14 16
β 3.7 4.7 5.7 6.7
c 55 56 57 58

Table 2: Numerical values.

Set (1) Set (2) Set (3) Set (4)
L1 1.01 1.009 1.005 1.002500
L2 0.741 0.74050 0.74020 0.740050
L3 0.41 0.40050 0.40025 0.4000100
L4 0.141 0.14050 0.14004 0.140025
L5 0 0.00000 0.00000 0.000000
L6 − 17.0051 − 17.0071 − 17.0081 − 17.0095
L7 − 23.9108 − 23.9118 − 23.9127 − 23.9132
L8 − 70.2753 − 70.2761 − 70.2753 − 70.2772
L9 − 70.3127 − 70.3138 − 70.3142 − 70.3145
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Motivations. Breast cancer is the second greatest cause of cancer mortality among women, according to the World Health
Organization (WHO), and one of the most frequent illnesses among all women today. +e influence is not confined to in-
dustrialized nations but also includes emerging countries since the authors believe that increased urbanization and adoption of
Western lifestyles will lead to a rise in illness prevalence. Problem Statement. +e breast cancer has become one of the deadliest
diseases that women are presently facing. However, the causes of this disease are numerous and cannot be properly established.
However, there is a huge difficulty in not accurately recognizing breast cancer in its early stages or prolonging the detection
process. Methodology. In this research, machine learning is a field of artificial intelligence that employs a variety of probabilistic,
optimization, and statistical approaches to enable computers to learn from past data and find and recognize patterns from large or
complicated groups. +e advantage is particularly well suited to medical applications, particularly those involving complicated
proteins and genetic measurements. Result and Implications. However, when using the PCA method to reduce the features, the
detection accuracy dropped to 89.9%. IG-ANFIS gave us detection accuracy (98.24%) by reducing the number of variables using
the “information gain” method. While the ANFIS algorithm had a detection accuracy of 59.9% without utilizing features, J48,
which is one of the decision tree approaches, had a detection accuracy of 92.86%without using features extraction methods.When
applying PCA techniques to minimize features, the detection accuracy was lowered to the same way (91.1%) as the Naive Bayes
detection algorithm (96.4%).

1. Introduction

According to WHO data, millions of people died from
cancer throughout the world, accounting for 70% of all
fatalities and a nearly 50% rise in mortality in emerging
countries compared with the preceding era [1, 2]. According
to several physicians’ studies, underdeveloped nations only
have 5% of the worldwide budget to battle cancer. Fur-
thermore, these countries have little material and human

resources. Breast cancer arises from breast cells, and there
are two forms of cancer: benign and malignant. Breast
cancer, on the other hand, is a deadly disease (a group of
cancer cells). Breast cancer is most commonly associated
with women, but it may also strike men. Breast cancer is a
problem that has the potential to affect every region of the
body [3–6]. It is possible to infect women with little bits of
cancer that are not huge and may be felt or identified by
changes that arise in the breast although clear symptoms do

Hindawi
Computational Intelligence and Neuroscience
Volume 2021, Article ID 1094054, 6 pages
https://doi.org/10.1155/2021/1094054

mailto:m.alazzam@aau.edu.jo
https://orcid.org/0000-0001-7964-1051
https://orcid.org/0000-0002-9165-7600
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/1094054


RE
TR
AC
TE
D

not usually appear directly as a result of the disease.+emost
typical symptoms include a significant rise in breast size, as
well as other associated symptoms (2):

1 Redness or emergence of the nipple
2 Changes in the skin, such as wrinkling and aggregation
3 Part of the breast swells

In statistics and computer learning, classification is one
of the forms of supervised learning, which involves intro-
ducing data provided by a computer program and then
doing a classification to discover new findings (2).+ese data
can be of two types: numerous outcomes showing varying
percentages or results with only two numbers (such as
determining that the condition is acceptable or unaccept-
able, [7–10] that the person was male or female, or that the
disease is benign or malignant). Handwriting recognition,
document categorization, speech recognition, and biometric
determination are all examples of classification issues that
may be worked on (2).

2. Wisconsin Breast Cancer (WBC)
Dataset Description

+is work used data on breast cancer patients provided by
the Wisconsin University Hospitals, Madison. +ere are 699
specimens or samples with 10 + 1 qualities in this set of data
(1 for class). Table 1 shows the results (2). +ese samples
were split into two categories: benign data (458 instances)
and malignant data (241 cases), and there are 16 cases with
missing data (3).

After the data have been collected and scanned, it is
separated into two groups: training and testing. +e training
data will be used to train algorithms, while the rest will be
utilized to test them. +is study’s algorithms predict the
diagnosis of breast cancer for each sample in the test group.
Last but not least, these algorithms are used to do perfor-
mance analysis, and the optimum analysis for breast cancer
is established (3). (4).

3. Performance Measurement Measures

A method known as confusion matrix can be used to im-
prove the classification algorithm’s performance. By com-
paring the number of positively/mistakenly categorized
instances and the number of properly/incorrectly classified
negative cases, it may be deemed the most effective tech-
nique to organize performance and simplify the taxonomy
pattern (5). +e confusion matrix’s columns indicate the
anticipated classification, while the rows describe the case’s
actual categorization, as seen in Table 1 (6).

1 True positive (TP): this representation refers to the
classification of the patient that is benign

2 True negative (TN): this representation indicates the
classification of the patient that is malignant disease

3 Positive false (FP): this representation indicates the
classification of the patient that is benign disease but
was malignant disease

4 False negative (FN): this representation indicates the
classification of the patient that is malignant disease
but was benign

Equations used in performance measures of the most
widely used accuracy, sensitivity, and specificity of medicine
and biology are as follows (6), (7):

FP rate �
FP

(TN + FP)
%, (1)

accuracy �
TN + TP

TP + TN + FP + FN
%, (2)

TP � recall �
TP

TP + FN
%, (3)

specificity �
TN

TN + FP
%, (4)

precision �
TP

TP + FP
%, (5)

F1 score �
precision∗ recall
precision + recall

∗ 2%. (6)

(1) Specificity. It is the percentage of true negative
outcomes that are correctly identified by the model
and in a more precise manner the quality of the
model designed to identify correctly the women who
did not die from breast cancer

(2) Recall. It is the measurement of the proportion of
patients who are expected to have complications and
who are already suffering from complications

(3) Precision. It is to measure the proportion of patients
who have complications due to the disease such as
those that are complications based on the model

(4) F1 Score. It is a weighted average of precision and
recall

(5) Matthew Correlation Coefficient (MCC). It is a
performance parameter of a binary classifier

4. Choice Plants (J48)

In data extraction implementations, DT is frequently
employed. Because it is simple to grasp, it aids the end-user
in data mining. An efficient connection between the data
set’s properties is provided in an easy-to-understand format.
In comparison to other classification methods, this one
requires a few computations.

+e agreement and the rules are split into two sections in
the DT (tests). When building the arbor, a feature test is
represented by each node. A flowchart depicts the main idea
of this algorithm, which consists of a root node that serves as
a starting point for all (nonleaf) nodes but may be con-
sidered the algorithm’s basic concept. Contracts are viewed
as trial runs on the path to the paper node (final result).
When using DT to identify breast cancer, the nodes are
categorized into two categories: benign and malignant. +e
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dataset to assess whether the tumor is malignant or benign.
Figure 1 shows how to use the DTapproach to identify breast
cancer. cancer (1).

J48 is the enforcement of the DT algorithm ID3 which
produces a binary tree (7). +e tree is fitted to every line in
the database next it is created. J48 was used because it had a
relatively high speed compared with other DT algorithms.
Moreover, simplicity is one of its unique features, and the
results of algorithm can easily be sensed by the end user and
accept the performance metric. Based on data from the UCI
Machine Learning Repository, the commonly used ratio
divides a data set into 80% training group and 20% test
group which was applied on the J48. And results are given
in Table 2. Information we got in the J48 method by using
all futures in dataset with one exception removes instances
that are have missing values.

5. The Information Gain and Adaptive Neural
Fuzzy Inference System (IG-ANFIS)

Researchers have been working on artificial intelligence (AI)
solutions to be utilized in medical and health-related sectors
for several years.+e following are the most often utilized AI
strategies used by researchers to construct extremely effi-
cient automated diagnostic systems:

(1) Networks of neurons
(2) Support vector machines
(3) Fuzzy logic
(4) Genetic programming algorithms

Because medical diagnosis requires ambiguous and
higher-dimensional clinical data, a pressing demand for AI
solutions to cope with the different nature of data sets has
arisen, which will assist medical practitioners make more
effective and precise decisions.

+e adaptive neural fuzzy inference system (ANFIS) is a
machine learning technique that combines two machine
learning approaches: neural networks (NNs) and fuzzy in-
ference systems (FISs). +e k-nearest neighbor’s technique
was employed in this study to create a neural network (NN).
ANFIS is developing input and output mapping by com-
bining humanitarian expertise with machine learning ca-
pabilities (7).

Information gain (IG) is the simplest method for
selecting the best features and is commonly used in text
categorization. By assessing the difference between the be-
fore and postattributes, the IG method was utilized to
evaluate the quality of each feature utilizing attributes (8).

Diseases are diagnosed using the IG-ANFIS technique
(in our case, breast cancer). +is approach or algorithm is a

hybrid of IG and ANFIS. +e goal of IG is to reduce the
number of input features to ANFIS (7) (8) by selecting the
quality of characteristics for the input data. +e outcome of
IG is a group of features with high ranking values of input.
+e features group will be used that has a higher degree as
input for ANFIS. +e features selected having higher degree
will be applied for training and testing on the ANFIS
method. +e general structure of IG-ANFIS is illustrated in
Figure 2 where Z� (z1, z2, ..., xn) are the original features in
the UCI dataset, V� {v1, v2, ..., vm} are the features obtained
after information gain, and Q indicates the final output after
applying V to ANFIS (diagnostic) (8).

+e database having 699 records was divided to (341,
342) records for training and testing sequentially. And there
are 16 records which were removed because they contain
missing values. +e class attributes have been normalized to
0� benign and 1�malignant. Table 2 shows the ranking of
attributes after applying IG; its selects the quality of attri-
butes (8).

+e output for ANFIS after applying the features selected
by IG used at WBC dataset gave us 98.24% accuracy ANFIS,
while the accuracy of the ANFIS algorithm in detection
without extracting characteristics was 59.9% (8).

6. SVM (Support Vector Machine)

Support vector machine (SVM) is a machine learning
algorithm that supervises and works on classification and
regression problems. In this method, we plot every ele-
ment of data as a point in the space of n dimensions when
n is quantity of features you have and the value of every
feature is the value of specific coordinates (7). After that,
we make the classification through finding the very high
level that characterizes the two classes very well as shown
in Figure 3.

Characteristics of the support vector machine are as
follows (7) (8):

(1) Flexibility in the function selection process is given
as it is not specified by a particular type

(2) It has the ability to handle a large number of features
in the search space

Machine learning entails predicting and classifying data,
and we use a variety of machine learning methods to ac-
complish this depending on the dataset.

+e support vector machine, or SVM, is a linear model
that can be used to solve classification and regression issues.
It can solve both linear and nonlinear problems and is useful
for a wide range of applications. SVM is a basic concept: the
method divides the data into classes by drawing a line or
hyperplane.

Table 1: Detailed accuracy (SVM) without PCA.

TP rate FP rate TP rate FP rate PR SP RE FI score MCC
Benign 100 26 95 70.2 88.1 98.2 58.100
Malignant 77 15 90.3 99.1 65 25 88
WGH 82.10 18 50 70 45 66 41.9
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+e support vector machine (SVM) is a supervised
machine learning technique that can solve classification and
regression problems. However, SVM is a borderline that
separates two groups. Running on SVM, we also got a
method for the process of separating the categories (benign
and malignant) in a hyperplane. Here, there are three hy-
perplanes: A, B, and C. +e correct hyperplane is recognized
to classify star (benign) and circle (malignant) (6). You must
memorize a rule to specify the correct hyperplane. Choose
the hyper-plane that separates the two categories best. In this
study, hyperplane “B” did an excellent job in this work.
Determining the correct hyperplane here, we have three

hyperplanes A, B, and C and all are separating the classes
well. Here, maximizing distances between the nearest data
points (any category) and the hyperplane will help us to
determine the correct hyperplane (9). +is is called as
margin.

+is research studies 569 instances, and there were 357
instances of benign breast cancer and 212 instances of
malignant breast cancer. Dataset will be divided as 70% for
training and 30% for testing. We have slotted 70% of the
dataset to training. Out of the 70% dataset for training, we
are using 63% and the rest 7% for validation test (5) which
was applied on the SVM. And accuracy results are obtained

Clump �ickness

BenignMalignant

CI>2 CI<=2

Figure 1: Decision tree (J48).

Table 2: Details of the comparisons.

Method Accuracy Precision Recall Specificity F1-score MCC
J48 92.86 97.6 91.1 96 94.3 85.2
ANFIS 59.9 ∗ ∗ ∗ ∗ ∗
IG-ANFIS 98.24 ∗ ∗ ∗ ∗ ∗
SVM 91.7 90 99.1 74.5 94.4 80.25
SVM with PCA 89.9 86.9 100 69.6 93 77.8
Naı̈ve Bayes 96.4 96.9 98.4 90.2 97.7 90.22
Naı̈ve Bayes with PCA 91.1 90 98.3 74 94.15 78.34

Information Gain
Method ANFISz Q V

Figure 2: General structure for IG-ANFIS.
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on the SVM method. Table 1 gives us detailed information
for SVM on the confusion matrix with all features as shown
Figure 4.

And shown in Table 1, accuracy obtained by the SVM
method gives us detailed information for SVM on the
confusion matrix but with removing some features using the
PCA method to get most important features (5).

7. Naı̈ve Bayes

+e Bayes theory supports a collection of classification
methods known as Naive Bayes. +ere is not a single
mathematical rule involved. Every attempt of the possi-
bilities, however, is a family of algorithms, each of which
has a common premise. Being categorized, it is self-
employed in a variety of ways. Bayes’ theory employs
contingency probability, which calculates the likelihood of
a future event based on prior data. +e classifier in Naive
Bayes is that the input variables are expected to be inde-
pendent of each other, with each scan choice contributing
to the target variable’s probability individually (10). As a
result, having a variable for one feature has no influence on
the feature variables that relate to it.+is might be the cause
behind the Naive label. However, in real learning sets, the
feature variables are interdependent, which might be one of
the Naive Bayes classifier’s drawbacks. In any case, the
Naive Bayes classifier is effective for large knowledge
groups. Overall, the easy classifiers outperformed the tough
classifiers for each form.+e hypothesis of Naive Bayes is as
follows:

P(CK|x) �
(P(CK) ∗P(x|CK))

P(x)
. (7)

For doing so, we need to estimate P(x|CK) and assume
that any particular value of vector x conditional on CK is
statistically independent of each dimension. P(CK|x) is the
probability guide (7) (10). When premise is true Naive Bayes
algorithmic program,

(1) works for multicategory and binary classification
(2) It may be trained on a small set of little information

and can be a great advantage
(3) It is the fastest and climbable

(4) It immigrated the case growing from the damn of
locative monarchy to some degree

However, as previously stated, this results in a mis-
leading assumption that the input variables are self-
employed from another. +is cannot be the case in real-
world data sets because there are several high-level corre-
lations among the feature variables. Measurement of pre-
diction (11) is as follows:

1 Step 1. Create a frequency table from the data
collection

2 Step 2. Using likelihoods, create a table of probabilities
3 Step 3. Calculate the back probabilities using the Naive
Bayes algorithm

Prognosis determines which class has the highest pos-
terior probability.

+ere were 357 cases of benign cancer and 212 cases of
malignant cancer among the 569 cases studied by WBC. 70%
of the dataset will be used for training and 30% in testing. We
have dedicated 70% of the dataset to training (5). We used
63% of the 70% dataset for training and the remaining 7% for
validation testing. On the Naive Bayes, this was used (5).

Another statistic for evaluating the success of a classi-
fication algorithm is the confusion matrix. +e confusion
matrix’s language, true to its name, might be perplexing, but
the matrix itself is straightforward to comprehend. I first
learned about the confusion matrix, accuracy, precision,
recall, F1-score, ROC curve, true positives, false positives,
true negatives.

8. Results and Discussion

Figures 4 and 5 show that for classification and decision-
making, the J48 group of classifiers is commonly employed. As
assessed in this article, three prominent J48 group classifiers,
namely, J48, J48Consolidated, and J48Graft, are unique in their
field, employing both single- and multidatasets over thirteen
performance matrices for suitable rank allocation, whereas
ANFIS exhibited less detection performance when using all the
features.+en, by using the knowledge gain (IG)method to give
the best characteristics and applying them onANFIS, we got the
highest detection performance compared with other methods,

TP Rate FP
Rate

TP Rate FP
Rate

PR SP RE FI-Score MCC

Detailed Accuracy (SVM) without PCA

0
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Malignant
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Figure 4: Detailed accuracy (SVM) without PCA.
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Background. Traumatic spinal cord injury (SCI) can continue and transform long after the time of initial injury. Preventing
secondary injury after SCI is one of the most significant challenges, and early intervention to return the blood flow at the injury site
can minimize the likelihood of secondary injury. Objective. *e purpose of this study is to investigate whether laminectomy can
achieve the spinal cord blood flow by measuring the spinal blood oxygen saturation intraoperatively without the presence of light.
Methods. Between June and August 2021, eight patients were admitted after traumatic spinal cord injury for surgical treatment.
We explored the effectiveness of laminectomy and whether the patients required further procedures or not. We used a brain
oxygen saturationmonitor at the spine injury site under dark conditions. Results. Eight cervical trauma patients, six males and two
females, underwent laminectomy decompression. *ree patients’ ASIA grade improved by one level, and one patient showed
slight motor-sensory improvement. Oxygen saturation was in the normal range. Conclusion. Performing bony decompression can
show good results. *erefore, finding an examination method to confirm the improvement of blood perfusion by measuring
oxygen saturation at the injury site after laminectomy is essential to avoid other complications.

1. Introduction

SCI is a life-threatening condition, and deciding the proper
treatment method has a significant role in its prognosis.
However, some patients showed substantially positive out-
comes after laminectomy, while some required an additional
durotomy. A primary spine injury can lead to consequential
injury. *is secondary injury is often catastrophic and is
accompanied by a variety of complications [1]. At least 25
well-established secondary injury mechanisms can occur
within minutes, weeks, and months following SCI [2]. If the
probability of the occurrence of secondary injury is reduced,
the loss of nerve function after SCI will be decreased and it
will significantly improve the chances of regaining some lost
neurological functions. Decompression surgery opens the

bony canals through which the spinal cord and nerve pass,
creating more space for them to move freely. *e lam-
inectomy opens a window allowing the dural sac (containing
nerves) to re-expand in the space. After extensive bony
decompression, cord compression against the dura may only
occur in a few patients [3]. Performing durotomy with
duroplasty can reduce the intraspinal pressure (ISP) and
decrease the spinal cord compartment syndrome (SCCS),
improving spinal cord perfusion pressure (SCPP) and blood
perfusion at the injury site [4, 5]. However, to perform
durotomy and duroplasty, an experienced surgeon is needed
because it causes a higher risk of injury such as spinal cord
swelling and cerebrospinal fluid leakage [6]. Confirming
blood perfusion after performing laminectomy is essential to
avoid durotomy complications and their associated risk
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factors. However, if decompression during laminectomy
cannot release dural pressure, an additional dural incision
and decompression can be done, and the cerebrospinal fluid
circulation is highly likely to return.

Spinal dural decompression can reduce intradural
pressure, thereby inhibiting spinal cord swelling. *e oc-
currence of SCCS after SCI is common and leads to poor
prognosis. Dural incision and duroplasty are designed to
alleviate the symptoms of this SCCS [5, 7]. With the control
of SCCS and the reduction of secondary damage, patients
may have better nerve recovery. When decompression is
performed at the level of the dura, nerve function is sig-
nificantly restored [8, 9]. *e prognosis will depend on the
blood flow to the damaged area. *is study shows the ef-
fectiveness of measuring oxygen saturation after lam-
inectomy and assesses whether the patients require further
procedures (dural decompression). Also, this study aims to
confirm the benefits and effectiveness of bony decompres-
sion on SCPP in SCI patients.

1.1. Laminectomy Alone versus Durotomy with Duroplasty.
Durotomy helps to decompress the spinal cord thoroughly
and improves CSF circulation in severe SCI; also, it decreases
ISP to less than 20mmHg. While laminectomy alone is
insufficient in some cases, durotomy decompression will be
needed [4, 5]. *e hematoma between the dura and spinal
cord can increase the pressure that cannot be relieved by
laminectomy. However, durotomy with duroplasty effec-
tively reduces ISP, improves SCPP, and microcirculation of
the spinal cord; CSF pulsation will be restored [10]. Re-
storing normal gradients of ISP across the spinal cord en-
hances blood perfusion, blocking possible secondary
ischemia [11]. Because of the risks associated with durotomy
and its complications, examining the laminectomy proce-
dure’s effectiveness (case-by-case) before performing dur-
otomy is essential. Finding a method to ensure SCPP
improvement after laminectomy is necessary to produce a
better prognosis. If the spinal cord oxygen saturation is
normal after sufficient bony decompression is completed,
then SCPP has improved. A dural incision decompression is
not required.

2. Method and Surgical Procedure

2.1. Inclusion and Exclusion Criteria. We have chosen the
trauma patients older than 18 years old, with radiological
abnormalities in the cervical region.

Between June and August 2021, eight patients underwent
bony decompression and internal fixation. *e operation
was performed as early as possible (between 24 hours and 16
days).

After obtaining general anaesthesia, the patients were
placed in the prone position, with the neck gently bent for a
better view, and a head holder was used. After making a
midline incision, the fascia and muscles were dissected to
reveal the posterior arch. *e midline incision should be
more than 12 cm. We adopted the same surgical procedure:
posterior laminectomy followed by oxygen saturation

measurement in all patients. Before extensive laminectomy,
spinal blood oxygen saturation was measured first and
recorded. After extensive laminectomy, spinal blood oxygen
saturation was measured and recorded again. If spinal blood
oxygen saturation was not improved or remained the same
as the first measurement, more extensive laminectomy or
durotomy with duroplasty was needed. After an extensive
laminectomy (3–4 segments), the spinal cord pulsation (CSF
circulation) was observed to check the improvement of
blood perfusion. *e injury site was checked for the exis-
tence of hematoma by direct visualization. *e probe was
inserted to measure the spinal oxygen saturation about 1 cm
away from the dural sac (see Figures 1 and 2). Spinal blood
oxygen saturation was measured in a dark environment.
After that, depending on the oxygen saturation being in
normal range (58%–68%), the decision to perform dur-
otomy or not was made. Posterior fusion was performed in
all cases.

2.2.WorkingPrinciple. *e brain oxygen monitor uses near-
infrared light with a wavelength between 700 and 900 nm.
Since near-infrared light has good penetrability to the skin,
fat, and skull, it can penetrate the aforementioned outer
tissues and detect the blood oxygen parameters of deeper
brain and muscle tissues. *e near-infrared light enters the
tissue from the light source of the probe, passes through the
tissue to be tested, and is received by the receivers at two
different positions of the probe. *e probe of oxygen sat-
uration measurement will not cause any trauma or pain to
the patient; there is no lag in data collection and continuous
and uninterrupted data collection; there is no need to infer
blood oxygen information of local tissues indirectly through
the blood oxygen information of the whole body. We used
this equipment to monitor spinal blood oxygen saturation
directly at the injury site. *is was done to investigate
whether there was a change in the blood oxygen saturation of
the dura mater in patients with SCI and the effect on the
prognosis of the patient.

3. Results

Eight patients with traumatic cervical SCI came to the
Orthopedic Department of Union Hospital of Tongji
Medical College for treatment. *e youngest patient was 35
years old, and the oldest one was 66 (six males and two
females). Physical examination and American Spinal Injury
Association impairment scale were used to grade the severity
of SCI. However, ASIA grades before the operation were (A
in five patients, D in two patients, and C in one patient).
Surgical intervention was between 24 hours and 16 days after
injury. Laminectomy and vertebral body fusion were per-
formed, and bone graft was applied.

Before extensive laminectomy, spinal blood oxygen
saturation was measured first and recorded. After extensive
laminectomy, spinal blood oxygen saturation was measured
and recorded again. If spinal blood oxygen saturation was
not improved or remained the same as the first measure-
ment, more extensive laminectomy or durotomy with
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duroplasty was needed. We failed to measure oxygen sat-
uration of one patient. Two patients were transferred to the
intensive care unit after the operation and underwent a
tracheotomy. On the last follow-up, the ASIA grade im-
proved in three patients, 2 patients (A to B) and one (A to D),
two remained the same (one D and one A), and one patient
died; the details of other two patients are not stated here.
Sensory function improved in all patients except two (the
one whose grade remained the same and the one who died)
(see Table 1).

4. Discussion

High ISP and low SCPP can cause low oxygen saturation of
the spinal cord tissue, which requires surgical decompres-
sion. Finding a method to examine blood flow at the injury
site is essential in every patient to predict the prognosis,
ensure no other treatment method is required, and avoid
other procedure complications [6]. *e pressure around the
spinal cord can lead to a decrease in the blood flow at the
injury site that can cause ischemia of the spinal tissue [12].

(a) (b) (c)

(d)

Figure 1: (a, b) Laminectomy procedure and spinal blood oxygen saturation measurement under dark conditions during the operation.
(c) *e probe. (d) *e intraoperative display indicating that the spinal blood oxygen saturation is 68.3%.

(a) (b) (c)

Figure 2: 66-year-old male with ASIA grade D underwent laminectomy and spinal blood oxygen saturation measurement. (a) Preoperative
MRI. (b) C3–C6 bony decompression. (c) Insertion of the probe for oxygen saturationmeasurement. Oxygen saturationmeasurement failed
in this patient.
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Measuring the oxygen saturation at the injury site can reveal
whether laminectomy is enough or not (see Figure 3).

*e significance of monitoring the blood oxygen satu-
ration of the spinal cord during the operation is as follows.
(1) During the operation, the blood oxygen saturation of the
spinal cord tissue at the injury site can be directly measured,
which can indirectly reflect the blood perfusion pressure of
the spinal cord. (2) Whether the spinal cord decompression
is complete can be determined. *e tissue oxygen saturation
is restored or improved, indicating that the decompression is
effective. (3) Guidance on whether to do more extensive
lamina decompression or more thorough dural incision
decompression and other operations can be given.

Secondary injuries of SCI occur through multi-variant
pathological mechanisms [2, 13]. Inflammatory process and
increase in the pressure lead to tissue damage [14, 15].
Preventing secondary injury after SCI is one of the signif-
icant challenges [10, 16, 17]. However, the dura mater
compressed the swollen spinal cord, leading to raised ISP
and a progressive reduction of blood flow, leading to chronic
hypoxia [8, 18, 19]. An appropriate treatment method is
essential to decrease ISP and improve SCPP. However,
performing bony decompression is not enough to reduce the
pressure around the injury site. Even if bony decompression
is performed early, gradually, or instantly, swelling can
create subarachnoid occlusion [20]. Ensuring the blood flow
circulation returns to normal is the primary purpose of
predicting the prognosis in surfer SCI [21].

In brain trauma, maintenance of adequate cerebral oxy-
genation is critical in managing patients with brain injury;
otherwise, it leads to hypoxia [22]. Maintaining the supply of
oxygen and other nutrients at the injury site will end the in-
flammatory process from progression. Measuring the adequate
oxygen delivery to a tissue depends on sufficient oxygen
content in arterial blood and blood flow to the tissue utilizing
pulse oximetry [23]. Also, acceptable oxygen delivery can assess
susceptibility to injury and tissue damage [24].

*ere is a growing concern about the synergistic re-
generation of bone and correlated vasculature, nerves,
cartilage, tendon, ligaments, and muscles. *erefore, de-
signing examination methods intraoperatively would open
new doors to repairing and regenerating tissues after SCI
[25]. Monitoring tissue oxygenation can evaluate both tissue
oxygenation and microcirculation beyond macro-hemody-
namic measurements [26]. Low blood flow at the injury site
will cause hypoxemia (abnormally low oxygen level in tissue

(<60mmHg)) [27]. Low arterial blood oxygenation indicates
a reduction in oxygen delivery due to vasospasm or hypo-
tension or inadequate blood perfusion [28]. Measuring the
spinal blood oxygen saturation can provide information
about blood perfusion [29]. Measuring the spinal oxygen
saturation in dark conditions is done because the light can
affect the examination results. However, this method is
based on light transmission in the near-infrared spectrum
across tissue and its absorption [30]. Measuring spinal blood
oxygen saturation can help the clinician justify the change in
the treatment method to influence potential deficiencies and
the requirement of other procedures in every patient [6, 31].

Before decompression, we found that the oxygen satu-
ration of spinal cord tissue was low, which may be caused by
high ISP and low SCPP. We emphasized the need for
surgical decompression and other interventions. *ere are
many ways to determine decompression during operation,
the level of decompression, cerebrospinal fluid pulsation, or
blood circulation recovery. However, laminectomy de-
compression is empirical and cannot accurately determine
the CSF circulation recovery. Simultaneously, these methods
cannot directly reflect the situation of spinal cord tissue
oxygen saturation. *e significance of intraoperative mon-
itoring of spinal cord oxygen saturation is as follows: direct
measurement of the spinal cord blood oxygen saturation can
indirectly reflect the blood perfusion pressure; whether the
decompression is complete or not and the oxygen saturation
of spinal cord tissue is restored or improved can be de-
termined, indicating that decompression is effective; and
guidance on whether to do a wider range of lamina de-
compression or more thorough dural incision decompres-
sion and other operations can be given.

Moreover, performing further procedure in case of
abnormal oxygen saturation can affect the specific physio-
logical deficit and hasten the healing of the injury. *is can
also make medical care decisions more personal and tailored
to each case, minimizing unnecessary interventions and
making patient follow-up easier. Also, this strategy can
increase the chances of improving the current medical
practice. Further monitoring tissue oxygenation can evaluate
blood perfusion and confirm whether laminectomy is
enough or the patient will need further durotomy. If the
oxygen saturation is in the normal range, laminectomy will
be enough to achieve significant outcomes, while if it is
abnormal, then bony decompression is not enough to reduce
ISP and improve the SCPP, requiring durotomy.

Table 1: A clinical summary of patients (laminectomy followed by spinal blood oxygen saturation measurement).

Cases Age Gender Injury mechanism Operation level ASIA
(preoperative)

ASIA
(postoperative)

Time of
operation

Oxygen
saturation

1 35 y M Fall C2–C6 D D 102 hours Normal
2 55 y M Fall C2–C6 A B 24 hours Normal
3 64 y F Fall C3–C5 A A 30 hours Normal
4 58 y M Fall C3–C6 A Died 24 hours Normal
5 52 y F Fall C3–C6 A B 64 hours Normal
6 57 y M Head injury by heavy object C2–C6 A D 29 hours Normal
7 56 y M RTA C3–C6 C — 3.18 hours Normal
8 66 Y M NS C3–C6 D — 16 days Failed to measure
ASIA impairment scale: American Spinal Injury Association impairment scale; M: male; F; female; RTA: road traffic accident.
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Oxygen saturation measurement equipment can be used
for

(1) Monitoring the oxygen metabolism of the patient’s
spine tissue.

(2) Assisting the clinical realization of noninvasive and
continuous monitoring of spinal oxygen saturation.

(3) Early detection of hypoxia and ischemia in the pa-
tient’s spine tissue.

(4) Judging short-term neurodevelopmental prognosis.
(5) Evaluation of the safety and effectiveness of the

clinical treatment plan.
(6) Assisting in evaluating the degree of SCI.

In these cases, the oxygen saturation was normal. We
did not perform dural decompression as the SCPP im-
proved at the injury site. Many factors affect the prog-
nosis of the SCI, including severity of the injury, time of
surgery, hematoma, and edema. Measuring spinal blood
oxygen saturation is essential to confirm the improve-
ment of SCPP after laminectomy. We failed to measure
the oxygen saturation in one patient because the patient
was thin and short, and we could not make the incision
longer than 12 cm, so the space for the probe was not
enough.

5. Limitations

*is study has some limitations. First, this study evaluated
a limited and small number of cases. Eight patients were
involved and underwent spinal blood oxygen saturation
measurement, and one of them failed the oxygen mea-
surement. Second, spinal blood oxygen saturation was
within normal range in all patients after laminectomy.
*ird, we chose only the patients with cervical abnor-
malities. In addition, the follow-up time is short for
confirming the improvement after laminectomy. *is is to
say, more oxygen saturation measurement cases are thus
needed.

6. Conclusion

Treating SCI patients with bony decompression can achieve
significant outcomes but not in all cases. Decreasing the
pressure around the injured spinal cord and increasing the
blood flow are the mainstay interventions to achieving better
results. Detecting the improvement of SCPP at the injury site is
essential to confirm the benefit of laminectomy. Spinal blood
oxygen saturation measurement under dark conditions might
help in deciding whether to perform further procedures
(durotomy with duroplasty or extensive laminectomy) or not.
By monitoring spinal cord oxygen saturation in real time
throughout the operation, it is possible to monitor the spinal
cord perfusion pressure.
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)is paper describes the construction of an electronic system that can recognise twelve manual motions made by an interlocutor
with one of their hands in a situation with regulated lighting and background in real time. Hand rotations, translations, and scale
changes in the camera plane are all supported by the implemented system. )e system requires an Analog Devices ADSP BF-533
Ez-Kit Lite evaluation card. As a last stage in the development process, displaying a letter associated with a recognized gesture is
advised. However, a visual representation of the suggested algorithm may be found in the visual toolbox of a personal computer.
Individuals who are deaf or hard of hearing will communicate with the general population thanks to new technology that connects
them to computers. )is technology is being used to create new applications.

1. Introduction

)eword gesture has its origin in the Latin ‘“gestus’,” which
refers to a form of nonverbal communication based on
body language. Gestures are facial expressions or move-
ments of the hands or any part of the body through which
thoughts, feelings, or moods are manifested. Its purpose is
to efficiently exchange a message between the person
making the gesture and the person interpreting it [1].
Additionally, the Latin cestus is related to Greer, which in
turn means ““to carry out”“; hence, the relationship of the
word gesture with others such as ‘“‘manage’’,” “‘‘gestate,’”‘
or ‘“‘management’”‘. In human-computer interaction
(HCI), the use of gestures as a means of communication
with computing devices is investigated [2]. )e body is the
primary agent in contact. Additionally, on some occasions,
it is used to evaluate the user experience when facing
certain interactions, for example, to estimate the emotions
generated by an exchange according to the gestures made
by the user.

A set of compelling techniques is available to deal with
the recognition problem; however, their computational cost
is usually very high, making them impossible to implement
in real time using an embedded processor.

)e technique proposed by Viola and Jones is high-
lighted and, later, improved by Lienhart andMaydt, which is
based on Haar’’s wavelets [3], which perform a multi-
resolution analysis of the image. In addition, the OpenCV
library [4] includes functions that allow finding the hand and
face through AdaBoost-type parallel classifiers [5], which
yield excellent results. Other authors use morphological
techniques such as skeletonization to identify organs in the
human body [6, 7].

In order to find certain characteristics that classify each
of the gestures for different individuals, it is proposed as a
solution to carry out a morphological analysis of the image.
In this way, a new alphabet is established. Each finger of the
hand represents a bit, establishing a set of highly differen-
tiable gestures and a problem of binary nature, which is
addressed through morphological analysis of the image.
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Finally, the viability and efficiency of the developed algo-
rithm is demonstrated, and quite good processing times are
obtained in the Blackfin 533 processor (ADSP BF-533) [8],
using the EZ-Kit Lite evaluation card from Analog Devices.

2. Review of Literature

)e implemented system executes the processing of a video
sequence, in which a person is wearing a dark long-sleeved
shirt gesturing in the foreground, and a camera captures the
image of him under controlled lighting and background
conditions [5]. )e block diagram of the system is shown in
Figure 1. )e image is captured from a video sequence in the
first stage; after that, the region in which the gestural in-
terlocutor’s hand is located is determined in the segmen-
tation stage (region of the image to be processed). A thinning
process is performed in the region of interest to limit the
amount of processed information and allow the recognition
stage to be successful [9]. Once the image is thinned, points
of interest are identified, whose position concerning the
centre of mass of the hand allow its representation in a
vector, whose dimension is equal to the number of fingers.
Each of its components has information on the inclination of
the finger concerning the inclination of the forearm. Finally,
using the mean square error, it is decided if the vector is
sufficiently similar to any of the base vectors established in a
training stage before the system’s operation.

2.1.Alphabet. In the framework of this work, a new alphabet
is proposed, based on the number of fingers and their lo-
cation on the hand; this gives the flexibility of obtaining a
fairly broad set of gestures, with reasonably well-defined
structural differences. Likewise, the objective is to identify
the presence of the finger and its location to the center of
mass of the hand, that is, this new alphabet is based on the
modelling of the fingers of the hand as binary inputs to the
recognition system and is considered thumb as the most
significant bit. )e symbols are generated in this work; the
letter A is represented in binary terms by 10,000 because the
gesture only presents the thumb. By designating a hand in a
binary way, thirty-two gestures can be obtained, with the
future possibility of expanding the alphabet, to approxi-
mately sixty-four gestures (using the two faces of the hand)
andmore than two thousand gestures with the use of the two
hands [9].

2.2. System Training. )e training phase is a stage in the
system’s design to establish the base vectors; these contain
information on each of the gestures for which the system will
respond, being a small database of vectorization of images
corresponding to valid gestures. Similarly, the success of the
recognition depends on the base vectors, which is why they
are established through a series of tests and statistical
analysis of the results obtained by applying the algorithm
developed in different interlocutors. Suppose the data cor-
responding to several individuals are averaged. In that case,
the base vectors can be defined, and when samples are taken

from a significant population, it is possible to develop a
functional system for the population, in general [10].

2.3. Segmentation. )rough background and controlled
lighting, the region corresponding to the skin turns out to be
the brightest. In this way, if luminance information is used,
those pixels that exceed a set threshold are considered skin
and must be taken into account for further analysis. If good
lighting and a sufficiently opaque background are guaran-
teed, a threshold can be set at which good segmentation can
be achieved [11].

2.4. Region of Interest (ROI). At this stage of the process, a
region is established that must contain only the segmented
hand to guarantee subsequent recognition, that is a region
made by an interlocutor person with one of the hands in a
situation with regulated lighting and background in real-time
for the hand rotations, translations, and scale changes in the
camera plane is supported by the implemented system, and
other objects may appear; the system must be able to locate
these objects, which turn out to be noise for the application,
and filter them. With this in mind, the image must be pro-
cessed to establish a region of interest (ROI) [12]. Setting the
ROI reduces the area of the image over which to search for the
target, thereby optimizing the process.

2.5. Skeletonization. To reduce the amount of information to
be processed while preserving the topological distribution of
the hands, a morphological operation can be carried out on
the region of interest, such as thinning [13].

)inning removes redundant information, which pro-
duces a more superficial image, reduces memory access time
and space, and facilitates the extraction of topological fea-
tures from the region of interest. )e result of the thinning
process of the segmented image must maintain certain
properties to allow correct conservation of the topological
characteristics of a determined gesture and allow a correct
future recognition.)emorphological operation in question
must ensure that the resulting image is one pixel wide; this
makes it much easier to find the branches that correspond to
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Order Execution 

Representation 

Figure 1: Block diagram of the system.
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pixels with more than two neighbours of interest and the
terminal points that correspond to pixels with only one
neighbour of interest. In this work, two thinning algorithms
were evaluated to determine the appropriate method for
real-time recognition compliance. Finally, the algorithm and
the Medial Axis Transform (MAT) [14] were implemented.

2.6. Skeletonized Image Filtering. Before obtaining the final
points, it is necessary to conduct a cleaning process of the
resulting thinned image. )e distances of the endpoints
obtained from the thinned image relative to the centre of
mass of the segmented image are determined, and a
threshold is established. In effect, the endpoints corre-
sponding to the distances smaller than the said threshold are
discarded.

To maintain the robustness of the system at the camera-
user distance [16–20], the thinning image cleaning process
establishes a threshold, which is a proportion of the most
significant distance between one of the endpoints and the
center of mass of the hand. )erefore, an adaptive threshold
is established.

2.7. Representation and Recognition. To recognise a gesture
in an image, a morphological analysis of the image is carried
out in search of an appropriate vectorization of the hand that
allows later recognition.

It is attempted to justify the choice of control points,
which will be preponderant in extracting the topological
characteristics of the hand, from an image thinned out, after
the image has been thinned—based on a formal theoretical
support. From a thinned image, we want to find the most
suitable control points for representing the curve resulting
from the thinning process, bearing in mind that limiting
their number is important for fulfilling the objective of
operations in real-time processing to be carried out [21–29].
In addition to the centre of mass of the segmented hand, the
endpoints of the thinned image are chosen to represent the
idea of the geometry that it contains the points control to be
analyzed because they provide key information of the to-
pological structure of the hand. )e recognition process is
based on finding the angles of the fingers and forearm
(endpoints) concerning a reference point.)e center of mass
of the interlocutor’s segmented hand is used as a reference
(Figure 2).

When the hand is fully vertical, the angle of the forearm
to the origin is ideally 270 degrees, and the angle between the
thumb and forearm is slightly greater than 90 degrees, as
shown in Figure 3.

When the hand is rotated in the plane, the angle of the
forearm concerning the origin changes, as expected. )e
angle difference between the thumb and the forearm, on the
other hand, is still slightly greater than 90 degrees, and the
angle difference between the forearm and each of the fingers
remains constant.

)e system generates a vector with the angle differences,
which then compares to some base vectors established
during the training phase, using the quadratic error crite-
rion, to see if the calculated vector is sufficiently similar to

any of the vectors stored in memory, and uses this decision
to recognise each of the gestures. )ese vectors will be ar-
rangements with length equal to the number of fingers in
each gesture, so the maximum length of one of these base
vectors is five (corresponding to the five angles between the
forearm and each of the five fingers). Each of the gestures for
which the system was trained has at least one vector. We use
angles to make the system resistant to translations and scale
changes because angles are based on length relationships
that will remain constant as long as the objective is in the
camera’s plane. To find each of the angles, the centre of mass
is used as a reference point, which can vary as the inter-
locutor gestures. To achieve a more static center of mass, it is
possible to discover more of the forearm of the interlocutor,
which results in the angles between the fingers being more
similar, with a greater probability of error. After a series of
tests, it was established that the optimum point in which the
sleeve should be left is approximately 3 cm below the in-
terlocutor’s hand.

3. Development on the Analog Devices ADSP
BF-533 Processor

)e implementation of the system is oriented in real time,
using a dedicated processor, which allows portable appli-
cations. )e development of the system mainly used the
ADV7183 video encoder, the parallel peripheral interface
(PPI), the DMA controller, and the asynchronous memory
SDRAM. )e PPI together with the DMA allows imple-
mentation of a subsampling of the image exclusively with
hardware [15]. )is subsampling does not significantly affect
the application’s performance, but it does optimize the
processing speed since memory accesses are reduced. )e
DMA is configured to generate an interrupt once the entire
image has been stored in memory and interrupts the data
transfer. In this way, a black and white image corresponding
to the captured scene is stored in memory. )e DMA in-
terrupt routine corresponds to image processing. )e DMA
is enabled again to transfer another image after the image has
been processed, and the process is repeated.

4. Evaluation of Results

To evaluate the recognition algorithm, a total of nineteen
thousand two hundred images corresponding to different
individuals gesturing were analyzed. Four efficiency aspects
of the system were evaluated, each with 4,800 independent
images, and the results are as follows:

Figure 2: Endpoints of the skeleton. ∗ At best, they correspond to
the fingers or the endpoint of the forearm.
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(i) True hits 79.27%
(ii) True rejections 99.50%
(iii) False hits 0.27%
(iv) False rejections 38.39%

It should be noted that the system recognizes 79% of the
frames analyzed, which is very high if one takes into account
that twenty-five images are processed in one second. )e first
stage of image processing involves locating the hand within the
image, and the second stage involves recognising the object.
)e ROI fixation process, which determines the location of the
hand in the image, is a much more computationally expensive
process than the recognition process; in this process, a signal
corresponding to the programmable flag of the Analog Devices
processor is used to determine the processing time (half period
of the signal corresponds to image processing).

In this way, the decision is made to implement an ROI
location for every hundred processes. In effect, the region of
interest is established and the subsequent one hundred sur-
veys are carried out on this region. Finally, the ROI is
refreshed, a greater number of recognitions is obtained in a
given time. )e thinning algorithm implemented in the DSP
was theMAT because the processing time (35ms) turns out to
be between five and six times less than the time achieved with
the Shang Zhang thinning algorithm (150ms) [16]. A more
robust system is developed in the Visual C++ programming
environment than the one implemented in the development
board. It is possible to constantly determine the region of
interest recursively without affecting its operation in real time.
)e hand location function with recursive algorithms turns
out to be optimal concerning its nonrecursive version in
terms of time; however, in the evaluation card, due to the large
number of iterations involved, the nonrecursive version of the
location algorithm is implemented.

When implementing a recursive function, the processor
must save the context in each iteration and considering that
the number of iterations is proportional to the number of
pixels analyzed in the image; it turns out to be a drawback
due to space limitations, in fast memory, in which context
can be stored.

5. Conclusion

An efficient tool was obtained that allows communication
between a user and a machine, opening the possibility of

controlling it remotely and in real time. In the same way, it
opens the possibility of managing ports and other periph-
erals of the personal computer, allowing future develop-
ments focused on enabling teleconferences guided by deaf-
mute people. Allowing said population to limit their iso-
lation is then envisaged to interact with people who are alien
to the implemented language through a machine that
synthesizes a sound or generates a text. In a future im-
provement of the system, it is proposed to work with colour
spaces with which it could be possible to work with any
background.
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Figure 3: Angles relative to the forearm.
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