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The rehabilitation of stroke patients is a long-term process. To realize the automation and quantification of upper limb
rehabilitation assessment of stroke patients, an automatic prediction model of rehabilitation evaluation scale was established by
extreme learning machine (ELM) according to Fugl-Meyer motor function assessment (FMA). Four movements in the
shoulder and elbow joints of FMA were selected. Two acceleration sensors fixed on the forearm and upper arm of the
hemiplegic side were used to collect the motion data of 35 patients. After preprocessing and feature extraction, the feature
selection was carried out based on genetic algorithm and ELM, and the single-action model and comprehensive prediction
model were established, respectively. The results show that the model can accurately and automatically predict the shoulder
and elbow score of FMA, and the root mean square error of prediction is 2.16. This method breaks through the limitations of
subjectivity, time-consuming and dependence on rehabilitation doctors in the traditional evaluation. It can be easily used in
the assessment of long-term rehabilitation.

1. Introduction

With the improvement of living standards and the aging of
population, the incidence rate of stroke is on the rise and
tends to be younger. About 70% to 85% of the first stroke
patients have hemiplegia [1]. According to statistics, 2 mil-
lion 500 thousand stroke patients have added annually in
China, 1 million 200 thousand to 1 million 500 thousand
of them died from stroke-related diseases, and 7 million sur-
vived after stroke, of which 75% left with disability in vary-
ing degrees, 40% were severely disabled [2]. This high
incidence rate, high mortality rate, and high disability rate
bring heavy mental pressure and substantial financial bur-
den to society and families.

Compared with the lower limbs, the upper limb move-
ment is more refined, and the recovery is slow. Therefore,
the rehabilitation of upper limb motor function after stroke
has always been a significant problem. About one in five
stroke patients can not achieve the complete recovery of

upper limb function [3]. With the development of telemed-
icine technology, rehabilitation robot technology, and virtual
reality technology, home-based rehabilitation has attracted
more and more attention [4–8]. The literature reports that
home-based rehabilitation can achieve the same effect as
inpatient rehabilitation [9]. However, effectively monitoring
and evaluating the progress and functional status of patients’
home-based rehabilitation to help rehabilitation doctors fur-
ther formulate individualized rehabilitation treatment plans
has always been the bottleneck of the development of
home-based rehabilitation.

At present, the Fugl-Meyer scale is the most widely used
method to evaluate the motor function of stroke hemiplegia
in the clinic. It requires patients to perform a series of move-
ments. It depends on the evaluator’s unarmed operation and
observation to check the limb reflex state, flexion and exten-
sion cooperative movement, and selective separation move-
ment in different recovery stages, which belongs to
subjective evaluation. Many application studies show that
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the scale is sensitive and reliable, but many items are. The
assessment is time-consuming and requires the participation
of therapists or rehabilitation doctors, which limits its appli-
cation in home rehabilitation to a certain extent [10–12].
Therefore, the ideal evaluation method in home rehabilita-
tion treatment is simple, objective, and quantitative auto-
matic evaluation. The wireless body sensor network
composed of multiple sensor nodes can realize the automa-
tion and quantification of motor function evaluation. Many
studies abroad have used it for home monitoring of the
elderly and patients with chronic diseases. Through the
study of 169 stroke patients, Uswatte et al. [13, 14] found
that the acceleration sensor can capture the clinical informa-
tion reflecting the degree of upper limb motor dysfunction.
Patel et al. [15] used acceleration sensors to automatically
estimate the score of Wolf motor function test (WMFT-
FAS). However, there are few reports on the combination
of motion sensor and clinical evaluation scale in China.

To further automate and quantify the assessment of
home based rehabilitation, we propose a method for achiev-
ing an automated assessment of the rugl Meyer scale using
accelerometry sensors in the hope of more objectively and
quantitatively reflecting the patient’s upper extremity motor
function status. The automatic algorithm can evaluate
patients more quickly and accurately, and it is convenient
to collect relevant data in order to change the treatment plan
and make the treatment measures more active. Four move-
ments were selected from the shoulder and elbow joints of
the upper extremity Fugl-Meyer assessment (UE-FMA).
The patient’s movement data were collected with two accel-
eration sensors fixed to the forearm and upper arm of the
patient’s hemiplegic side. The automatic prediction model
of the score of the shoulder and elbow joints of UE-FMA
was established based on genetic algorithm and extreme
learning machine.

2. Correlation Algorithm

2.1. Extreme Learning Machine. The extreme learning
machine (ELM) is a single hidden layer feedforward neural
network learning algorithm proposed by Huang et al. [16].
Its hidden layer node parameters (internal weight and bias)
are randomly selected, and the external weight of the net-
work obtains its least-squares solution by minimizing the
square loss function. The determination process of network
parameters does not need any iterative steps, which dramat-
ically improves the operation speed (Figure 1). ELM algo-
rithm is simple and easy, overcomes the disadvantages of
slow training speed, and is easy to fall into local optimization
of traditional neural network based on gradient descent
method. Its network structure and working principle are as
follows:

Given the training sample set fðxi, tiÞgNi=1 and the num-
ber of hidden layer neurons L, there is ai, bi, βi, so that:

f L xj
� �

= 〠
L

i=1
βig aixj + bi
� �

= t j ð1Þ

Where: ai, bi are node parameters; βi represents the
external weight connecting the ith hidden layer node and
the network output, and g is the activation function.

Equation Equation (1) is written in matrix form as fol-
lows:

Hβ = T ð2Þ

In which:

H=H a1,⋯,aL, b1,⋯,bL, x1,⋯,xNð Þ

=

g a1x1 + b1ð Þ ⋯ g aLx1 + bLð Þ
⋮ ⋱ ⋮

g a1xN + b1ð Þ ⋯ g aLxN + bLð Þ

26664
37775
N×L

β =
βT
1

βT
L

24 35
L×m

T =
tT1

tTN

" #
N×m

ð3Þ

H is called hidden layer output matrix.
Considering the prediction error, equation (2) can be

modified as:

Hβ = T + E ð4Þ

Define the square loss function:

J = Hβ − Tð ÞT Hβ − Tð Þ ð5Þ

In this way, the training problem of ELM network
parameters is transformed into the issue of minimizing the
square loss function. It is necessary to find a set of optimal
parameters to make J minimum. When the activation func-
tion g is infinitely differentiable, the hidden layer node
parameters can be randomly selected at the beginning of

Output neuron

n

Li... ...

...

1

1

Oj

bj

xj

ai

𝛽L
𝛽i𝛽1

L Hidden neurons

n Input neurons

Figure 1: Structure diagram of single hidden layer feedforward
neural network.
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training, fixed in the training process. The external weight
can be obtained by solving equations (6) by the least square
method.

bβ = arg min Hβ − Tj jj j =H+T ð6Þ

2.2. Genetic Algorithm. The genetic algorithm is an adaptive
probability search method that simulates the natural genetic
mechanism and biological evolution process. It has inherent,
implicit parallelism and global optimization ability. It maps
the problem to the string space, represents a potential solu-
tion set of the problem as a population, and the problem’s
solution as a chromosome, that is, an individual in the peo-
ple, and eliminates the fittest based on the fitness function.
The genetic algorithm realizes population evolution through
a series of operators to produce new offspring. Standard
genetic operators include selection operator, crossover oper-
ator, and mutation operator. The operation flow of the
genetic algorithm consists of the following steps.

(1) Code: The solution data of solution space is
expressed as genotype string structure data of genetic
space. Different combinations of string data repre-
sent other solutions to the problem. The typical cod-
ing methods are binary coding, gray coding, and
floating-point coding

(2) Population initialization: Determine the population
size N, crossover probability Pc, mutation probability
Pm, and termination evolution criterion, randomly
generate N individuals as the initial population Xð0
Þ, set the current evolution algebra k=0 and the max-
imum evolution algebra T

(3) Calculate the fitness value: Fitness value represents
the advantages and disadvantages of individuals or
solutions. Different fitness functions are defined for

various problems and the fitness value of fxikgNi=1 of
each individual in the k generation population is cal-
culated according to the fitness function

(4) Genetic manipulation: The selection operator, cross-
over operator and mutation operator act on the cur-
rent population in turn to realize evolution

Inspection termination conditions: If the genetic algebra
satisfies the termination condition, the calculation is termi-
nated, and the best individual in the current population is
output as the final satisfactory solution; Otherwise, k = k
+1, go to step (3)

3. Materials and Methods

3.1. Experimental Design and Data Acquisition. A total of 35
stroke inpatients from the Department of Neurosurgery,
Yancheng First Peoples’ Hospital participated in the study.
The ethics committee approved the experiment of our hospi-
tal. Table 1 shows the basic data of the patients.

The admission criteria are: 1) the clinical diagnosis meets
the diagnostic criteria of stroke formulated by the fourth

national cerebrovascular conference of Chinese Medical
Association in 1995, and is confirmed by cranial CT or
MRI; 2) The onset time is no more than two years, and the
upper limbs on the hemiplegic side have the ability of auton-
omous movement.

The exclusion criteria were: 1) those with cognitive
impairment and unable to cooperate; 2) Accompanied by
upper limb or trunk pain and affecting active movement.

Firstly, a rehabilitation physician with many years of
clinical experience used UE-FMA to evaluate the subjects.
UE-FMA includes 33 items, with a score of 0~ 2 for each
item, 0 for incomplete, 1 for partial completion, and 2 for
smooth completion, including 15 items for shoulder and
elbow joints, with a total of 30 points. The rehabilitation
physician gives a score of 0, 1 or 2 by observing the comple-
tion of each task, and the sum of each score is the total score.
Four movements of shoulder and elbow joints were selected:
1) Forward flexion of shoulder joint; 2) Abduction of shoul-
der joint; 3) Elbow flexion, forearm pronation and supina-
tion; 4) Hand touching the lumbar spine is used as a
collection action (Figure 2). The selection of actions is based
on the clinical experience of rehabilitation doctors and the
standard examination method of bmrmstiwn six level evalu-
ation method. The simplified Fugl-Meyer scale (S-FMA)
developed by Hsieh et al. [17] is basically consistent with
the actions selected in this study. The reliability and validity
of S-FMA have been verified. This reflects the effectiveness
of action selection in this study to a certain extent.

The wireless body sensor network system composed of
two triaxial acceleration sensor nodes and one receiving
node is used for data acquisition. The sensitivity of the accel-
eration sensor is ±6 g and the sampling rate is 40Hz. During
the acquisition process, two sensor nodes were fixed on the
forearm and upper arm of the patient with hemiplegia,;
The c-axis is parallel to the arm, as shown in Figure 1. For
the four selected actions, the patient will do it for 1~ 2 times
under the guidance of the rehabilitation physician, and then
start formal collection. Each action will be repeated 3~ 5
times according to the patient’s physical condition. The
patient’s action data collected by the acceleration sensor will
be wirelessly transmitted to the PC client through ZigBee to
complete the visualization and classified storage of the data.

3.2. Fugl-Meyer Shoulder and Elbow Score Prediction Model.
After preprocessing, feature extraction, and feature selection,
the original data is input into the ELM model. Firstly, the
prediction model of a single action is established, and then
the regression relationship between the prediction result of

Table 1: General information of research object.

Information Value

Sex, M/F 19/16

Age (year) 68.6± 13.1
Hemorrhage/infarction 21/14

Hemiplegic site, L/R 11/24

Time of onset (month) 9.1± 6.7
UE-FMA 15.8± 9.2
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a single action and the score of the doctor is established to
obtain the comprehensive prediction model. Figure 3 shows
the overall process of the algorithm.

3.3. Feature Extraction. The original collected signal is fil-
tered by 9-point median filter to remove the interference
caused by clothing friction, sensor looseness and wireless
channel noise. Then, according to the experimental and the-
oretical analysis and previous experience, some statistical
features (such as amplitude, mean value, root mean square,
approximate entropy, etc.) and physical features (such as
energy features, speed and angle) are extracted from the fil-
tered signal. These features reflect the completion of the
patient’s upper limb movement to a certain extent, including
the amplitude, speed, smoothness and coordination of the
movement. All the extracted features are shown in Table 2.

AMP, RMS, JERK, MEAN and ApEn are calculated,
respectively, on 6 channels (2 nodes and 3 axes of the accel-
eration sensor), and other features are calculated separately
on each node of the acceleration sensor. The angle is the
angle between χ axis and vertical direction. The approximate
entropy is a measure of the complexity of time series, which
can reflect the irregularity of motion. The velocity is the inte-

gral of acceleration to time. The calculation formulas of
energy characteristics and root mean square value are as fol-
lows:

ENE = 〠
n

i=1
x2i + Y2

i + Z2
i

� �1/2 − 1
� �

RMS =
1
n
〠
n

i=1
X2
i

 !1/2 ð7Þ

Where n is the sequence length. X, Y and Z represent the
quantity of fractional acceleration on the three axes.

3.4. Feature Selection. All 42 features extracted are encoded
into a binary string with a length of 42 composed of “0”
and “1”. Each binary bit represents a feature in the feature
set, and this bit is 1, which represents the corresponding fea-
ture subset, 0 indicates that the corresponding feature is not
in the selected feature subset. Set the initial population size
N=50, the maximum number of iterations T=100, the
crossover probability Pc=0.6, and the mutation probability
Pm=0.01. ELM learning algorithm is introduced into the

30
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(c) (d)

Figure 2: Brunnstrom eva luation action. A: forward flexion of shoulder joint. B: Abduction of shoulder joint. C: Elbow flexion, forearm
pronation and supination. D: Hand touching the lumbar spine.
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design of fitness function; The ELM prediction model is
established based on the feature subset corresponding toxik.
The prediction error of the model is an important evaluation
index of the individual fitness in the population. The smaller
the prediction error, the higher the individual fitness value.
10 fold cross validation is used to estimate the prediction
error. The design of fitness function is as follows:

fitness xik
� �

= 1/Error xik
� � ð8Þ

Where ErrorðxikÞ represents the result of 10 fold cross
validation of prediction error of ELM model established for
the feature subset corresponding to individual xik. After the
fitness function is determined, the evolution process is car-
ried out according to the fitness value of each individual in
the population. After repeated iterations of “selection, cross-
over and variation”, individuals with large fitness value are
continuously found until the termination condition is met,
as shown in Figure 4. In genetic algorithm, the strategy of

retaining the optimal fitness individual is adopted, that is,
the individual with the highest fitness value is directly incor-
porated into the next generation population without “selec-
tion, crossover and mutation” operation.

4. Results and Discussion

The optimal feature set selected for each action is the inde-
pendent variable, and the corresponding score is the depen-
dent variable. After normalization, it is input into the ELM
model. The sigmoidal function is selected as the activation
function, and the number of hidden layer nodes is set to
10. First, use a single action to predict Fugl-Meyer’s shoulder
and elbow joints score, and then consider that Fugl-Meyer
scale is a standard scale that has been clinically verified for
many years, and there is not much correlation between its
actions. Using the data of one action to predict the total
score is bound to bring large errors, and the weighted aver-
age of the predicted results of the four movements alone can
predict the shoulder and elbow score of UE-FMA more
accurately. Therefore, for each patient, a regression relation-
ship is established between the single action prediction
results and the doctor’s score to obtain the final comprehen-
sive prediction model, and the comprehensive prediction
results are compared with the single action prediction
results. Figure 5 shows the prediction results of single action
model and comprehensive model for 35 patients using leave
one subject out cross validation (i.e. taking one patient as the
test set and the rest as the training set in turn). It can be seen
that the error of comprehensive prediction is relatively small
and concentrated compared with single action prediction.
Table 3 lists the root mean square error (RMSE) and stan-
dard deviation (STD) of the prediction errors of 35 patients.
The RMSE values predicted by the four singl actions were
nearly 10% of the total score (30 points). With the compre-
hensive prediction model, the predicted RMSE value can be
reduced to 2.6 points, accounting for 7.2% of the total score,

Preprocessing

Feature extraction

Feature selection

ELM modle 1

Preprocessing Preprocessing

Feature extraction Feature extraction

Feature selection Feature selection

ELM modle 2

Single action model

Comprehensive model

FMA scores

ELM modle 3

Figure 3: Flow chart based on genetic algorithm and extreme learning machine.

Table 2: Feature list of upper limb movement.

Description Number

Acceleration amplitude AMP 2×3
Root mean square value of acceleration RMS 2×3
Root mean square value of reciprocal acceleration JERK 2×3
MEAN acceleration MEAN 2×3
Acceleration approximate entropy ApEn 2×3
Energy characteristic ENE 2

Maximum speed Vmax 2

Speed average Vmean 2

Standard deviation of speed Vstd 2

Velocity approximate entropy VapEn 2

Angle max anglemax 2
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which is less than the prediction error of any single action.
The standard deviation of the comprehensive prediction
error is also the smallest, indicating that the comprehensive
prediction model is more stable, which is consistent with
Figure 5.

Hsueh et al. [18] determined that the minimum detect-
able change (MDC) of Fugl-Meyer upper limb motor func-
tion rating scale was 7.2 points, accounting for 10.9% of
the total score. MDC is the minimum threshold to identify
whether the change exceeds the random test error, and the
random error is often caused by different evaluators’ differ-
ent understanding of the evaluation standard or different
evaluation time and space. MDC reflects the allowable range
of evaluation error of clinical application scale to a certain
extent. The prediction error of the comprehensive prediction
model proposed in this paper for the shoulder and elbow
score of UE-FMA is 2.16 points, accounting for 7.2% of
the total score. Within this range, it shows that the result is
clinically acceptable.

Patel team [15, 19] has done a lot of research on the use
of motion sensors in clinical evaluation, but they mainly

Preprocessing

Training set and test set

Feature set coding

Population initialization

ELM Training test,
calculation of
adaptive value

Genetic
manipulationSelection

crossover mutation

Meet termination
conditions?

Output optimal
feature subset

Yes

New generation
population

No

Figure 4: Feature selection process based on genetic algorithm and ELM.
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Figure 5: Single action prediction and comprehensive prediction results.

Table 3: Comparison between single and comprehensive
prediction.

Prediction model RMSE RMSE/total STD

Action 1 individual prediction 2.64 8.8 2.64

Action 2 individual prediction 2.83 9.4 3.32

Action 3 individual prediction 4.72 15.7 5.13

Action 4 individual prediction 3.89 13.0 4.24

Composive prediction 2.16 7.2 2.15
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focus on the Wolf motor function test (WMFT); They uses
six acceleration nodes to collect data, selects a single WMFT
action, and establishes a multiple linear regression model to
predict the shoulder and elbow score of Fugl-Meyer scale.
The minimum prediction error is 2.35 points. The same
acquisition device was used to select 8 WMFT actions to
automatically predict the score of Fugl-Meyer scale. How-
ever, WMFT often requires high motor coordination ability,
and needs specific tools to complete the test. It is rarely used
in clinical practice in China, and it is difficult for patients to
complete home rehabilitation. Our study directly selects
actions from Fugl-Meyer scale, uses fewer sensor nodes to
predict the shoulder and elbow score of Fugl-Meyer scale,
and obtains more accurate prediction results. Compared
with WMFT, the actions selected from Fugl-Meyer scale
can be completed directly by patients without any additional
experimental conditions, which is easier to realize in home
rehabilitation evaluation.

In home rehabilitation or community rehabilitation,
patients can accurately record the actual situation of upper
limb motor function during training by wearing acceleration
sensors, and feed back to remote rehabilitation doctors to
help doctors formulate individualized and professional reha-
bilitation treatment plans, so as to maximize the recovery of
upper limb motor function. It can also be used to evaluate
the efficacy of different rehabilitation treatment techniques.
However, there is still a lack of evaluation of wrist and hand
function. In future work, sensors that can reflect the wrist
and hand function state (such as bending sensor) will be
used to collect wrist and hand movement data, and a model
will be established to predict the score of Fugl-Meyer wrist
and hand part, so as to more comprehensively and carefully
reflect the whole upper limb movement function of the
patient. In the future, other deep learning models will be
used [20, 21].

5. Conclusions

This study combines the motion sensor with the clinical
evaluation scale, and uses four actions to accurately and
automatically predict the shoulder and elbow joints score
of UE-FMA, breaking through the limitations of subjectivity
and time-consuming in the traditional evaluation and the
dependence on rehabilitation doctors or therapists. It was
initially shown that the acceleration sensor can be used to
automatically predict shoulder and elbow scores on the
Fugl-Meyer upper extremity motor function rating scale,
enabling automation, objectification, and quantitation of
rehabilitation assessments.
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Purpose. Side effects such as local pain and tissue swelling will affect the effect of enhanced multislice spiral computed tomography
(CT) scan. The aim of this study was to explore the effect of imaging nursing in enhanced CT scan for heart patients.Method. We
selected 86 heart patients to receive enhanced multislice spiral CT scan as the research objects and randomly divided them into the
test group and the control group. Imaging nursing and traditional nursing intervention was taken to compare the nursing effects
of the two groups. Results. The incidence of unpleasant mood in the test group was 9.3%, which was significantly lower than that
in the control group. The nursing satisfaction of the test group was 97.7%, which was much higher than the 79.1% of the control
group. At the same time, the visual analogue scale (VAS) score of the test group and the incidence of contrast agent extravasation
were significantly lower than those of the control group. Conclusion. The use of imaging nursing for heart patients with enhanced
multislice spiral CT scan can reduce the patient’s unhealthy mood and improve nursing satisfaction, and the nursing effect is ideal.

1. Introduction

Multislice spiral computed tomography- (CT-) enhanced
scanning is commonly used in clinical practice [1–4], which
belongs to computer scanning technology. The clinical
advantages [5–7] include clear images, short scanning time,
and qualitative and positioning diagnoses and are widely
used in clinical examinations. In CT-enhanced scanning,
water-soluble contrast agents need to be injected
intravenously.

We commonly used contrast agents which include non-
ionic contrast agents and ionic contrast agents. The former
has relatively few adverse reactions, but the price is higher,
and the latter is cheap but easy adverse reactions may be
taken seriously during the examination. Thus, correspond-
ing nursing measures should be applied to the heart patients.

The clinically enhanced CT scan of heart patients
requires intravenous infusion of water-soluble contrast
agents to ensure that the X-ray absorption rate of the
patient’s diseased tissues is increased [8–10], which can
increase the density of normal tissues and diseased tissues

and the difference in show efficiency. Multislice spiral CT
enhanced scanning on heart patients can easily lead to
related leakage of the contrast agent [11–16], which will lead
to low patient compliance and decreased satisfaction.

The contrast-enhanced imaging examination is mainly
based on a plain scan [17, 18], and then, the diseased tissue
can be qualitatively diagnosed through the difference of con-
trast agent density. Contrast-enhanced scanning requires
high-pressure injection when the contrast agent is injected.
However, due to individual differences in heart patients,
some heart patients will ooze out after the injection of the
contrast agent. The contrast agent itself will have a certain
impact on the local skin tissue of the patient, mainly local
pain and tissue swelling.

With the rapid development of enhanced imaging exam-
inations, enhanced imaging examinations have been widely
used in medical imaging diagnosis and differential diagnosis,
which can improve the detection rate of lesions and the
accuracy of diagnosis. However, if the exudation is severe,
serious consequences such as tissue necrosis and limb dys-
function may occur. Therefore, predictive nursing interven-
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tion is particularly important.
As the success or failure of contrast agent injection for

enhanced imaging examination will directly affect the den-
sity identification of diseased tissues and normal tissues,
the care before and after the enhanced imaging examination
is one of the important links to ensure accurate and effective
image information. Therefore, the aim of this study was to
explore the effect of imaging nursing in an enhanced CT
scan for heart patients.

2. Materials and Methods

2.1. General Information. According to the established con-
trol experiment structure, this paper studies the imaging
nursing effect of enhanced scanning with multislice spiral
CT. The experimental structure is shown in Figure 1.

The 86 heart patients with enhanced imaging examina-
tion in our hospital were randomly divided into two groups.
The number of cases in each group is 43. The age of the test
group was 20-73 years, the average age was 44:9 ± 7:3 years,
and the male to female ratio was 24 : 19. The control group
was 21 to 70 years old, with an average age of 44:0 ± 6:4
years old, and the ratio of males to females was 20 : 23. The
comparison of the two groups of samples showed no signif-
icant difference (t = 0:608, P = 0:545). The specific situation
is shown in Figure 2.

2.2. Method

2.2.1. Control Group. A total of 43 cases were treated with
traditional care. After the scan, the heart patients were eval-
uated psychologically. Traditional nursing includes basic
nursing, treatment and medication, rehabilitation guidance,
health education, psychological nursing, and other nursing
work.

2.2.2. Test Group. A total of 43 cases were treated with imag-
ing care. The specific steps are as follows [19, 20].

The first step is to measure and record the patient’s
blood pressure, height, weight, etc. before the examination,
which helps to choose the contrast agent and determine
the amount of contrast agent. The nurse should carefully
read the examination application form and patiently ask
the patient’s condition and allergy history to determine
whether it is suitable for CT-enhanced examination. If the
patient needs an abdominal examination, fasting can avoid
intestinal substances affecting the examination results. Bar-
ium meal examinations have been carried out recently, and
CT-enhancement examinations can only be carried out after
1 week. Before the examination, check whether the patient
has residual barium meal. If residual, use diatrizoate meglu-
mine at a dose of 1000ml 2 hours before the examination.
And then, we use 500ml to exclude heart patients with aller-
gies and asthma from other substances, exclude heart
patients with contraindications, and strictly control the
examination of high-risk heart patients.

In the second step, the patient may have emotions such
as fear and anxiety due to the examination. Before the exam-
ination, the nurse should guide the patient’s psychology,
explain the knowledge of the contrast agent, and encourage
the patient to actively cooperate with the examination.

The third step is to strictly abide by the relevant operat-
ing regulations during the scan to avoid liquid leakage. The
nurse should make a reasonable choice of the injection posi-
tion according to the actual situation. During the puncture
process, strictly perform aseptic operations and select the
venous lumens of the extremities. After completing the
puncture and doing a good job of drug injection, place the
puncture arm to a comfortable position and instruct the
patient to rest for 0.5 to 1 hour and relax. If it is painful,
the nurse should inject analgesic drugs according to the
patient’s pain.

In the fourth step, after the scan, the nurse should assist
the patient to get out of bed and instruct the patient to drink
plenty of water, which can accelerate the excretion of drugs.
All kinds of first aid supplies are prepared in the CT-
enhanced scanning room to actively respond to unforeseen
adverse reactions. If the patient is mildly allergic and needs
to drink plenty of water and rest and if the patient is moder-
ately allergic, the intravenous channel needs to be estab-
lished quickly and injected with 10mg dexamethasone, if
necessary, 0.5~1mg epinephrine, and rescue preparations
will be made. Well, if the patient is severely allergic, he
should be rescued immediately, the emergency department
shall be notified, and the relevant cooperation work will be
done to treat the patient in the shortest time.

2.3. Observation Indicators

2.3.1. Incidence of Unpleasant Mood. The negative emotions
we studied include tension, uneasiness, and anxiety.

2.3.2. Nursing Satisfaction. Questionnaires were distributed
to heart patients to count nursing satisfaction. The survey
results were divided into 3 levels: very satisfied (V), generally
satisfied (G), and not satisfied (N). The calculation formula

Control groupTest group

Imaging nursing

Using four observation
indexes to judge nursing

effect

Traditional care

Randomly divide 86
patients into two

groups

Figure 1: The specific structure of the control experiment.
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of nursing satisfaction is as follows:

N = V +G
T

× 100%: ð1Þ

In Equation (1), N represents nursing satisfaction, V
represents very satisfactory, G represents general satisfac-
tion, and T represents the total number of cases.

2.3.3. Visual Analogue Scoring Method. This paper uses the
visual analogue scale (VAS) [21–24] to assess the patient’s
pain level. The total score is 10 points. The higher the VAS
score is, the more severe the pain.

2.3.4. Incidence of Contrast Media Extravasation. The calcu-
lation of the incidence of contrast agent extravasation is
actually the ratio of the number of cases of contrast agent
extravasation to the total number of cases.

2.4. Statistical Processing. SPSS 26.0 software processes the
data, counts for chi-square statistics, and measures data for
t test. P < 0:05 indicates that the difference is meaningful.

3. Results

3.1. CT Images. Figure 3 shows part of the multislice spiral
CT images of 86 heart patients with heart disease. The red
arrow points to the part of the heart disease. The patient
can be cared for more accurately through imaging. Imaging
nursing and traditional nursing intervention is applied to
examine the difference in treatment and diagnosis.

3.2. Comparison of Incidence of Unpleasant Mood. The inci-
dence of unpleasant mood in the test group was significantly
lower; compared with the control group, the difference was
significant (P < 0:05). The specific situation of the
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Figure 3: Multislice spiral CT image of a heart disease patient.
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occurrence of unpleasant mood is shown in Figure 4, and the
incidence of unpleasant mood and the results of statistical
processing are shown in Table 1.

3.3. Comparison of Nursing Satisfaction. The nursing satis-
faction of heart patients in the test group was significantly
improved compared with the control group, and the differ-
ence was significant (P = 0:007). The specific situation of
nursing satisfaction is shown in Figure 5, and the nursing
satisfaction and statistical processing results are shown in
Table 2.

3.4. Comparison of VAS Score. The VAS pain scores of the
test group and the control group are shown in Table 3.
The scores of the test group are significantly lower than
those of the control group, which proves that the nursing
effect of the multislice spiral CT-enhanced scanning is more
effective than traditional nursing.

3.5. Comparison of Incidence of Contrast Agent
Extravasation. It can be seen from Figure 6 that the inci-
dence of contrast agent extravasation in the test group is
lower than that in the control group (P = 0:042), and imag-
ing nursing has a great advantage in contrast agent
extravasation.

4. Discussion

In the process of enhanced scanning with multislice spiral
CT, heart patients need to be injected intravenously with a
water-soluble organic iodine contrast agent. The X-ray
absorption rate of the diseased tissue is increased. Compared
with the normal tissue, the difference is obvious. The display

rate of the disease is greatly improved. The contrast is signif-
icantly enhanced.

However, due to the invasiveness of the examination and
the use of contrast agents and because the heart patients do
not understand the relevant knowledge, they are prone to
different levels of unhealthy emotions, and patient care
should be strengthened. During the nursing process, nurses
should pay attention to the psychological fluctuations of
heart patients, do a good job of diversion, actively imple-
ment various nursing countermeasures, prompt heart
patients to actively cooperate with the examination, deepen
heart patients’ understanding of relevant knowledge, and
prompt heart patients to successfully complete the examina-
tion [25–27]. Heart patients are provided with symptomatic
treatment, which will ultimately significantly improve
patient treatment effects.

Clinical studies have shown that the accuracy of CT-
enhanced scanning will be directly affected by the sharpness
of the image. In addition to the scanning technology, the
image quality is also related to the patient’s mental state.
Therefore, before, during, and after the enhanced multislice
spiral CT scan of the patient, individualized nursing inter-
vention should be taken to help the patient relax and main-
tain a good emotional state, to pay attention to observe
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Figure 4: The specific situation of unpleasant emotions.

Table 1: Comparison of incidence of unpleasant mood.

Type Test group Control group

Incidence of unpleasant mood 9.3% 23.3%

χ2 value 3.071

P value 0.039
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whether there are adverse reactions, and to do a good job of
coping. The purpose of nursing is to improve the clarity of
scanned images and patient satisfaction. For prediction of
the optimized nursing effect, a deep learning platform [28]
can be utilized to enhance the nursing intervention.

5. Conclusion

According to the experiments in this paper, the incidence of
unpleasant emotions in the test group was significantly
lower, and the data comparison between the groups was
<0.05. The results suggest that the clinical application value
of imaging nursing is higher and can be referred to clinically.
In addition, the VAS pain score of the test group was lower
than that of the control group, and the incidence of contrast
agent extravasation was also significantly lower than that of
the control group.

In summary, multislice spiral CT enhanced scan heart
patients have an ideal effect and high feasibility. It can signif-
icantly alleviate heart patients’ unpleasant mood and reduce
the incidence of contrast agent leakage. As such, our study is
clinically worth promoting.
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Phrase identification plays an important role in medical English machine translation. However, the phrases in medical English are
complicated in internal structure and semantic relationship, which hinders the identification of machine translation and thus
affects the accuracy of translation results. With the aim of breaking through the bottleneck of machine translation in medical
field, this paper designed a machine translation model based on the optimized generalized likelihood ratio (GLR) algorithm.
Specifically, the model in question established a medical phrase corpus of 250,000 English and 280,000 Chinese words, applied
the symbol mapping function to the identification of the phrase’s part of speech, and employed the syntactic function of the
multioutput analysis table structure to correct the structural ambiguity in the identification of the part of speech, eventually
obtaining the final identification result. According to the comprehensive verification, the translation model employing the
optimized GLR algorithm was seen to improve the speed, accuracy, and update performance of machine translation and was
seen to be more suitable for machine translation in medical field, therefore providing a new perspective for the employment of
medical machine translation.

1. Introduction

Affected by the raging novel coronavirus the world over,
medical English translation has become an active and
important communication medium in the fight against the
epidemic among the countries. In recent years, the number
of machine translation applications has witnessed a boom
due to the fact that education and technology develop at
the fastest speed that we have ever seen [1]. These applica-
tions, however, are mainly concentrated in the translation
of such fields as cultural exchanges, economy, politics, and
academic literature. Less attention was seen to be paid to
the special field, for example, medical English translation
in question. Moreover, existing machine translation technol-
ogy did exhibit some drawbacks when applied to the field of
medical translation. For instance, there are terms represent-
ing categories and concepts in medicine, whose semantic
relationship is complicated within these phrases, posing

problems for the phrase identification in current machine
translation. Accordingly, the accuracy of the identification
in machine translation is seen to fail to meet the standards
of medical translation. As we all know, phrase identification
plays a crucial role in machine translation. Notably, one of
the difficulties of the current English-Chinese machine
translation is the resolution of phrase ambiguity [2]. Fur-
thermore, medical terms usually display a high degree of
ambiguity in both English and Chinese languages, which
makes the syntactic analysis in machine translation
extremely complicated. But this ambiguity, to a large extent,
can only to be solved by phrase identification, and thus,
machine translation is inseparable from phrase identifica-
tion. Along this line of consideration, the core issue affecting
the quality of machine translation is the machine’s perfor-
mance to deal with ambiguities based on employing appro-
priate phrase identification. To be specific, structural
ambiguity is one of the most complex ones, and previous
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researchers studied this phenomenon from multiple angles
and proposed a variety of methods for phrase identification
and disambiguation [3].

Joty et al. [4] applied a rule-based algorithm to phrase
identification via calling the rules in question to obtain cor-
rect labeling, trying to establish a complete and accurate set
of labeling rules. This algorithm could accurately describe
the certain phenomenon between part of speech colloca-
tions. However, it was not seen to be a satisfying solution
to structural ambiguity of the phrases since the language
coverage of the rules was limited, the compilation and the
maintenance of the huge rule base were overwhelming, and
the priority and the conflict between the rules were not easy
to be settled.

Banik et al. [5] used statistical algorithm for phrase iden-
tification. The algorithm was described to collect the lan-
guage information in the training corpus via statistical
methods. To be specific, the information of the language in
statistical algorithm was used as an automatically “summed
up” language phenomenon and was applied to the test cor-
pus to obtain the correct part-of-speech tagging [6–9]. Evi-
dently, this algorithm considered the dependence among
parts of speech from a macro perspective, which was seen
to cover most language phenomenon, thus possessing an
overall higher accuracy and stability. Comparatively, the
accuracy of statistical algorithm in describing the phenome-
non of determining part of speech collocation was not as
good as that of the rule-based algorithm.

Hybrid algorithm was also employed by the researchers
for phrase identification. The hybrid method, as the name
implied, referred to the combination of rule-based algorithm
and statistical algorithm. Namely, its part-of-speech tagging
model combined those of the two algorithms, which was
regarded as the most effective tagging method based on the
statistical algorithm tagging mode via the rule-based algo-
rithm. Nevertheless, hybrid algorithms still could not resolve
structural ambiguities to a large extent. In summary, in these
automatic phrase identification algorithms, some structures
that were extremely simple in artificial translation could
not yet be accurately identified.

After reviewing the above literature, it is not difficult to
find that the intelligent identification of phrases is to recog-
nize and summarize the phrases in the sentence, to mark
their part of speech and syntax, and automatically to com-
bine and translate them against the corpus, eventually
obtaining the corresponding translation results. Evidently,
nowadays, there are quite many English translation model
designs, most of which were designed based on word-sense
disambiguation and semantic role labeling. To a certain
extent, they could partly meet the needs of users. However,
medical translation is different from other general transla-
tion activities. It has higher requirements for accuracy and
professionalism. Therefore, common part-of-speech identifi-
cation technologies could hardly meet the requirements of
medical English translation.

As mentioned in the foregoing sections, intelligent
phrase identification was regarded as the core of medical
English translation since it could facilitate the selection of
translation samples and the precise alignment of parallel

corpus. Furthermore, the use of phrase intelligent identifica-
tion technology could effectively remove structural ambigu-
ity. Along this line of consideration, the present paper used a
machine translation model on the basis of an optimized like-
lihood ratio (GLR) algorithm [10]. To be specific, the algo-
rithm in question constructed a medical phrase corpus of
approximately 250,000 English and 280,000 Chinese words
labeled, making the phrases searchable. These phrases, like
those of vocabulary, were made to possess such features as
subcategories, morphology, semantics, and other character-
istics. In effect, these features were mainly reflected by the
central word of a phrase. Accordingly, the part-of-speech
identification result was obtained while recognizing the
short syntactic structure, and the ambiguity of the English-
Chinese structure in the part-of-speech identification was
corrected in accordance with the syntactic function of the
parsing linear table. Finally, the recognized content was
obtained, and the actual range of the position of the phrase
in translation was therefore determined. Therefore, the
model based an optimized GLR was assumed to alleviate
the structural ambiguity in the current medical translation
to a certain extent and to improve the accuracy of phrase
identification.

2. Intelligent Modes Based on Optimized GLR

2.1. Construction of Medical English Intelligent Translation
Model. The machine translation model based on the bilin-
gual corpus is seen to make its translation more accurate
via the identification of phrases, thus contributing more help
to translators. Therefore, corpus, especially bilingual corpus,
is increasingly gaining attention and application in current
intelligent translation models. To be specific, accurately
labeling the English-Chinese bilingual phrase corpus and
storing it in the corpus would, to a large extent, improve
the accuracy and efficiency of the phrase identification algo-
rithm in the machine translation process, which would serve
as an effective auxiliary tool for translators to improve trans-
lation quality and efficiency [11–13]. Corpus, however, is a
multiangle, multilevel, and multidomain research tool,
whose classification is intricate and still seems to be an open
question. In spite of that, the English-Chinese bilingual med-
ical phrase corpus is homogenous, that is, it only collected
the same type of content. Accordingly, this type of corpus
would be more accurate and professional when applied to
machine translation in specific fields, and meanwhile, the
probability of ambiguity in semantic identification would
also be reduced.

Notably, the following three aspects were considered in
the construction of the English-Chinese bilingual medical
corpus in question. First is the field of the corpus. Medical
field is regarded as an important one of machine translation
applications. Communication in medicine, as we know, is
often carried out among hospitals, firms, and individuals
using different languages, especially English and other lan-
guages. Therefore, a certain demand for machine translation
cannot be avoided in such an information-explosion era.
From a linguistic point of view, medical English is unique
in stylistic features, i.e., obvious syntactic and morphological
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features, such as rich terminology, rigorous long sentence
structure, and standardized wording. Moreover, its written
medical tests are stylized. Thus, these features make it more
suitable for the research and application of machine transla-
tion. Second are the size, the genre, and the style of the cor-
pus. Due to the limited time and manpower, the scale of the
English-Chinese bilingual medical phrase corpus in this
paper was positioned at 15,000 sentence pairs, with the genre
of the corpus being medical language and with the style
being written and spoken language. Third is the collection
and the sorting of corpus. The collection and arrangement
of corpus was composed of five processes: corpus collection,
clauses, English-Chinese alignment, deduplication, and
proofreading, separately. To be specific, the source of the
corpus was from publicly issued books and electronic jour-
nals, and the corpus itself was in terms of sentence-level par-
allel. Moreover, the original corpus collected initially was
paragraphs, and then, the phrases of which were divided into
sentences. The division of sentences, however, was mainly in
terms of English ones. Furthermore, in the English-Chinese
alignment stage, Chinese sentences were matched to their
English counterparts, and after the alignment of English
and Chinese, the duplicates were removed. Therefore, there
were no repeated English sentences in the corpus. Further-
more, the final process was proofreading, while other aspects
remained the original appearance of the corpus. Thus, the
authenticity of the corpus was assured.

Accordingly, the phrase corpus of medical translation
model constructed in this paper contained 250,000 English
words and 280,000 Chinese counterparts, which could meet
the needs of constructing 10,000 sentences and 5000
phrases. As is shown in Table 1, the medical phrase corpus
was homogeneous, mainly focusing on medical-related pro-
fessional terms, and could be translated between English and
Chinese in various medical fields such as clinical, pharmacy,
and imaging. To be specific, the English phrase corpus and
that of Chinese were marked separately, meanwhile distin-
guishing the tenses of different phrase corpus. Evidently,
the corpus processing method was composed of three parts:
data, level, and processing mode, separately. Specifically, the
type of data was text format, and the level of part of speech
and alignment were selected. Additionally, the processing
method adopted direct interaction between human and
machine, carrying out a series of operations of translation
and promoting the authenticity and accuracy of phrase cor-
pus translation. The specific corpus information is shown in
Table 1.

2.2. The Optimized Algorithm Employed in the Model. As
mentioned in the foregoing sections, phrase-level syntax
analysis was the core of the intelligent identification algo-
rithm of machine translation, while the GLR algorithm was
a commonly used algorithm in part-of-speech identification
[14]. To be specific, this algorithm was the one that identi-
fied context-independent languages via the analysis tables
of “action” and “goto.” Furthermore, each table entry con-
tained multiple shifts or reduction actions in which each
entry and each exit of the stack existed in terms of the state
symbol pair. However, when there was ambiguity between

advancement and statute, the GLR algorithm would apply
the graph structure stack technology to copying the analysis
stack, allowing each analysis stack to complete an action in
the analysis table, while retaining multiple possibilities to
generate multiple identification results. Then, an indepen-
dent analysis would be carried out on these identification
results. Particularly, when an error occurred in one of the
analysis stacks, this analysis stack was discarded and other
analysis results were output [15, 16].

Therefore, when a machine translation model using the
GLR algorithm was applied to the translation in medicine, the
following problems would arise. First, the number of identifica-
tion results given by the GLR algorithm was uncertain, and
there would be overlapping data in the identification results,
which affected the accuracy of the identification results and thus
hindered the quality of translation. Second, in the results of the
GLR algorithm, each chunk was not seen to be compatible with
one another, that is to say, phrases, unlike those of vocabulary,
did not have semantic, morphological, and subcategory charac-
teristics. Finally, the central word of the syntax structure was
not specified in the results of the GLR algorithm.

To avoid the problems mentioned above, this paper, how-
ever, used a GLR algorithm that had been expanded and opti-
mized. Specifically, this algorithm in question employed a
context-independent grammatical form in the system and
expanded its start symbol S and production formula P. More-
over, it analyzed the structure of the phrase via phrase, which
effectively reduced the probability of overlapping data points.
Its algorithm form was a quaternion, as shown in

G = VN, VT, S, αð Þ: ð1Þ

In Equation (1),VN represented a nonterminal symbol set,
which was a nonempty finite set; VT represented a terminal
symbol set, which was likewise a nonempty finite one, and
the elements in VT and VN did not overlap. S stood for the
start symbol set, an element in VN, and a syntactically recog-
nizable phrase symbol set. α represented the set of produc-
tions. Assuming that P was any action in α and P ∈ VN, the
production (2) could be obtained:

P⟶ θ, C, β, γf g: ð2Þ

In Equation (2), θ, C, β, and γ represented the right sym-
bol string, center symbol, restriction condition, and target
conversion mode of the action, respectively. Among them, θ
and C belonged to both VT and VN, and γ could belong to
bothVT andVN. The improvedGLR algorithm stipulated that
the top symbol of the linear table of the identification result
was consistent with θ, the restriction condition β should be
true, and the center symbol C should be a numeric value,
not a null value. Only the identification result that met the
above three criteria was the result of phrase part-of-speech
identification.

2.3. The Process of Algorithm Designed in the Model. In cur-
rent English-Chinese machine translation algorithms, the
part-of-speech identification result of the phrase corpus
was usually output as the final result of translation, which
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mainly relied on the part-of-speech analysis of the corpus.
However, the identification in question did not improve
the structural ambiguity between English and Chinese lan-
guages, and thus, it hindered the accuracy of the translation
results. Therefore, it was difficult to meet the high-accuracy
and high-precision requirements of medical English
translation.

Along this line of consideration, it was essential to cor-
rect the results of identification in the process of machine
translation [17–19]. Therefore, this paper further considered
the correction of the results of the identification and identi-
fied phrase actions via the analytic linear table in the process
of performing part-of-speech analysis against the optimized
GLR algorithm. In addition, errors of the identification
would be analyzed via such pointers as advancement, speci-
fication, acceptance, termination, error, and correction due
to the fact that the analytic linear table also owned the func-
tion of syntactic identification. These errors were finally to
be corrected by searching the marked content in the phrase
corpus. The detailed phrase correction algorithm flow is
shown in Figure 1.

In Figure 1, there were 6 actions involved in the entire
algorithm, namely, advancement, statute, acceptance, termi-
nator, error, and correction. Moreover, the relationship
between advancement and statute could be evidently
observed in which lay the similarities and essential differ-
ences. On the one hand, the similarity was that the two func-
tions were similar both of which were to replace the position
of the terminator in the analytical linear table. On the other
hand, the difference between them was that the advance-
ment referred to putting the current state and symbols on
the stack and moving down the analysis pointer. However,
statute referred to reinvoking the constraint condition func-
tion to check the rule condition. If the conditions were met,
each subnode would be popped from the symbol stack to
form a nonterminal syntactic structure tree. At the same
time, the identification pointer of the central word was
pointed to the corresponding central one, eventually gener-
ating the translation of the current nonterminal character
in accordance with the mode of translation. Conversely, if
the conditions were not met, the terminator pointer was
directly placed. Specifically, terminator replacement meant
that if the terminator pointer was not placed, the current
system terminator was mapped to the analysis table termina-

tor via the symbol mapping function; if the termination
pointer was entered, the current system terminator was
directly mapped to the analysis table terminator.

It should be pointed out that before the terminator
replacement the type of pointer was required to be identified
in the optimized and expanded GLR algorithm. To be spe-
cific, suppose that it was a statute pointer and then whether
the constraint function of the pointer belonged to the phrase
corpus should be checked; if not, the termination pointer
was directly placed. The terminator generally appeared at
the backup point with structural ambiguity. Therefore, when
it was queried, a phrase structure tree would be formed, and
the central symbol would be check whether it was placed on
the correct sentence structure. If it was not correct, then the
algorithm in question would call up error pointer to correct
the identification result of the part of speech. As shown in
the figure, there were multiple phrase identification outputs
in the entire correction process of the algorithm, and one
acceptance pointer only output one identification result.
However, when multiple identification results appeared at
the same time, the correction process would write them into
the same node of the phrase structure tree, and the receiving
pointer then would automatically treat it as one identifica-
tion result.

3. Model Design Verification

In order to detect the actual effect of the medical English-
Chinese translation model on the basis of the optimized
GLR algorithm, relevant evaluations were carried out in
the research. Furthermore, the main performance indicators
of the evaluation included the accuracy of the translation
results, the translation speed, and the update ability, sepa-
rately. Specifically, the evaluation team of the experiment
was composed of 5 English-Chinese translation machines,
5 professional medical translators, and professional scorers.
Among them, 5 English-Chinese translation machines chose
rule-based algorithm, statistical algorithm, hybrid algorithm,
GLR algorithm, and optimized GLR algorithm, respectively.
Moreover, 5 professional medical translators all owned more
than 10 years’ experience in medical translation and worked
together as a team, negotiating, and forming the only version
of the tested material.

Table 1: Corpus information of English-Chinese bilingual medical phrases.

Element Nature Content

Corpus composition

Scale
250,000 English words
280,000 Chinese words,

Scale of use Clinical, pharmacy, imaging, inspection, etc.

Style Spoken and written

Tense Past, present, future

Corpus processing

Data Text

Level Part of speech, alignment

Processing Man-machine communication

Corpus application Scale Medical English translation
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In our paper, 5 English-Chinese machine translators
translated the designated 70 medical terms and 70 ran-
domly chosen medical English sentences in the evaluation
process. Likewise, professional medical translators translate
the same 70 phrases and 70 randomly chosen sentences.
Then, the scorers would score the results of the machine
translators, respectively, in accordance with certain rules.
Specifically, the score would be given according to such
rules as translation accuracy, translation speed, and update
performance. To put it concretely, the translation accuracy
was scored based on the clarity and accuracy of the trans-
lation, and the total score was 100 points. Furthermore,
the translation speed was based on the total identification
time multiplied by the weight, and then, the sum was
divided by the number of phrase identification. The
update capability, however, depended on the total update
time multiplied by the weight, and then, the sum was
divided by the number of phrase identification. Addition-
ally, the weight of each score was the translation accuracy
of 0.6, the translation speed of 0.2, and the update perfor-
mance of 0.2.

4. Results and Discussion

The detailed experimental results are shown in Figures 2 and 3.
From the results in Figure 2, the machine translation based

on the optimized GLR algorithm was seen to be the best of its
kind in terms of translation accuracy, translation speed, and
update performance. Furthermore, as the comprehensive eval-
uation results showed in Figure 3, the optimized GLR algo-
rithm ranked the highest with a score of 94.4, while the
statistical algorithm ranked the lowest with a score of 79.4.
However, the hybrid algorithm was not much different from
the optimized GLR algorithm in the final test score. The main
gap between the two was centered on the score in update per-
formance. Combined with Figures 2 and 3, it is obvious that
the optimized GLR algorithm had obvious performance
advantages over other algorithms, which was seen to be more
suitable for medical translation.

In order to test the performance of removing the
structural ambiguity among different algorithms in real
cases, this paper also employed a Chinese sentence that
is related in medicine. “Tóutòng zhīqián de zhèngzhuàng
yǒu kěnéng shì yóu dànǎo bùfèn qūyù gōngxiě shùnjiān
jiǎnshǎo suǒ dǎozhì de” was selected for translation, and
the results were compared among the translation model
based on rule-based algorithm, statistical algorithm,
hybrid algorithm, GLR algorithm, optimized GLR algo-
rithm, and artificial translation. The results are shown in
Table 2.

It can be found from Table 2 that translations based
on statistical algorithms, rule-based algorithms, hybrid
algorithms, and GLR algorithms were basically correct
from a grammatical perspective, but from a semantic
point of view, they were not very complete. In particular,
the translation results of statistical algorithms were
ambiguous, and the translation results were not very
accurate. In addition, of the 5 algorithms, four did not
translate the Chinese word “zheng zhuang,” symptom,
into English. Evidently, only the optimized GLR algo-
rithm translated it into English. From the comparison
of the semantics of the translation results, only the
machine translation based on the optimized GLR algo-
rithm was the closest to the artificial translation. There-
fore, compared with the machine translation of other
algorithms, it can be clearly seen that the machine trans-
lation result of the optimized GLR algorithm was more
accurate in part-of-speech identification, the translation
result was the closest to the artificial result, and the iden-
tification accuracy reached more than 96. This showed
that the optimized GLR algorithm was more suitable for
machine translation.
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Correction Error
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Figure 1: Intelligent identification algorithm correction flow.
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5. Conclusion

In order to improve the performance of machine translation
in medicine field, this article designed an intelligent medical
English translation model via expanding and optimizing the
traditional GLR algorithm, which was seen to be capable of
removing the structural ambiguity of English and Chinese
medicine terms. The algorithm in question constructed the
phrase structure through the phrase center point and
endowed a phrase with such characteristics of a word as
semantics, morphology, and subcategory, thus improving
the accuracy of the phrase identification. Particularly, when
this algorithm was applied to machine translation in medi-
cine, correction pointer was added in the identification pro-
cess. Therefore, when structural ambiguities were
encountered, the syntactic function of parsing linear tables
was to be used to correct the English and Chinese structural
ambiguities in the results of part-of-speech identification.
Notably, this algorithm largely changed the low accuracy of
phrase part-of-speech identification among traditional algo-

rithms and improved the accuracy of machine translation’s
performance in medicine. The results of the evaluation
showed that, compared with other algorithms, the transla-
tion model on the basis of the optimized GLR algorithm
was more accurate in identification, faster in translation
speed, and stronger in update performance. Accordingly, it
was seen to be more suitable for medical English machine
translation. An intelligent medical English translation model
based on deep learning algorithms [20–22] may be devel-
oped in future implementations.
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Table 2: Results of translation examples.

Method Content

Statistical algorithm
The headache aforementioned has possibility that it is caused by the brain’s parts of blood supply reducing

suddenly.

Rule-based algorithm The headache before may be caused by an instantaneous reduction in blood supply to parts of the brain.

Hybrid algorithm It is likely that the headache may be caused by a sudden reduction in blood supply to parts of the brain.

GLR algorithm The headache before is probably caused by an instantaneous reduction in blood supply to parts of the brain.

Optimized GLR
algorithm

It is possible that the symptoms before the headache may be caused by an instantaneous reduction in blood supply
to parts of the brain.

Artificial translation
It is possible that the symptoms preceding the headache result from a transient decrease in blood supply to areas of

the brain.
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Recently, researches on data-driven faulty identification have been achieving increasing attention due to the fast development of
the modern conditional monitoring technology and the availability of the massive historical storage data. However, most
industrial equipment is working under variable industrial operating conditions which can be a great challenge to the
generalization ability of the normal data-driven model trained by the historical storage operating data whose distribution
might be different from the current operating datasets. Moreover, the traditional data-driven faulty prognostic model trained
on massive historical data can hardly meet the real-time requirement of the practical industry. Since the hierarchical feature
extraction can enhance the model generalization ability and the attention learning mechanism can promote the prediction
efficiency, this paper proposes a novel bearing faulty prognostic approach combining the U-net-based multiscale feature
extraction network and the CBAM- (convolutional block attention module-) based attention learning network. First, time
domain conditional monitoring signals are converted into the two-dimensional gray-scale image which can be applicable for
the input of the CNN. Second, a CNN model based on the U-net structure is adopted as the feature extractor to hierarchically
extract the multilevel features which can be very sensitive to the faulty information contained in the converted image. Finally,
the extracted multilevel features containing different representations of the raw signals are sent to the designed CBAM-based
attention learning network for high efficiency faulty classification with its unique emphasize discrimination characteristic. The
effectiveness of the proposed approach is validated by two case studies offered by the CWRU (Case Western Reserved
University) and the Paderborn University. The experimental result indicates that the proposed faulty prognostic approach
outperforms other comparison models in terms of the generalization ability and the speed-up properties.

1. Introduction

With the advent of the large-scale manufacturing of the
modern industry, the prognostic and health management
(PHM) of the manufacturing equipment has been becoming
increasingly important. Bearings, regarded as the key com-
ponent of the industrial machine, play a significant role in
the health status of the whole equipment whose failure
might directly result in total collapse. Therefore, the accurate
and effective prediction of the bearing fault can not only save
the periodical maintenance cost but also improve the reli-
ability of the whole equipment. Traditional faulty prognostic
approach can be mainly categorized into three schemes:

signal-based approach, physical analyzing-based approach,
and pattern recognition-based approach. The signal-based
approach, especially the vibration signal-based approach,
can be the most commonly used one in the faulty prediction
of the industrial mechanical components. By using the time
domain, frequency domain, and the time-frequency analysis,
the vibration-based faulty prognostic approach can be very
sensitive to the machine faulty symptom. Hong and Dhupia
[1] proposed a vibration-based faulty prognostic model by
analyzing the kurtosis of strong impact circle of the vibration
spectrum. Borghesani et al. [2] established a vibration-based
faulty prognostic model by analyzing the relationship between
the Kurtosis, square envelop spectrum and cepstrum
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prewhitening. A novel band demodulation approach is pro-
posed for the faulty prognostic of the rolling bearings. Apart
from the vibration-based approach, the temperature-based
approach and oil analysis-based faulty prognostic approach
can also be very effective [3–5]. The signal-based faulty prog-
nostic approach is totally based on the understanding of the
target monitoring signal whose prediction accuracy can be
limited to the priori domain expertise knowledge. Moreover,
the manual feature extraction and alarming threshold setting
of different target signal can be labour cost [6].

In addition to the signal-based approach, the physical
analyzing-based approach has also been studied in recent liter-
ature. The physical analyzing approach aims at establishing
the physical equation based on the material characterization.
Xu et al. [7] analyzed the degradation situation of the
aluminium-steel joint by analyzing the profile effects of the
underwater friction stir welding tool pin on the on the proper-
ties of aluminium steel joint. Xu et al. [8] established a com-
posite material fatigue analyzing evaluation based on the
analysis of the dispersion wave characteristics of laminated
composite nanoplate.

To overcome the above issue existed in the signal- and
physical analyzing-based approach, the pattern recognition-
based approach, usually realized by the deep learning model,
is proposed for the faulty prognostic tasks. The deep learning
models can replace the manual feature extraction with its
power automatic learning ability of representative features
and the nonlinear input-output mapping relationship in com-
plex system with its deep nonlinear network structure [9–11].
As one of the most effective deep learning models, the convo-
lution neural network model has shown its promising ability
in hierarchical feature learning and intelligent faulty prognos-
tic [12–18]. The CNN-based faulty prognostic approaches
have achieved comparatively higher accuracy than the
signal-based approaches; however, there still exists some
points needed to be considered.

(1) It is assumed that the training datasets and the test-
ing datasets are collected under the same operating
situation; however, in the real industrial environ-
ment, the operation condition such as the bearing
rotating speed and the load of the equipment can
be variable in different time segments. The perfor-
mance of traditional CNN-based faulty prediction
approach can be vulnerable when the load condition
vary. How to boost the model generalization ability
remains a challenge

(2) In the traditional CNN-based faulty prediction
approach, only the last feature layer, which is highly
related to the specific task or datasets, is used for the
faulty prognostic task. However, some generalized
characteristics are contained in the low-level hidden
layers which are not well preserved in the high-level
feature. How to jointly use these multilevel features
remain a problem

Since the low-level features reserved in the hidden layers
are universal and similar for different but related distributed
datasets or tasks, the multiscale hierarchical feature learning

has been studied in recent literature [19–23]. Ding and He
[20] combined the second max pooling layer with the last
convolution layer as the categorical feature image for spindle
bearing fault diagnosis. Sun et al. [21] connected both the
third and the fourth convolution layer into the last hidden
layer of the CNN network so that the model generalization
ability can be enhanced. Lee and Nam [22] incorporated sev-
eral low-level features with the extracted high-level feature.
The concatenated feature vector is fed into a SVM detector
for the prediction. In order to fully utilize the hierarchical
features learned by the CNN model, Xu et al. [23] extracted
the feature image of two pooling layers and one fully con-
nected layer from the CNN model. These features are fed
to the ensemble learning model of three random forests for
final prediction.

Since these literature directly extract multiple feature
layers from the traditional CNN and send them to the classi-
fier for faulty prognostic, it is questionable whether the tradi-
tional CNN network has enough hierarchical feature
learning ability and whether it is appropriate to directly use
the multilevel features for practical faulty classification prob-
lem. The following two points need to be further considered.

(1) In current literature, the multilevel and multiscale
features are extracted from the traditional CNN net-
work such as the most commonly used LeNet-5, but
the network itself has limited hierarchical feature
learning ability which hinders the model generaliza-
tion ability somewhat

(2) In current literature, the extracted multilevel feature
images are directly used for the faulty classification
tasks. Nevertheless, there exists some abundant fea-
tures contained in these extracted feature images
which has less relationship to the prognostic task.
These abundant features greatly increase the compu-
tation cost, and the highly related features might be
concealed by them, thus causing reduction of the
prognostic efficiency and the prognostic accuracy

Dealing with the above two issues, this paper takes full
advantage of the powerful hierarchical feature learning abil-
ity of the U-net CNN and the discriminative feature selec-
tion ability of the attention learning network. The major
contributions of this research are as follows: considering
the first issue listed above, an improved CNN based on U-
net structure is designed as the hierarchical feature extractor
network which has already been proved about its powerful
hierarchical feature learning ability in the medical image
area; considering the second issue listed above, a designed
attention learning network based on several CBAM- (convo-
lutional block attention model-) based attention learning
blocks is used for the faulty classification with its unique dis-
criminative feature selection mechanism for eliminating the
redundant features; the rest structure of this paper is orga-
nized as follows: Section 2 briefly reviews the related theory
and the methodology used in this paper; Section 3 presents
the overall flowchart and the technical detail of the proposed
faulty prognostic method; Section 4 presents the experimen-
tal result including the ablation study and the comparison
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experiment with other traditional prognostic approaches;
finally, the conclusion and future work of this paper are pre-
sented in Section 5.

2. Related Theory and Methodology

2.1. Multiscale Feature Extraction and U-Net. As a typical
representation of deep learning model, the convolution neu-
ral network can automatically learn the structured and rep-
resentative features from the raw datasets through layer-to-
layer propagation scheme. Since the convolution neural net-
work can learn multiscale hierarchical features of raw data,
researches on making full use of features in the multilayers
of the CNN have achieved considerable attention which
has been proved to have better generalization ability [21].
There are some famous CNN models such as LeNet-5 [24],
Alex-Net [25], VGG-Net [26], Google-Net [27] and U-Net
[28], among which the CNN model based on U-Net struc-
ture has shown its great advantage in hierarchical feature
learning.

U-Net, as a new structure of CNN, has already been fre-
quently applied into the task of image classification, segmen-
tation, detection, and tracking in the medical imaging and
biochemical area due to its powerful hierarchical feature
learning ability [29]. Gao et al. [30] proposed an improved
U-net-based image segmentation method for the blood ves-
sel segmentation. In order to combine complementary mag-
netic resonance image protocols to reconstruct the high-
quality image, Lei et al. [31] proposed a Dense-UNet to
reconstruct T2-weighted image (T2WI) using both T1-
weighted image (T1WI) and undersampled T2WI. Nazem
et al. [32] proposed an improved 3D version of the U-net
model based on the dice loss function to predict the binding
sites of new proteins accurately. Dogan et al. [33] proposed a
two-phase hybrid approach combining the Mask R-CNN
and the 3D U-net for high-accuracy automatic segmentation
of pancreas in CT imaging. Chae et al. [34] proposed a resid-

ual U-Net combined with an attention learning module for
the image segmentation of the pressure ulcer (PU) region.

To the best of our knowledge, it is the first time that the
“U-net” is used as a feature extractor in the area of equipment
faulty prognostic. Normally, the U-net-based CNN network
consists of two parts, the max-pooling period in the left and
the upconvolution period in the right which jointly construct
the “U” structure as shown in Figure 1. It usually consist of
four kinds of operations, namely, convolution, max-pooling,
transpose-convolution, and skip connection.

2.1.1. Convolution Operation. The convolution layer consists
of a series of feature maps which is obtained through the
convolution operation between the convolution kernel and
the input as shown in

Xj
α = f 〠

n

β=1
Wj

α,β ∗ Xj−1
β + bjα

 !
: ð1Þ

Xj
α denotes the αth output feature map of the jth layer;

Xj−1
β denotes the βth input feature map of the ðj − 1Þth layer;

Wj
α,β denotes the convolution kernel between the feature

map Xj
α and the feature map Xj−1

β . The f ð∗Þ denotes the acti-
vation function. In order to increase the nonlinearity of
CNN, the rectifier linear units (Relu) is adopted in this paper
due to its excellent performance. The ReLu function can be
expressed as shown in

Xj
a =max 0, Xj′

a

� �
: ð2Þ

2.1.2. Max-Pooling Operation. In order to release the model
parameter size as well as the overfitting problem, the pooling
operation is executed along with the convolution operation.
Since the convolution kernels for the same feature map share
the same weight and bias, a max-pooling layer is added to

Input 
image

tile

Max-pooling
Transpose-convolution

Convolution

Skip connection

Figure 1: The conventional U-net structure.

3Journal of Sensors



each convolution layer, producing lower resolution feature
maps through subsampling operations. The max-pooling
function can be defined as illustrated in

XS1∗S2
a =max XS1′∗S2′

a : S1 ≤ S1′ < S1 + λ, S2 ≤ S2′ < S2 + λ
� �

,

ð3Þ

where the XS1∗S2
a and XS1′∗S2′

a denote the S1 ∗ S2 pixel in the ath
feature map before and after max-pooling operation. The
parameter λ denotes the stride size of the pooling window
whose value should be larger than 1. The max-pooling oper-
ation decreases the size of the feature maps and subsamples
the highest resolution proportion of the input feature image
which greatly reduce the parameter number of the CNN
model.

2.1.3. Transpose Convolution. In order to obtain the feature
image which has the same size as the input image, the trans-
pose convolution operation is applied along with the max-
pooling process. During the transpose convolution process,
the domain interpolation is the most commonly used tech-
nology as shown in

XI∗I
a = Deconv Xi∗i

a

� �
,

I = i + 2p − k
s

+ 1,
ð4Þ

where the Xi∗i
a denotes the i ∗ i pixel value in the ath feature

map before the transpose convolution operation and XI∗I
a

denotes the I ∗ I pixel value in the ath feature image after
the transpose convolution operation; the parameter S
denotes the stride step of the transpose convolution, and
the parameter p denotes the zero padding. The kernel size
of the transpose convolution kernel is k ∗ k.

2.1.4. Skip Connection. The U-net is a typical encoding-
decoding structure. The encoding process is realized by the
max-pooling operation while the decoding process is real-
ized by the transpose convolution operation. In order to
compensate the information loss during the max-pooling
process, the U-net utilizes the concatenation layer to realize
the feature fusion of the two symmetrical feature images
located in the max-pooling and transpose processes, respec-
tively, which is called skip connection. The “skip connec-
tion” enhances the hierarchical feature learning ability of
the U-net without resolution loss.

2.2. Attention Learning and CBAM. The attention learning is
first inspired by the cognitive neuroscience. When dealing
with a certain task, people will pay more attention to the
important issue while paying less attention to the unimpor-
tant ones. Based on this notion, the attention mechanism is
first proposed by Treisman and Gelade in 1980s [35]. The
attention mechanism is aimed at assigning different weights
to different proportions of the input based on the contribu-
tion of the different input proportions to the output. It has
already been successfully applied into the area of natural lan-
guage processing, machine translation, pattern recognition,
and large equipment maintenance due to its powerful ability
of extracting discriminative features [36].

Chen et al. [37] proposed an attention-based deep learn-
ing framework for machine’s RUL prediction. In his paper,
the proposed approach first exploits the LSTM network to
learn representative sequential features from raw sensory
data, then the attention learning network is utilized to learn
the importance of the sequential features and assign larger
weights to more important ones. Chen et al. [38] applied a
spatial-temporal convolution neural network with convolu-
tion block attention module for microexpression recogni-
tion. First image sequences were input to a medium-sized
convolution neural network (CNN) to extract visual fea-
tures. Afterwards, it learned to allocate the feature weights
in an adaptive manner with the help of a convolutional block
attention module. Since microexpressions only occur in
parts of the human face, the attention mechanism helps to
focus on specific facial regions, learning and acquiring the
important features. Xiong et al. [39] proposed an attention
augmented multiscale network (AAMN) for single-image
superresolution (SISR), employing an attention driven strat-
egy to guide feature selection and aggregation among multi-
ple branches. Leng et al. [40] proposed a context-aware
attention network combining the context learning module
and the attention transfer module. The context learning
module is first utilized to capture the global contexts. Then,
the attention transfer module is proposed to generate atten-
tion maps that contain different attention regions, benefiting
for extracting discriminative features.

Currently, there are two most commonly used attention
learning mechanism, namely, SENET (sequential and excita-
tion network) and CBAM (convolutional block attention
model) [37]. The SENET applies the attention module to
channel dimension while the CBAM applies the attention
module not only on the channel dimension but also the spa-
tial dimension of the image.

The idea of the CBAM attention mechanism was first
proposed by Woo et al. [36]. The CBAM consists of channel

Input features
with channel Channel

attention module Spatial
attention
module

Refined
features

Figure 2: The structure of the CBAM attention mechanism.
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attention process and spatial attention process as shown in
Figure 2. The overview of the channel-spatial process of
the CBAM is illustrated in

M ′ =MC Mð Þ ⊗M,M ∈ RC∗H∗W ,

M″ =MS M ′
� �

⊗M ′,
ð5Þ

where M represents the input image of the CBAM module
with the channel number of C, the height of H, and the
width of W. The mark ⊗ represents the element-wise multi-
plication, M ′ represents the feature image multiplying the
channel attention map, and M″ represents the result of the
spatial attention map multiplying M ′ which is regarded as
the output of the CBAM module.

2.2.1. Channel Attention Process. Usually, the input image
can be transferred to a feature matrix through the convolu-
tional layer. The channel number of the obtained feature
matrix is the same as the kernel number of the convolutional
layer with the common value of 256 or 512. Since some
channels are not so useful to the information transference,
it is necessary to apply channel attention on these channels.
The attention weighting process is illustrated in

MC Fð Þ = σ MLP AvgPool Fð Þð Þð Þ +MLP MaxPool Fð Þð Þ
= σ W1 W0 FC

avg

� �� �
+W1 W0 FC

max
� �� �� �

,
ð6Þ

where the FC
avg and FC

max denote the average pooling opera-
tion and the max pooling operation applied on the channel
dimension of the feature matrix. W0 ∈ RC/r∗C andW1 ∈
RC∗C/r denote the activation operation of the shared multi-
layer perceptron with activation function of rectified linear
unit (Relu) with the size of RC/r∗1∗1,where r denotes the
compression ratio.The parameter σ denotes the sigmoid
activation.

2.2.2. Spatial Attention Process. Similar as the channel atten-
tion process, the spatial attention is aimed at applying the
importance weighting on spatial dimension of the feature
matrix as shown in

MS Fð Þ = σ f R∗R AvgPool Fð Þ ; MaxPool Fð Þ½ �ð Þ
� �

= σ f R∗R Concat Fs
avg ; Fs

max

� �� �� �
,

ð7Þ

where the average pooling and the max pooling are also
applied for the information evaluation. The parameter f R∗R

denotes the convolutional layer with the kernel size of ∗R
and the spatial attention weighting is finally normalized by
the sigmoid activation.

2.3. Proposed Combination Model Based on U-Net and
CBAMMechanism. Although the hierarchical feature extrac-
tion network can provide the multilevel characteristics of the
input image, the input image has been largely expanded to
some extent. Therefore, it is necessary to use the attention
learning network to capture the sensitive proportion of these
input feature images and eliminate the abundant proportion.
This paper proposes a hybrid model based on the U-net and
the CBAM-based attention learning blocks, compromising
the hierarchical feature extraction of the U-net, the attention
learning of the CBAM blocks, and the effectiveness of the
combination. The overall framework is illustrated in Figure 3.

Firstly, the one-dimensional time series signal has been
converted into the two dimensional gray-scale image, which
is then decomposed by the U-net into several multilevel fea-
ture images hierarchically, representing the hierarchical
characteristics of the input signal.

Secondly, multiple CBAM attention learning blocks are
used to optimize the decomposed features, selecting the
faulty sensitive features from the redundant ones. The com-
plexity of the hierarchical feature images are greatly reduced,
thus promoting the prediction efficiency.

One
dimensional
time series

 
Signal to

image
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U-net

Feature
image 1

Feature
image 2
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image k

Feature
image k-1

CBAM block

CBAM block

CBAM block
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Figure 3: Framework of the hybrid model based on U-net and CBAM attention mechanism.
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Finally, the outputs of the CBAM attention learning
blocks are aggregated, and the second CBAM block is
applied on the categorical feature image. The categorical fea-
ture optimized by the CBAM attention learning is sent to the
Softmax layer for final faulty prognostic as shown in

P y ið Þ = j ∣ C ið Þ ; θ
� �

=
exp θTj ∗ C ið Þ

� �
∑K

j=1exp θTj ∗ C ið Þ
� � ,

y = argmax jp y ið Þ = j ∣ C ið Þ ; θ
� �

,

ð8Þ

where CðiÞ denotes the optimized categorical feature image
used for faulty prognostic; i = 1, 2, ::n denotes the number
of the training data; j = 1, 2, ::k denotes the dimension of
the output layer which is equal to the faulty type number.
θ denotes the parameters of the Softmax layer.

3. Proposed Faulty Prognostic Procedure

3.1. Data Preprocessing. Generally speaking, the condition
monitoring data collected from the front-end industrial
equipment includes one-dimensional time series data and
two-dimensional image data. The 2D image data can be used
directly for the faulty prognostic task by using the pattern
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Figure 4: The schematic diagram of the “N ∗N” signal to image conversion method.
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recognition techniques. In this paper, we use the “N ∗N”
signal to image conversion technique proposed in literature
[41] to convert the 1D time series vibration signal data into
the 2D image data; the converted image is used as the input
of the U-net convolution neural network. The specific sche-
matic diagram of the N ∗N “signal to image” conversion
process is illustrated in Figure 4.

First, we randomly chooseN signal segments from the raw
signal containing N sampling points in each segment equally.
Since the maximum value of the pixel length of the gray image
is less than 255, the selected N2 sampling points are normal-
ized into the value ranging from 0~255 by using Equation
(9) and the N ∗N signal matrix is constructed. Finally, the
normalized pixel value of the signal matrix is fulfilled for the
construction of the gray-scale image.

Pixel i, jð Þ = 255 ∗ round

� value i − 1ð Þ ∗N + jð Þ −min valueð Þ
max valueð Þ −min valueð Þ

� �
:

ð9Þ

In Equation (9), the round function transforms the sam-
pling signal value to the gray scale pixel value by using the
round function “roundð∗Þ”. The Pixelði, jÞ denotes the con-
verted pixel value of the corresponding signal valueði, jÞwhere
the min (value) denotes the minimum value of sampling data
point among the selected N2 sampling data point while the
max (value) denotes the maximum value among the N2 data

points. The above “signal to image” conversion method used
in this paper is simple, and it has been proved to be effective
in literature [41] due to its less requirement of the domain
expertise and signal processing knowledge. The converted
gray-scale image is a 2D representation of the raw signal which
can effectively retain the details and characteristics of the raw
signals.

3.2. Proposed Feature Extraction Network and Attention
Learning Block

3.2.1. Proposed U-net-Based Feature Extraction Network. In
this paper, a U-net-based convolution neural network is
designed as the hierarchical feature extraction network.
The whole feature extraction network consists of 10 layers,
namely, X1~X10, among which the feature images of
X1~X4 denote the max-pooling process of the U-net while
the feature images of X5~X10 denote the upconvolution
process of the U-net as shown in Figure 5.

Since the feature layers of the transposed process of the
U-net can better represent the hierarchical characteristics
of the input data which contains less outside noise, the fea-
ture layers of X6, X8, and X10 from the low, middle, and
high levels, respectively, are used as the extracted hierarchi-
cal features, representing the global and specific characteris-
tics of different health conditions, thus contributing different
knowledge to the feature extraction task.

3.2.2. Proposed ResNet-CBAM Attention Learning Block. In
this paper, the designed CBAM attention learning network
is compiled with the three-layer ResNet CNN as shown in
Figure 6. First, the ResNet-based CNN is used to extract
the spatial and channel features of the input feature images.
Then, the CBAM attention learning block is used for the
attention weighting of the channel dimensions and the spa-
tial dimensions of the input images in an adaptive way. The
advantage of the proposed ResNet-CBAM attention learning
block is that there will not be feature loss and gradient disap-
pearance before the input images are processed by the
CBAM module.

3.2.3. Proposed Prognostic Procedure. The proposed prog-
nostic procedure is illustrated in Figure 7. First, the one-
dimensional time series data is converted to the two-
dimensional gray-scale image by using the “N ∗N” image
conversion approach. Second, the U-net-based hierarchical
feature extraction network is applied and the multilevel fea-
ture images of X6, X8, and X10 are extracted as the multi-
input of the attention learning network. Third, the three
designed ResNet-CBAM-based attention learning blocks
are applied on the three extracted multilevel feature images
which are then fused through shaping into the same size
and channel concatenation. Finally, the concatenated cate-
gorical feature image is optimized by the second ResNet-
CBAM attention learning block, and the final faulty prog-
nostic result can be calculated through Softmax prediction.
The novel Pareto-optimal strategy based on spatial game
theory which is proposed by Wong [42–43] is utilized as
the parameter optimization strategy of the proposed hybrid

Input image

Conv2D, ReLu

Conv2D, ReLu

Conv2D, ReLu

Channel attention
module 

Spatial attention
module 

CBAM module

Short cut

ReLu function

Figure 6: The flowchart of the proposed ResNet-CBAM attention
learning network.
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faulty prognostic model. The general procedure of the pro-
posed approach is illustrated in Algorithm 1.

3.3. Performance Metrics. In order to evaluate the prediction
accuracy as well as the prediction efficiency of the proposed

approach, the “accuracy” metric, the “accuracy gain” metric,
and the function of the “average accuracy gain” are used in
this paper.

Equation (10) denotes the definition of the “accuracy”
function which has been widely used in the accuracy
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Figure 7: The framework of the proposed prognostic procedure.

Algorithm: General procedure of the proposed approach
Input: Given the one-dimensional time series bearing vibration data samples of different faulty diameters under different working
loads, the architecture and parameters of the proposed U-net and the designed CBAM attention learning model.
Output: The prediction result and the testing accuracy.
Step 1: Generate the training datasets and the testing datasets

1.1: Obtain the gray scale images of the one dimensional time series samples of the vibration signal by using the N ∗N signal-to-
image conversion method.

1.2: Categorized the gray scale images into the training datasets Xs and the testing datasets Xt.
Step 2: Construct the U-net hierarchical feature extractor for multilevel feature extraction

2.1: Construct the U-net hierarchical feature extractor as shown in Figure 5 and input the training datasets of Xs.
2.2: Train the U-net hierarchical feature extractor by using unsupervised training.
2.3: Extract the multilevel feature images of X6, X8, and X10 in the upconvolution process of the U-net.

Step 3: Construct the attention learning mechanism for the further feature optimization
3.1: Construct the ResNet-CBAM-based attention learning network as shown in Figure 7 and apply it for the further feature

optimization of the feature images X6, X8, and X10, respectively.
3.2: Applying shaping and concatenation process for the construction of categorical feature.
3.3: Applying ResNet-CBAM feature extraction network for the second feature optimization of the categorical feature in proce-

dure 3.2.
Step 4: Output the faulty prognostic result using flatten, dense, and Softmax prediction

4.1: Applying flatten, dense processing for the output in procedure 3.3.
4.2: Applying Softmax prediction using Equation (8) for calculating the final faulty prognostic result.
4.3: Optimizing the parameter of the proposed approach through minimizing the loss function in Equation (12) by using spatial

game theory-based Pareto-optimal strategy.
4.4: Repeat the procedures from 2.1 to 4.3 and finish the training procedure.

Step 5: Evaluate the proposed methodology
Evaluate the performance of the proposed methodology on testing datasets Xt and output the testing accuracy of the proposed
approach.

Algorithm 1: The general procedure of the proposed methodology.
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evaluation of the classifying problem including the faulty clas-
sification task mentioned in this paper.

acc f ;Dð Þ = 1
m
〠
m

i=1
Π f bxið Þ = yið Þ,

Π f bxið Þ = yið Þ = 1, if f bxið Þ = yi,
Π f bxið Þ = yið Þ = 0, if f bxið Þ ≠ yi,

( ð10Þ

wherem denotes the number of the training or testing samples
per epoch; f ðbxi Þ denotes the prognostic value obtained by
model, and yi denotes the true label.

Equation (11) denotes the definition of the accuracy gain
(AG) and the average accuracy gain (AAG) which has been
frequently used to evaluate the speed-up properties of the
prediction model [44].

AGi = ACCModel1
i −ACCModel2

i ,

AAGNepoch
= ∑

Nepoch
i=0 ACCModel1

i −ACCModel2
i

� �
Nepoch

,
ð11Þ

where the ACCModel1
i and ACCModel2

i denote the achieved
accuracy of model 1 and model 2, respectively, after the ith
epoch; AGi denotes the accuracy gain of model 1 over model
2 after the ith epoch; AAGNepoch

denotes the average accuracy

gain of model 1 over model 2 within the epoch range of
Nepoch; the indicator AGi evaluates the model speed-up
properties from the microperspective while the indicator
AAGNepoch

evaluates the model speed-up properties from

the macroperspective.
The loss function is defined as shown in Equation (12),

where Ið∗Þ denotes the indicator function and N denotes
the number of the training samples.

H y, Pð Þ = −〠
N

i=1
I y ið Þ = j
� �

∗ log P y ið Þ = j ∣ C ið Þ ; θ
� �� �

:

ð12Þ

4. Methodology Evaluation

In order to evaluate the effectiveness of the proposed
approach, two case studies are adopted with two bearing
datasets from the reliance electric motor and electromechan-
ical drive system, respectively. The experimental environ-
ment of this paper is Intel Xeon 5238 CPU@2.1Hz x 2, 1T
SSD, 4xTesla T4 GPU, 256G running memory.

4.1. Case Study 1: Bearing Faulty Prognostic for Reliance
Electric Motor

4.1.1. Data Description and Experimental Set-Up. Perfor-
mance of the proposed approach is evaluated on the bearing
fault datasets provided by the CWRU (Case Western
Reserved University) bearing data center [45]. The vibration
signal data is collected from the drive-end of a 2-hp reliance
electric motor as shown in Figure 8.

The accelerator sensors are installed on the inner race,
ball, and the outer race, respectively. In this case study, only
the data collected from the inner race are collected and ana-
lyzed. The vibration data is sampled at the frequency of
12 kHz under different rotating speed of 1730 rpm,
1750 rpm, 1772 rpm, and 1797 rpm. There are totally five
statuses of the inner race including one normal status and
four different faulty severity statuses of the diameters
0.007, 0.014, 0.021, and 0.028, respectively. Therefore, five
operating statuses are included in the datasets.

In this experiment, two datasets including the training
datasets and the testing datasets in each are generated,
respectively. In dataset Ι, for each health condition, 100 sam-
ples with 4096 data points in each sample are randomly
selected under each load condition in the training datasets.
That is to say, there are 400 samples of a single health con-
dition with the load condition of 0, 1, 2, and 3. Therefore,
there are totally 2000 samples of five health conditions alto-
gether. Meanwhile, 2000 samples are randomly selected in
the same way for the testing datasets. In dataset II, the train-
ing and testing samples are selected under different loads
where 1500 samples with five operating statuses are ran-
domly selected under the load condition of 0, 1, and 2 as
the training datasets, while the testing datasets consist of
500 samples of five operating status under the load condition
of 3. More details of the two datasets, namely, dataset I and
dataset II, are listed in Table 1.

Drive end

Dynamometer
Motor

Figure 8: The testing rig 2-hp reliance electric motor.

Table 1: The details of the two bearing datasets.

Machine
operating
status type

Class
label

Dataset I number of
training (loads: 0-3)/
testing (loads: 0-3)

samples

Dataset II number of
training (loads: 0-2)/
testing (loads: 3)

samples

Normal 0 400/400 300/100

Faulty
diameter
0.007

1 400/400 300/100

Faulty
diameter
0.014

2 400/400 300/100

Faulty
diameter
0.021

3 400/400 300/100

Faulty
diameter
0.028

4 400/400 300/100
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4.1.2. Results and Discussion. The raw vibration signal is
converted to the N ∗N gray-scale image by using the N ∗
N conversion approach. Since each sample contains 4096
signal points, the scale size of the gray scale image is set to
the size of 64 ∗ 64. The converted gray-scale image of five
operating status under load 0 are shown in Figure 9. It can
be found that there is naked-eye distinguishable differences
among these converted gray-scale images, which is applica-
ble for the input of the U-net.

The converted (64 ∗ 64) gray-scale images are used as the
input of the U-net-based hierarchical feature extraction net-
work with the specific configuration as shown in Table 2, where
the feature layers of X6 (512@8 ∗ 8), X8 (256@16 ∗ 16), and
X10 (128@32 ∗ 32) are extracted, respectively.

In order to demonstrate the generalization ability and
the faulty sensitivity of the proposed U-net hierarchical fea-
ture extractor, the t-distributed stochastic neighbor embed-
ding (t-SNE) technology, regarded as a novel technology
which visualizes high-dimensional data by giving each
data-point a location in a two- or three-dimensional map
[46], is used here for the visualized evaluation of the U-net
hierarchical feature extractor. As shown in Figures 10(a)–

10(f), the two-dimensional visualizations of the feature
images X6, X8, and X10 are illustrated under the test set of
dataset I (loads 0~3) and the test set of dataset II (load 3),
where different colors represent different health conditions.

Firstly, it can be found that the vast majority of the sam-
ples belonging to the same conditions are well gathered
while separated for different health conditions. Therefore it
can be concluded that the extracted multilevel features of
the U-net feature extractor can be very sensitive for the
faulty information contained in the gray-scale image. By
the comparison analysis in Figures 10(a)–10(f), it is worth
mentioning that the majority of samples belonging to the
same health condition can be well gathered in the test set
of both datasets, and there is no obvious difference in terms
of the classification result. Since the operation conditions of
the training and testing datasets are the same in dataset I
while different in dataset II, it can be further proved that
the U-net-based CNN has powerful generalized feature
extraction ability which can be less influenced by the load
condition variation.

In addition, the two-dimensional visualization view of
the extracted multilevel features of X6, X8, and X10 are dif-
ferent from each other, indicating that the different feature
level can contribute different knowledge to the faulty prog-
nostic tasks. Therefore, it can be concluded the U-net-
based CNN has powerful hierarchical feature learning ability
which represent the information of the different health con-
ditions from multiple aspects.

The visualization view of the representative feature
images of X6, X8, and X10 is illustrated in Figure 11. It
can be found that the three extracted multilevel feature
images can be well distinguished from each other under
the five different health statuses of the testing set of dataset
I, indicating the proposed U-net hierarchical feature extrac-
tor being sensitive to the faulty information contained in the
gray-scale feature image.

The extracted hierarchical features in layer X6, X8, and
X10 are sent to the designed ResNet-CBAM attention
learning block separately, and the designed ResNet-CBAM
attention learning network is applied two times not only on
the multilevel feature images but also on the (8 ∗ 8)
concatenated categorical feature images. The visualization
of the attention learning result of the health condition of
faulty diameter 0.007 under load 0 is illustrated as shown in
Figures 12(a)–12(d); it should be noted that there is obvious
discriminative concentration on these extracted multilevel
feature images and the concatenated categorical feature
image, thus, assigning larger weights to the important fea-
tures and promoting the prognostic efficiency as well as the
prognostic accuracy. Therefore, it can be concluded that it
is necessary to apply the CBAM attention learning block
not only on the extracted multilevel features of X6, X8, and
X10 but also on the concatenated categorical feature used
for faulty prognostic.

The optimized categorical feature image is sent to the
Softmax layer for final faulty prognostic. The maximum
epoch number is set to 60, and the average accuracy of the
last 10 epochs from the 50th to the 60th epoch is defined as
the final convergence accuracy (FCA) in this paper; the

Normal Faulty
diameter 0.007

Faulty
diameter 0.014

Faulty
diameter 0.021

Faulty
diameter 0.028

Figure 9: Converted image of the five health conditions under load
0.

Table 2: The detailed structure of the U-net model.

Layer name Configuration Kernel/pooling/transpose size

Input 64 ∗ 64
X1 128@32 ∗ 32 128@3 ∗ 3
X2 256@16 ∗ 16 256@3 ∗ 3
X3 512@8 ∗ 8 512@3 ∗ 3
X4 1024@4 ∗ 4 1024@3 ∗ 3
X5 512@8 ∗ 8 2 ∗ 2
X6 512@8 ∗ 8 512@3 ∗ 3
X7 256@16 ∗ 16 2 ∗ 2
X8 256@16 ∗ 16 256@3 ∗ 3
X9 128@32 ∗ 32 2 ∗ 2
X10 128@32 ∗ 32 128@3 ∗ 3
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optimizer is Adam with the learning rate of 0.005. The pre-
diction accuracy of the training and validation curves of two
datasets are illustrated in Figure 13. It can be clearly seen
that both the training and testing accuracy can reach almost
100% after the 60th epoch in dataset I. In dataset II, the final
convergence accuracy of the training result can also reach
nearly 100%, and the testing accuracy can reach nearly
93%,which can be also comparatively high. Since the train-
ing and the testing datasets are collected under the same load
in dataset Ι while different in dataset II, it can be proved that
the proposed faulty prediction approach can achieve perfect
prognostic accuracy as well as generalization ability.

4.1.3. Ablation Experiment. To evaluate the speed-up prop-
erty promotion of introducing the attention mechanism to
the proposed faulty prognostic framework, an ablation
experiment of the different combinations of the U-net and
the attention learning mechanism is evaluated on the two
datasets of the case study. Specifically, we implement the
proposed approach: the U-net+Softmax (US), the U-net+ca-
tegorical attention+Softmax (UCAS) and the U-net+multi-

scale attention+Softmax (UMAS). The “U-net+Softmax”,
which has no attention learning process, is used as the
benchmark model, and the performance metrics of accuracy
gain and the average accuracy gain is adopted for the

(a) (b) (c)

(d)

Healthy
Faulty diameter 0.007

Faulty diameter 0.021
Faulty diameter 0.028

Faulty diameter 0.014

(e) (f)

Figure 10: Visualization of the testing result of the multilevel features via t-SNE: (a) X6 (dataset I: loads 0-3); (b) X8 (dataset I: loads 0-3); (c)
X10 (dataset I: loads 0-3); (d) X6 (dataset II: load 3); (e) X8 (dataset II: load 3); and (f) X10 (dataset II: load 3).
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Figure 11: The visualization view of the extracted multilevel
features under the testing set of dataset I.
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Figure 12: Visualization of the attention learning result of the optimized feature image of faulty diameter 0.007 under load 0: (a) feature
image X6 (8 ∗ 8); (b) feature image X8 (16 ∗ 16); (c) feature image X10 (32 ∗ 32); (d) categorical feature image (8 ∗ 8).
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Figure 13: The training/testing accuracy curve of the proposed faulty prediction model: (a) dataset Ι; (b) dataset II.
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evaluation of the model speed-up properties promoted by
the attention learning network. As shown in Figure 14, the
proposed model which has two times attention learning pro-
cess significantly outperform the US model especially in the
first 30 epochs in terms of the testing accuracy gain of both
datasets, which is very important for the real-time require-
ment of the practical industry during the infant stage. More-
over, the ablation models of the UCAS and UMAS, which
have only one attention learning process on the categorical
feature and the multiscale features, respectively, also have
certain accuracy gain promotion compared with the US
model, indicating the effectiveness of the introduction of
the attention learning mechanism in promoting prediction
efficiency.

The ablation experiment is executed 10 times, and the
mean values of the average final convergence accuracy
(FCA) and the average accuracy gain (AAG) are illustrated
in Table 3, where the proposed approach outperforms the
other three ablation models in both metrics.

4.1.4. Comparison Experiment. To further evaluate the
speed-up properties of the attention learning network and
the generalization ability of the U-net CNN-based hierarchi-
cal feature extractor, the comparison analysis introduces the

proposed approach; the three ablation models as well as
some hybrid prediction models based on the hierarchical
feature extractor of the classical LeNet-5 CNN, namely,
LeNet-5+Random forest (L-RF), LeNet-5+SVM(L-SVM),
and LeNet-5+Softmax(LS) for comparison. Similar as the
ablation experiment, the model of the U-net+Softmax is set
as the benchmark model, and the accuracy gain curves of
the multiple hybrid prediction approaches are illustrated in
Figure 15, where the approaches with the attention learning
mechanism has superior accuracy gain over the US model
while the models without attention learning mechanism
has inferior accuracy gain over US model, indicating the
prognostic efficiency promotion of the attention learning.

The comparison experiments are conducted 10 times on
both datasets just the same as the ablation experiment. It can
be clearly seen from Table 4 that the proposed approach
achieves the highest final convergence accuracy and the
most superior average accuracy gain on the testing result
of both datasets. Moreover, it should be noted that the
models with the U-net feature extractor network signifi-
cantly outperform other traditional LeNet-5 CNN-based
model especially on the final convergence accuracy of data-
set II when compared with the performance on dataset Ι.
Therefore, it can be concluded that the models with the
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Figure 14: The accuracy gain of the three ablation models with attention learning mechanism: (a) testing accuracy gain of dataset I; (b)
testing accuracy gain of dataset II.

Table 3: Mean value of the final convergence accuracy and the average accuracy gain of the testing result on two datasets.

Model
Dataset I testing Dataset II testing

FCA AAG FCA AAG

Proposed approach 98.59% 11.2% 93.24% 15.36%

U-net+categorical attention+Softmax 95.50% 7.45% 90.25% 5.23%

U-net+multiscale attention+Softmax 94.89% 5.97% 89.68% 6.42%

U-net+Softmax 90.00% 0% 85.50% 0%
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designed U-net-based hierarchical feature extraction net-
work has much better generalization ability compared with
classical LeNet-5 CNN feature extractor network.

4.2. Case Study 2: Bearing Faulty Prognostic for
Electromechanical Drive System

4.2.1. Data Description and Experimental Set-Up. Perfor-
mance of the proposed approach is evaluated on the bearing
fault datasets provided by the Paderborn University [47].
The testing rig is illustrated in Figure 16 which consists of

an electric motor (1), a torque-measurement shaft (2), a roll-
ing bearing test (3), a flywheel (4), and a load motor (5). The
experiment uses the motor current signal of the electrome-
chanical drive system for bearing diagnostics which is col-
lected under four operating conditions with different
operating parameters settings as shown in Table 5. There
are totally four different statuses of the electromechanical
drive system, namely, inner-ring damage, outer-ring dam-
age, combined damage, and the healthy status. All the sam-
ples with 4096 data sampling points are randomly selected
from the conditional monitoring data. Different from the
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Figure 15: The accuracy gain of the three ablation models with attention learning mechanism and the LeNet-5-based traditional hybrid
models used for comparison: (a) testing accuracy gain of dataset I; (b) testing accuracy gain of dataset II.

Table 4: The comparison result with other traditional approaches.

Model
Dataset I testing Dataset II testing

FCA AAG FCA AAG

Proposed approach 98.58% 11.2% 93.24% 15.36%

U-net CNN+categorical attention+Softmax (UCAS) 95.5% 7.45% 90.25% 5.23%

U-net+multiscale attention+Softmax (UMAS) 94.89% 5.97% 89.68% 6.42%

U-net+Softmax (US) 90.00% 0% 85.50% 0%

LeNet-5 CNN+random forest (L-RF) 83.53% -11.03% 79.71% -6.01%

LeNet-5 CNN+SVM (L-SVM) 82.66% -6.96% 77.1% -5.83%

LeNet-5 CNN+Softmax (LS) 82% -7.51% 70.73% -8.09%

(1) (2)
(3)

(4) (5)

Figure 16: The testing rig of the Paderborn mechanical drive system.
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component faulty intensity classification of case study I, the
faulty classification task in case study II involves multiple
components. The arrangement of the training and testing
datasets are illustrated in Table 6.

4.2.2. Results and Discussion. In this experiment, the 4096
continuous signal points are converted to the 64 ∗ 64 gray-
scale image the same as case study one. The conversion
result of the four operating statuses under load 0 are illus-
trated in Figure 17. It can be concluded that these images
corresponding to different health conditions can also differ
from each other, and it should be easy to classify them which
further proves the effectiveness of the “N ∗N” signal to
image conversion method.

The same as the case study one, the converted gray-scale
images are used as the input of the U-net feature extractor

and the multilayer features extracted from the U-net are
used as the input of the attention learning network for faulty
classification within the maximum epoch range of 60. The
prediction result is illustrated in Figure 18. It can be seen
that the training and the testing accuracy of the 60th epoch
can reach nearly 100% on both datasets which can be com-
paratively higher than case study one. The reason should
be that the classification task is only within the same compo-
nent of inner-race faulty in case study one while including
different components in case study two, which has more dis-
tinguishable faulty symptom.

4.2.3. Ablation Analysis. The AG curves illustrated in
Figure 19 show the effectiveness of the attention learning
network where the proposed approach, the UCAS, and the
UMAS have obvious accuracy advantage over the U-net+-
Softmax within the same epoch range during the infant
stage, indicating the effectiveness of the attention learning
mechanism being also valid in case study two. The mean
value of the average accuracy gain and the final convergence
accuracy are illustrated in Table 7, where the proposed
approach outperforms the other three ablation models in
terms of both metrics in case study two.

4.2.4. Comparison with Other Approaches. Figure 20 and
Table 8 show the accuracy gain curve; the mean final conver-
gence accuracy and mean average accuracy gain of the pro-
posed approach, the three ablation models and the
traditional hybrid prediction models based on LeNet-5 hier-
archical feature extractor network, where the model with the
U-net feature extractor has better generalization ability; and
the model with the attention learning mechanism has better
speed-up properties especially during the infant stage, show-
ing the great potential of the U-net, the attention learning
network, and the proposed combination.

5. Conclusion and Future Work

5.1. Main Contribution of the Proposed Paper. In this paper,
a novel bearing faulty prediction approach based on the U-
net-based hierarchical feature extractor network and the
ResNet-CBAM-based attention learning network is pro-
posed. The main contributions of this paper can be summa-
rized as follows:

(1) Introducing the N ∗N “signal to image” conversion
approach, the N ∗N data to image approach can
be simple but effective which can relax the depen-
dencies on the domain expertise knowledge of signal
processing

(2) Proposing a U-net CNN-based multilevel feature
extractor network which has powerful generalized
and hierarchical feature extraction ability. The
extracted multilevel features can distinguish the dif-
ferent health conditions under the complex opera-
tional conditions and represent the different health
conditions from multiple aspects, contributing dif-
ferent knowledge to the prognostic tasks

Table 5: The operating parameters of the four operating
conditions.

Loads
Rotational
speed [rpm]

Load torque
[N ∗m]

Radial
force [N]

Name of setting

0 1500 0.7 1000 N15_M07_F10

1 900 0.7 1000 N09_M07_F10

2 1500 0.1 1000 N15_M01_F10

3 1500 0.7 400 N15_M07_F04

Table 6: The description of the evaluated datasets.

Machine
operating
status type

Class
label

Dataset I number of
training (loads: 0-3)/
testing (loads: 0-3)

samples

Dataset II number of
training (loads: 0-2)/
testing (loads: 3)

samples

Healthy 1 400/400 300/100

Outer-ring
damage

2 400/400 300/100

Inner-ring
damage

3 400/400 300/100

Combined
damage

4 400/400 300/100

Healthy Inner race
fault

Outer race
fault

Combined
fault

Figure 17: The converted gray-scale image of the four health
conditions under load 0.
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Figure 18: The training/testing accuracy curve of the proposed faulty prediction model: (a) dataset I; (b) dataset II.
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Figure 19: The accuracy gain of the three ablation models with attention learning mechanism: (a) testing accuracy gain of dataset I; (b)
testing accuracy gain of dataset II.

Table 7: The comparison result of the ablation experiment.

Model
Dataset Ι testing Dataset II testing

FCA AAG FCA AAG

Proposed approach 99.56% 24.17% 98.87% 11.49%

U-net+categorical attention+Softmax 96.31% 16.52% 94.47% 5.78%

U-net+multiscale attention+Softmax 95.01% 13.57% 94.68% 5.52%

U-net+Softmax 87.85% 0% 90.9% 0%
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(3) Applying the designed ResNet-CBAM-based atten-
tion learning network for the feature selection of
the extracted features. The ResNet-CBAM block is
applied two times not only on the multilevel feature
images but also on the categorical feature image.
There is obvious discriminative concentration on
the extracted features, and the proposed hybrid
model can achieve certain prediction accuracy
within the limited epoch range, enhancing the model
speed-up properties

(4) Proposing the combination framework of the U-net
and the ResNet-CBAM attention learning network.
The U-net is used as the feature extractor, and the
attention learning network is used as the feature
selector and faulty classifier. Both the generalization
ability and the speed-up properties of the model
have been improved

The proposed approach is validated on two case studies,
namely, offered by the CWRU (Case Western Reserved Uni-

versity) and the Paderborn University. Both case studies prove
the effectiveness of the generalization ability of the U-net and
the speed-up properties of the attention learning network.
Moreover, the proposed approach is validated on the ablation
experiment and the comparison experiment which further
proves the effectiveness of introducing the proposed combina-
tion of the U-net and the attention learning network.

5.2. Future Work of the Proposed Paper. Although the pro-
posed approach has made some achievements, there are still
two items needed to be considered. Firstly, the complexity of
the U-net-based hierarchical feature learning network as
well as the attention learning network should be taken into
account. In the future, the parameter scale of the proposed
approach should be shortened which can be applicable for
the model deployment of the edge-computing devices.
Moreover, the proposed bearing faulty classification
approach should be expected to be widely used in the faulty
classification of other similar prognostic scene such as the
gearbox, the milling equipment, and the gas pump system.
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Figure 20: The accuracy gain of the three ablation models with attention learning mechanism and the LeNet-5 based traditional hybrid
models used for comparison: (a) testing accuracy gain of dataset I; (b) testing accuracy gain of dataset II.

Table 8: The comparison result with other traditional approaches.

Model
Dataset I Dataset II

FCA AAG FCA AAG

Proposed approach 99.56% 24.17% 98.87% 11.49%

U-net CNN+categorical attention+Softmax (UCAS) 96.31% 16.52% 94.47% 5.78%

U-net+multiscale attention+Softmax (UMAS) 95.01% 13.57% 94.68% 5.52%

U-net+Softmax (US) 87.85% 0% 90.9% 0%

LeNet-5 CNN+random forest (L-RF) 82.14% -5.1% 85.51% -6%

LeNet-5 CNN+SVM (L-SVM) 83.5% -7.95% 84.64% -10.96%

LeNet-5 CNN+Softmax (LS) 83.3% -8.46% 84.35% -11.31%
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Data Availability

The dataset used to support the findings of this paper
have been deposited in the CWRU (Case Western Reserved
datasets) with the link of “https://csegroups.case.edu/
bearingdatacenter/pages/12k-drive-end-bearing-fault-data”
and the Paderborn University with the link of “http://groups
.uni-paderborn.de/kat/BearingDataCenter/.”
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Fe100-xGax giant magnetostrictive films (GMF) are attracting ever increasing attention for their potential application to
manufacturing integrated magnetostrictive displacement sensors. However, it is difficult to fabricate Fe100-xGax thin films with
different compositions at will. The influence of compositions on alloy phases, grain sizes, film surface roughness, and magnetic
domains of the films and magnetization of magnetron sputtered Fe100-xGax films was investigated. Changing the ratio of the
pure iron slice areas to alloy target areas, the desired film composition was achieved by the improved Mosaic method. The
morphologies, magnetic domain structure, microstructure, and compositions of Fe100-xGax films revealed by SEM, EDS, XRD,
MFM, VSM, and TEM. The results show that there are <1 1 0> texture in magnetron sputtered Fe100-xGax films. The sharp
peak attributed to the A2 microstructure suggests that the film is crystalline. The magnetic domain structure of Fe100-xGax films
presents a network form, and the domain width decreases with the decrease of gallium content. It is also found that the
magnetic domains of the films are not uniform. The TEM result shows that there are some strip patterns in the films, and the
diffraction ring is discontinuous because of the structure extinction. For a suitable candidate of microdevice applications in
MEMS, the optimum composition film should be Fe83.25Ga16.75 film.

1. Introduction

Fe100-xGax giant magnetostrictive films (GMF) are attracting
ever increasing attention for their potential application to
manufacturing integrated magnetostrictive displacement
sensors [1–3]. So, Fe100-xGax films are the suitable candidate
of other magnetostrictive materials, e.g., Terfenol-D and Fe-
Ga alloy, because of its superior synthetic properties [4].
Fe100-xGax films for microsensor and microactuator develop-
ment are possible [5].

Magnetron sputtering is a commonly technology used to
prepare giant magnetostrictive films [6, 7]. Magnetron sput-
tering has the advantages of fast deposition rate, strong adhe-
sion between coating and substrate, compact, and uniform
coating.

Film grain size will be small and as well as surface rough-
ness will be decrease when the substrates were maintained at
lower temperature. This is beneficial to improve the perfor-
mance of thin films. Basumatary et al. report the microstruc-
ture and magnetic properties of Fe100-xGax films deposited at
different deposited temperatures [5]. The grain size and surface
roughness increase with the increasing of substrate temperature.
The films deposited at higher substrate temperatures were
found to saturate at lower magnetic field as compared to the
room temperature deposited film. X-ray diffraction and TEM
results revealed the presence of disordered A2 phase in the films.

Preparing thin films is crucial to developing microdevices.
The thin-film physical, mechanical, and chemical properties
depend on how the film structure is organized, which is closely
related to film composition [8, 9].
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Single-metal-target and single-alloy-target sputtering are
often used to fabricate various alloy thin films [10, 11].

However, traditional elemental-target co-sputtering can-
not be used to prepare Fe100-xGax films because gallium
shows a low melting point. As a sputtering target, it is diffi-
cult to exist stably above room temperature. In addition, it is
expensive and difficult to develop a series of Fe100-xGax alloy
targets because smelting Fe100-xGax is a little difficult. There
are some technology problems when Fe100-xGax alloy targets
prepared by melting, which means it is difficult to tune com-
positions of Fe100-xGax films precisely at will.

So-called mosaic targets, i.e., targets whose matrices con-
sist of one metal and whose inserts consist of others, have
recently been used to develop methods of magnetron-
sputtering multicomponent thin films [12].

Such effective methods rely on several components being
limited to fabricate numerous multicomponent alloy thin
films. However, the traditional mosaic target must be drilled
in order to embed the second material on the surface of the
matrix target, which will produce gap on the target, affect the
electromagnetic field uniformity, and affect the sputtering
process. Against this background, Yan et al. report a com-
posite or improved mosaic targets to tune Fe100-xGax film
compositions [13].

The way to do that is pure-iron patch is magnetically
attracted to the surface of the Fe100-xGax alloy target that
can be a minitarget, and the Fe100-xGax alloy target was
another sputter target whose sputter area is reduced. Iron
slices cover Fe100-xGax alloy target surface, shielding it from
Ar+ bombardment, so the iron slices are bombarded instead
of its increased surface area, assuming all other sputtering
conditions are the same. Hence, the sputtered Fe100-xGax
films will be composite of a small amount of iron atoms
come from the iron target and Fe100-xGax alloy come from
the Fe100-xGax alloy target.

This, in essence, is equivalent to increasing the iron con-
tent in the target material, which subsequently increases the
iron content in the sputtered film. Further, increasing the
sputter area per unit of time increases the probability that
the iron slices will be bombarded with argon ions so that
more iron atoms are sputtered onto the target. The sputter-
ing principle how to influence on film compositions must be
further discussed.

In the process of magnetron sputtering, electrons collide
with argon atoms and ionize a large number of argon ions
and electrons, and the electrons fly to the substrate. A large
number of target atoms are sputtered out by argon ions
under the action of electric field, and the neutral target
atoms (or molecules) are deposited on the substrate.

However, the nonuniform distribution of the magnetic
field on the target surface leads to the nonuniform etching
on the target surface, and the argon ion bombards the target
surface selectively, and the intensity of bombardment is high
in some places and weak in others; therefore, a deep circular
groove is formed on the round target surface, which is
located at the quarter of the diameter of the target surface.
Therefore, the location of the pure patch on the target
should be in the etching region in order to effectively control
the composition of the sputtering film.

Films with high effective saturation magnetostriction
constant and low stress fabricated by magnetron sputtering
when argon pressure is suitable [14]. Liu et al. reported that
the modified-DO3 phase and the (100) texture play a posi-
tive role in magnetostrictive properties of Fe77Ga23 ribbons
[15]. Some investigations reported that preparation methods
affect magnetic properties of Fe-Ga films [16].

It is of great theoretical value to study the microstructure
of magnetic domains, which is the basic physical parameter
of magnetic materials. Magnetic domains or defects in ferro-
magnetic materials can be identified by magnetic imaging.

The domain structures of TbFe and Terfenol-D magne-
tostrictive thin films were investigated by Shih et al. [17]
and Song et al. [18]. Sun et.al reported the magnetic proper-
ties and domain structures of FeSiB prepared by RF-
sputtering method [19]. However, up to now, the domain
structure of Fe100-xGax films has been seldom reported.

It is well known that the magnetic domain structure
affects magnetic properties of Fe100-xGax films. MFM is an
effective instrument to observe the magnetic structure of
magnetic films. The MFM can give the magnetic domain
image and surface roughness, come from the interaction
between magnetic charges of the sample surface and mag-
netic probe.

In order to enhance these material analyses and optimize
the concentration as well as better understand the influence
of compositions on microstructure, deep learning [20] may
be applied to assist in our study. Some advanced technolo-
gies [21, 22] in other fields can also be used for reference
to develop new sensing technologies. It is centered on the
simple mosaic targets to prepare Fe100-xGax films in this
paper. The purpose is composition regulation and micro-
structure characterization of Fe100-xGax films.

2. Materials and Methods

A direct current (DC) magnetron sputtering equipment
(JZCK-600F) was adopted to deposit films. The sputtering
chamber base pressure was 2 × 10−4 Pa, and 0.6Pa argon
(99.99% pure) was used during sputtering. 90W sputtering
power and 70 minutes sputtering time were chosen. The verti-
cal distance between the target and the substrate was 100mm.
The substrates were maintained at room temperature.

In the experiment, some polished glasses were chosen as
the substrates to deposit films. Its surfaces were cleaned by
ultrasonic before sputtering. The thickness of films can be
calculated by the weighing method [23]. The average value
is taken as the thickness of films to reduce errors in the
experiment.

Fe84Ga16 alloy target was used to prepare Fe100-xGax
films. The diameter of target is 60mm, and its thickness is
3mm. Some pure iron slices were absorbed to the etching
area of round Fe84Ga16 alloy target by magnetron force,
which is located at the quarter of the diameter of the target
surface. The purity of iron slices used in the experiment
was 99.99% and distributed uniformly on the target. The
desired film composition was achieved by changing the ratio
of the pure iron slice areas to alloy target areas (i.e., the area
ratio, R).
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The surfaces of Fe100-xGax films were coated with gold.
Scanning electron microscopy (SEM, Quanta 200) was used
to characterize the surface morphologies of the gold-coated
Fe100-xGax films. The average composition and distributions
of elements on the surfaces of Fe100-xGax films were deter-
mined by an energy dispersive spectroscopy (EDS, Oxford
energy-scattering spectrometer).

Bruker AXS D8 ADVANCE X-ray diffractometer (XRD)
was used to analyze the film phase. X-ray tube target is Cu
target, voltage is 40.0 (kV), and current is 30.0 (mA). Diver-
gence slit is 1.00000 (deg), scatter slit is 1.00000 (deg), and
receiving slit is 0.30000 (mm). Scan speed is 7.0000 (deg/-
min), sampling pitch is 0.0200 (deg), and preset time is
0.17 (sec).

The magnetic domain structure of Fe100-xGax films was
observed by a magnetic force microscopy (MFM, Micro-
Nano D5A); the scan rage is 5 micron meter~10 micron
meter.

The specimens no. (a) and no. (f) were deposited on
polished glass; then, the films were removed from the glass
and observed by a Jeol-2010F transmission electron micro-
scope (TEM).

A YP07 vibrating sample magnetometer (VSM) was
adopted to test magnetic hysteresis loop of Fe100-xGax films.

A theoretical equation can be used to calculate film com-
positions. The theoretical formula of film composition can
be deduced as follows [23].

According to the sputtering principle, the total material
which sputtering on the substrate surface can be expressed
as follows:

Q ≈
k1Q0
qH

, ð1Þ

where k1 is the constant value, q is the sputtering pressure, and
H represents the target-substrate distance.Q0 is the magnitude
of target sputtering which can be approximated as:

Q0 ≈
I+
e

� �
St

M
N

� �
, ð2Þ

where I+ is the current of target ion, e is the charge of an
electron, S is the sputtering rate, t is the sputtering time,
M is the atomic weight of sputtered materials, and N is
the Avogadro constant. Generally speaking, the discharge
current IS may be close to I+ when sputtering, and there is
a formula as follows:

S∝Vs, ð3Þ

where VS is the discharge voltage. However, the relationship
between Q0 and A (the area of target material) can be
expressed within the scope of sputtering as follows:

Q0 ∝ A: ð4Þ

Therefore, Q0 can be approximated as:

Q0 ≈ k2VsIstA, ð5Þ

where k2 is the constant of target material. According to for-
mulas (1) and (5), the total of sputtered material can be rep-
resented as:

Q ≈
k1k2VsIstA

qH
=
kVsIstA
qH

: ð6Þ

From this expression, it can be seen that the total
amount of sputtered materials from metal substrate is in
direct proportion to electric energy (VS IS t) consumed on
the device and the areas of target material (A). And it is
inversely proportional to the sputtering pressure and the ver-
tical distance between the target and the substrate.

Therefore, for mosaic target sputtering, the total amount
of sputtered materials from the substrate can be approxi-
mated as:

Q ≈QFe +QFe‐Ga: ð7Þ

Combined formulas (6) and (7), it can be given as
follows:

Q ≈
kFeVFeIFeAFe + kFe‐GaVFe‐GaIFe‐GaAFe‐Gað Þt

qH
: ð8Þ

Considering that sputtering power can be calculated
by formula (9), it can be expressed by formula (10).

P =VSIS, ð9Þ

Q ≈
kFePFeAFe + kFe‐GaPFe‐GaAFe‐Gað Þt

qH
=QFe +QFe‐Ga,

ð10Þ
where kFe is a coefficient related to iron element target sput-
tering, kFe−Ga is a coefficient in relation to Fe100-xGax target
sputtering, PFe and PFe−Ga severally denote sputtering pow-
ers of iron element target and Fe100-xGax targets, AFe and
AFe−Ga, respectively, signify the areas of iron element target
and uncovered Fe100-xGax targets. In the mosaic target sput-
tering, iron slices are attached on the Fe100-xGax targets,
and they have the same target seats, so it can be considered
that PFe is equal to PFe−Ga, and they all equal sputtering
power (P).

Thus, Q can be approximated as follows:

Q ≈
kFeAFe + kFe‐GaAFe‐Gað ÞPt

qH
=QFe +QFe‐Ga: ð11Þ

In the experiment, iron content in the Fe100-xGax films
derives from two aspects. On the one hand, it is from pure
iron slices. On the other hand, it comes from uncovered
Fe100-xGax targets. However, gallium content only stems
from the Fe100-xGax target. Thus, the relative contents of
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iron and gallium of Fe100-xGax films can be expressed as for-
mula (12) and formula (13).

MFe% =
QFe +QFe‐Ga ⋅mFe%

Q
, ð12Þ

MGa% =
QFe‐Ga ⋅mGa%

Q
, ð13Þ

where mFe% and mGa%, respectively, mean iron and gallium
content in the sputtered films from Fe100-xGax targets uncov-
ered with iron, and MFe% and MGa% separately represent
the actual content of iron and gallium in the sputtered films.

Formulas (14) and (15) are given by means of substitut-
ing expression (11) into formulas (12) and (13).

MFe% =
kfeAfe + kfe‐GaAfe‐Ga ⋅mFe%

kfeAfe + kfe‐GaAfe‐Ga
, ð14Þ

MGa% =
kfe‐GaAfe‐Ga ⋅mGa%
kfeAfe + kfe‐GaAfe‐Ga

, ð15Þ

where mFe% and mGa% represent the content of iron and
gallium in the pure Fe100-xGax targets sputtering, separately.

On the basis of formulas (14) to (17), formulas (18) and
(19) can be easily inferred.

AFe‐Ga = ATarget − AFe, ð16Þ

R =
AFe

ATarget
, ð17Þ

MFe% =
kFeR + kFe‐Ga 1 − Rð ÞmFe%

kFeR + kFe‐Ga 1 − Rð Þ , ð18Þ

MGa% =
kFe‐Ga 1 − Rð ÞmGa%
kFeR + kFe‐Ga 1 − Rð Þ : ð19Þ

To calculate the correlation coefficients kFe and kFe−Ga,
experimental data measured by EDS can be applied to for-
mulas (18) and (19). And then, the calculation values of iron
content and gallium content can be calculated when differ-
ent R values were chosen. Conversely, we can use this for-
mula to calculate the area ratio R when we want to sputter
a thin film of a certain composition and thus determine
how many pieces of iron are needed.
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Figure 1: EDS results of as-deposited Fe100-xGax films: (a1, a2) R = 0, (b1, b2) R = 0:014, (c1, c2) R = 0:028, (d1, d2) R = 0:042, (e1, e2) R = 0:056,
and (f1, f2) R = 0:070.
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This model can be used to implement the preparation of
thin films with different compositions, accurately predict,
and precisely tune the composition of thin films.

3. Results and Discussion

3.1. EDS Analysis of Fe100-xGax Films. The thickness of Fe100-
xGax films was about 1μm. Morphologies and EDS spectra
of as-deposited Fe100-xGax films are shown in Figure 1. The
area ratio of iron slices and alloy targets was defined as R.
The relationship between the ratio R and the iron content
and gallium content in Fe100-xGax films is demonstrated in
Table 1 and Figure 2. It can be observed that iron content
in Fe100-xGax films increases with increasing the value R
and approximately linearly related.

However, the experimental results show that the compo-
sitions of specimen no. (a) are not the same to the composi-
tions of the target. When the film of specimen no. (a) was
prepared by magnetron sputtering, pure iron patches were
not attached to the Fe84Ga16 alloy target. Why is the con-
tent of iron in the film lower than that in the target?

The composition of the films depends on the sputter-
ing rate of the atoms, and the sputtering rate depends
on the threshold energy and the sputtering power of the
target. The content of the elements with high sputtering
rate is higher in the sputtering film. The sputtering rate
of gallium is higher than that of iron, which results in this
phenomenon.

The compositions of Fe100-xGax films depend on the
alloy target compositions when a single alloy sputtering tar-
gets is used for magnetron sputtering. Nevertheless, it relies
on sputtering cases of every target when composite or
mosaic targets were used for sputtering. It hinges on the area
ratio between the slices and the target employing the slice-
style mosaic target for sputtering.

This can be explained by the surface free energy theory.
The iron atom has a radius of 1.24Å, the outer electron
3d64s2.Ga has a radius of 1.4Å, and the outer electron is
4s2p1. The iron atom’s outermost electron, 4s2, is saturated
and has a smaller radius than the gallium atom. As a result,
the outermost electrons of gallium are more easily lost than
those of Fe and require lower energy to ionize, so the excita-
tion voltage is lower than that of Fe.

At the same time, since the surface binding energy of
iron is higher than that of gallium and the binding force
between the atoms is greater, the kinetic energy of iron
atoms or clusters from the surface of iron target to be
sprayed by ionized gas ions is higher than that of gallium
target; that is, a higher discharge voltage is required. There-
fore, the discharge voltage of magnetron sputtering and the
surface binding energy (Es) of target increase. The greater

the sputtering yield of an element, the higher the content
of the element in the film.

3.2. XRD Analysis of Fe-Ga Alloy Films. Figure 3 shows XRD
patterns of Fe100-xGax films. The results show that there are
<1 1 0> texture in magnetron sputtered Fe100-xGax films.
The sharp peak attributed to the A2 microstructure suggests
that the film is crystalline. However, the XRD peak of A2 in
Fe100-xGax films is weak.

The experimental conditions are the incident light inten-
sity, the sample area, the counting time per step, the opening
size of the detector end, etc. When the experimental condi-
tions are the same, the volume percent content of a phase
in the sample is related to the intensity of its diffraction peak.
Under the conditions determined by the Absorption Lorentz
factor and the temperature factor, the content of a phase in
the sample is directly proportional to the intensity of its

Table 1: EDS results of as-deposited Fe100-xGax films.

Specimen no. a b c d e f

R, area ratio of iron slices to alloy targets 0 0.014 0.028 0.042 0.056 0.070

Fe content in films, at.100% 83.25 83.61 84.35 84.58 84.95 85.48

Ga content in films, at.100% 16.75 16.39 15.65 15.42 15.05 14.52
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Figure 2: The relationship between the area ratio R and content of
iron element in Fe100-xGax films.
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Figure 3: X-ray diffraction patterns of as-deposited Fe100-xGax
films.
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diffraction peak. In addition, the degree of crystal develop-
ment and the preferred orientation of crystal plane also
affect the intensity of characteristic diffraction peak.

Under the experimental conditions, there is only one A2
(110) strong diffraction peak in Figure 3, which indicates
that the sample has preferred orientation; all films are in
polycrystalline form with <1 1 0>crystallographic texture
perpendicular to the film plane.

The diffraction peak intensity was related to the film
microstructure. In order to obtain fine grain and microstruc-
ture, the thin films were prepared by low sputtering energy,
multiple sputtering, and 5 minutes interval. Therefore, the
substrate temperature will not be too high. Then, the crystal-
lization process can not be completed because of the weak
diffusion ability of atoms.

Under this experimental condition, mixed structures,
including crystalline and amorphous structures, will be
formed. Most of the stress in the alloy film can be removed
if heat treatment is carried out in the subsequent process.
Driven by temperature gradient and residual stress, the

atoms in the films may migrate and segregate. When the
annealing temperature reaches a certain critical value, the
atoms in the film will be formed with large area arranged
in order.

In general, a variety of phase structures, such as A2 struc-
ture and DO3 structure, may be formed during the prepara-
tion of Fe100-xGax films. However, there is no obvious
evidence of DO3 phase formation from the abovementioned
testing process. It has been reported in the literature that the
formation of DO3 phase depends mainly on the thickness of
the film [14, 24]. The reason why the DO3 phase was not
found in the study may be that the peak value was too weak
to be detected. Kumagai reported that when the content of
gallium in Fe-Ga alloy varies from 15% to 30%, the A2,
DO3, L12, B2, and DO19 phase structures appear under dif-
ferent preparation conditions [25]. At room temperature,
when gallium content in Fe-Ga alloy exceeds its solubility,
gallium atoms will exist in the form of clusters, while the
main body of Fe-Ga material still retains the Bcc phase of
alpha iron; the BCC phase gradually changed to DO3 phase,
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Figure 4: Domain structure of Fe100-xGax films.
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Figure 5: AFM image of Fe100-xGax films.
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which was unfavorable to increase the magnetostrictive coef-
ficient [26].

Under the experimental conditions in this paper, the gal-
lium content in Fe100-xGax films varies from 14.52 to 16.75,
and the sputtering temperature is enough low; therefore,
no DO3 phase appears.

3.3. Domain Structure and Microstructures of Fe-Ga Films.
Figure 4 shows that the domain structure was network form,
and the domain width of Fe100-xGax films was varied. The
magnetic properties of Fe100-xGax films are usually tested
by the domain microstructure, and the domain width is an
important variable of the domain microstructure.

In Figure 4, the black and white regions are caused by the
attractive and repulsive forces between the sample and the
magnetic probe. A network form with different resolution
and contrast of domain microstructure can be observed.

Additionally, it can be found that the domain width
decreases with the decrease of gallium content. The major
influence factor is compositions of Fe100-xGax films. The dif-
ferent of compositions leads to different lattice constants of
Fe100-xGax films and then the different lattice constant causes

of different domain widths and different magnetic domain
microstructures, thus affecting the magnetostriction proper-
ties of Fe100-xGax films.
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Figure 7: TEM image and TEM diffraction image of as-deposited Fe-Ga alloy films: (a) R = 0; (b) R = 0:07.
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It is also found that the magnetic domains become more
and more irregular with the decrease of gallium content,
which indicates that the magnetic domains of the films are
not uniform.

The signal detected by the instrument is the magnitude
of the magnetic gradient component in the vertical direction
of the membrane surface. When the cantilever oscillates near
the surface with its resonance frequency, the resonance fre-
quency of the cantilever will change with the force gradient
of the surface in the range of 1~ 50Hz. The instrument used
in the experiment detects the change of resonance frequency
by means of phase measurement and obtains the distribu-
tion of surface force gradient.

As shown in Figure 4, the range of the pin-point phase
angle values is shown on the right side of the figure and
the corresponding contrast between light and dark in the
image. Since MFM can only detect the magnetic gradient
component in the vertical direction, the following definitions
are made for the different contrasts in the magnetic image:
the brighter regions represent the same direction of mag-
netic moment and the same direction of needle magnetiza-
tion, which is the positive direction. The darker regions
represent the negative direction of the magnetic moment,
which is opposite to that of the tip.

Since the magnetic moment has a certain intensity and
direction, the contrast of the magnetic force image is related
not only to the magnetization but also to the direction of the
magnetic moment. In conclusion, the larger the range of
phase angle, the larger the detectable magnetic gradient
range, the higher the sensitivity of the tip.

Figure 5 shows height difference of the film surface. The
height difference increases with increasing iron content in
Fe100-xGax films.

Figure 6 shows the variation of height difference with the
ratio of the pure iron slice areas to alloy target areas. It can
be observed that the surface height difference of the Fe100-x
Gax films decreases with increasing the value R.

The microstructure TEM images and diffraction image
of Fe100-xGax films are shown in Figure 7. There are some
strip patterns in the films. Diffraction rings corresponding
to polycrystalline appear, so the microstructure of film is
crystal structure. However, diffraction rings of specimen
no. (f) which iron content is high are not continuous and
present a series of rings of dots.

The different diffraction patterns of sample A and sam-
ple F are caused by the different compositions in the films.
Sample A was sputtered by using an Fe84Ga16 target. The
film is composed of polycrystalline Fe-Ga alloy grains and
a small amount of amorphous Fe-Ga alloy particles. There
is no extinction phenomenon during diffraction.

On the contrary, the sample F sputtered films from
Fe84Ga16 targets covered with Fe slices. The sputtering prod-

ucts have both Fe84Ga16 grains and pure iron grains. Due to
the lower substrate temperature, the faster sputtering depo-
sition rate, the slower diffusion of iron; not all iron dissolved
into Fe-Ga alloy; the films are mainly composed of Fe-Ga
alloy grains and a small amount of Fe grains.

Although Fe-Ga alloy grains and pure iron grains are
both BCC (A2), the lattice constants are different, and the
diffraction ring is discontinuous because of the structure
extinction.

3.4. Magnetization and Coercivity. Magnetization and coer-
civity results of Fe100-xGax films are shown in Figure 8 and
Table 2. The Fe100-xGax films are ferromagnetic. The films
with high iron content display large coercivity. The coerciv-
ity for the film of specimen no. (a) is 45.112Oe; it is the min-
imum value.

It can be explain as follows: there are two factors influ-
ence on the coercivity results of Fe100-xGax films, grain size,
and film roughness, respectively [5]. Grain sizes are fine in
the lower iron content films. The large interface regions
can act as pinning centers for domain wall movement. On
the other hand, as shown in Figure 5, the film roughness
increases with decreasing of iron content. Finally, the coer-
civity decreases with decreasing iron content.

The larger the coercive force and saturation magnetiza-
tion, the larger the magnetic loss. According to this princi-
ple, if we want to develop magnetostrictive microdevices,
we need to prepare thin films with small coercivity.

4. Conclusions

We can conclude that compositions are the key factor that
affects alloy phases, grain sizes, film surface roughness, and
magnetic domains of the magnetron sputtered Fe100-xGax
films. Changing the ratio of the pure iron slice areas to alloy
target areas, the desired film composition can be achieved by
the improved Mosaic method. The desired film composition
was achieved by changing the ratio of the pure iron slice
areas to alloy target areas (i.e., the area ratio, R). EDS results
of iron content in films are 83.25, 83.61, 84.35, 84.58, 84.95,
and 85.58, separately.

The morphologies, magnetic domain structure, micro-
structure, and compositions of Fe100-xGax films revealed by
SEM-EDS, XRD, MFM, VSM, and TEM. The results show
that there are <1 1 0> texture in magnetron sputtered
Fe100-xGax films. The sharp peak attributed to the A2 micro-
structure suggests that the film is crystalline.

The magnetic domain structure of Fe100-xGax films pre-
sents a network form, and the domain width decreases with
the decrease of gallium content. It is also found that the
magnetic domains of the films are not uniform.

Table 2: Magnetic results of as-deposited Fe100-xGax films.

Specimen no. a b c d e f

Coercivity (Hci), Oe 45.112 51.864 53.684 55.116 54.977 53.831

Magnetization (Ms), emu/g 127.47 129.13 79.740 74.914 36.613 34.696
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The TEM result shows that there are some strip pat-
terns in the films. Diffraction rings corresponding to
polycrystalline appear, so the film microstructure is crys-
tal structure. However, diffraction rings of specimen no.
(f) which iron content is high are discontinuous because
of the structure extinction and present a series of rings
of dots.

For a suitable candidate of microdevice applications
in MEMS, the optimum composition film should be
Fe83.25Ga16.75 film.
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In order to improve the information and product originality level of intelligent manufacturing industry based on sensor technology,
this paper summarizes the current situation of CAx integration based on sensor technology and its design application and analyzes
the shortcomings of existing CAx integration, aiming at accurate, complete, timely, and barrier-free transfer of sensor product data
and information between CAx system and MRPII/ERP management information system. The concept and information model of
feature extension of sensor components oriented to the whole process of sensor intelligent manufacturing is presented. Taking
feature extension of sensor components as the integration link, CAx integration framework structure and its design application
mode based on feature extension are established, while key technologies and implementation ideas to realize the integration and
the design application are put forward, which provides an effective path to realize the sensor integration of CAx and
management information systems such as MRPII/ERP.

1. Introduction

Sensor technology is one of the rapidly developing high and
new technologies in today’s world. It is also an important
symbol of the development of contemporary science.
Together with communication technology and computer
technology, sensor technology forms the three pillars of
information industry in the 21st century. If a computer is
an extension of the human brain, then sensors are an exten-
sion of the human features. Therefore, each developed coun-
try regards sensor technology as the key technology of this
century to try to develop. The application of sensors is also
more and more extensive and has penetrated into various
professional fields. However, the innovation of sensor
technology and the ability of new product development are
lagging behind the advanced level at home and abroad,
which restricts the development of industrial automation
and information technology.

The computer integrated manufacturing system (CIMS)
based on sensor technology is a crucial technology for the
informatization of manufacturing industry. CIMS requires
fast, lossless, and distortionless communication of product
information between computer aided X (CAx) systems and
management systems such as manufacturing resource
planning (MRPII) and enterprise resource planning (ERP).
CAx integration technologies have been studied by researchers
for decades, and commercial softwares such as Solidworks and
Pro-E, which are typical computer aided design or computer
aided manufacturing (CAD/CAM) integration, have been
widely used in several industries. Fruitful research results ori-
ented towards enterprises APPs have been achieved in unified
platform integration technology for multisystem and cross-
system. However, limitations still exist in these technologies,
and integration requirements cannot be fully fulfilled.

The most concerning issue for the application of
CAx system integration based on sensor technology is the
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unblocked connection between CAD and other CAx systems
[1–3]. Researchers have been made great effort on dealing
with this issue, and several integration framework models
have been proposed in different cases. CAD system and
PDM system integration mode are studied [4]. 3D CAD soft-
ware SolidWorks 2010 and the small PDM system are
designed. CAD, CAPP, and CAM integrated system frame-
work based on PDM is proposed, and the customization
content and implementation technology involved in the
implementation of the framework are researched in depth
[5]. CAx systems are integrated with PDM system by adopt-
ing message-driven Hub Spoke integrated mode [6]. A new
framework for the design of a CAx information management
and integrated system (CAx-IMIS) based on product data
management (PDM) techniques and STEP integration tech-
nologies is proposed [7]. Seamless integration of CAD/CAE
was achieved, and the quality and efficiency of the shell
nosing design were improved [8]. A knowledge-based inte-
gration system framework for mechanical product develop-
ment is obtained [9]. The workflow of virtual modeling and
simulation of CAx system is presented, and the design of
new bicycle plastic bottle is introduced [10]. The future
development and concept for CAx system structure affecting
the auto companies and their suppliers are presented [11].
Researchers combined CAD, CAM, and computer-aided
process planning (CAPP) with computer software on the
product data management (PDM) platform, using the uni-
fied control program to realize the extraction, exchange,
sharing, and manipulation of the information. This can
guarantee not only unblocked information flow within the
systems but also effective operation of the systems, thus,
realizing the CAx integration goal [12]. Klocke et al. [13] pro-
posed a method of extended function blocks to reduce data
loss within adaptive process chains by introducing data port
list, which realized the integration of CAx systems. Li et al.
[14] presented a digital collaborative design model and inves-
tigated product design process integration technology based
onWebservice. A new concept of closed-loop manufacturing
process from numerical control machine to CAD/CAM sys-
tems based on STEP-NC was put forward [15].

To realize information integration in CAD/CAM, they
introduced feature recognition technology in CAM program-
ming and established the interaction of data management,
manufacturing process management, and enterprise resource
planning. Moreover, Ni et al. [16] proposed a heterogeneous
system integration framework oriented to enterprise business
cooperation and analyzed the key technologies related to the
framework, such as ontology modeling, ontology mapping,
and semantic interoperability mechanism, which provides a
new architecture and method for business cooperation based
heterogeneous system integration. A feature technology-
based CAx integration systemwas presented [17–19]. The sys-
tem realized the integration of subsystems CAD, CAM, and
CAPP through the STEP interface and is adapted to product
design and process planning of CAD systemwith different for-
mats. Some researchers also studied ERP/CAx integration
based on CORBA, COM/COM+, and JavaRMI component
technology and PDM/CAx integration based on ontolo-
gy/PLM, aiming to realize the connection between CAx and

enterprise resource management systems, and support coop-
erative design.

Since the end of 1990s, the application of CAx integra-
tion has been focusing on enterprise APPs and enterprise
knowledge. As a result, the integration application of CAx
has gradually developed from the separate application of
each unit technology system to the local connection of mul-
tiple CAx systems and finally to realize the overall integra-
tion [20–22]. In addition, deep learning platforms [23],
dynamic system [24, 25], and fault diagnosis field [26] may
be utilized for the design analysis of sensor parts and inte-
gration in engineering. From the previous work, it can be
concluded that the existing CAx integration technologies
mainly focus on STEP-based, PDM-based, and feature-
based integration.

Nevertheless, there are still a lot of challenges in estab-
lishing the enterprise manufacturing integration system
based on CAD/CAM/CAPP to meet the requirements of
industrial informalization. First, STEP-based integration
pattern use the neutral file to provide CAx systems with a
“intermediate transformation” or “intermediate interface,”
which results in the loss of CAD design intention and cannot
fully satisfy the integration requirements. Second, PDM-
based integration technology only provides a platform for
centralized management of product data. When data and
information are transmitted between CAx systems through
PDM platform, the intrinsic properties of the CAx single
system expression will be lost and the integration require-
ment cannot be fully satisfied. Furthermore, even though
the feature-based integration technology can solve the prob-
lem of the information exchange and sharing between CAx
systems, this is confined within the CAx. Information
exchange among subsystems as CAD, CAM, CAPP, and
CAFD have to be supported by feature recognition and fea-
ture mapping technology. Therefore, the seamless integra-
tion of CAx system and management information systems
such as CAQ and MRPII/ERP cannot be achieved. Mean-
while, the existing features are intrinsically CAD-based 3D
geometries which do not contain the information including
manufacturing features, fixture features, quality features,
and resource features, thus, limiting the practical application
of integration systems.

Focusing on the above limitations, this paper has inves-
tigated a feature extension technology and its information
model thoroughly. Besides, a CAx integration framework
based on information extension is established, and key tech-
nologies to achieve seamless integration are studied. This
work can promote the development of CAx system towards
the direction of high integration, networking, virtualization,
and intelligence.

2. Principle of Feature Extension of Sensor
Components and Its Information Modeling

General speaking, a feature should be with the multidomain
property which includes the design, manufacture, quality,
and the resource domain. This property makes the feature
a complete knowledge for engineering applications, inde-
pendent from a specific engineering system. The main idea
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of the proposed feature extension is to construct a novel type
of feature which has merits of independence, completeness,
reusability, and revisability. Such type of feature can guaran-
tee the integration of CAx and meet the requirement of
feature’s property mentioned above.

In the next pages of this section, the principles and the
information modeling of the proposed feature extension
method will be introduced in detail.

2.1. Definition and Expression of the Feature Extension of
Sensor Components. The feature extension is a geometrical
unit which is adaptive to products’/components’ lifetime
and includes the complete information of products or com-
ponents. The complete information (of design, manufactur-
ing, clamping, quality, resource, and management) and its
corresponding features are packaged in the feature exten-
sion. This property makes the proposed feature extension
accessible for different application systems to obtain desired
information.

According to the basic concept illustrated above, the
feature extension can be expressed as a set of a series of
features:

F = FD, FM , FF , FQ, FE

� �
, ð1Þ

where F is the feature extension (i.e., the unit geometrical
entity); FD is the design features set in which all design infor-
mation of F is packaged, including feature ID, feature name,
materials and thermal processing information, technical
requirement, and geometrical topology; FM is the manufactur-
ing feature of F, which is packaged with information concern-
ing manufacturing details, such as manufacturing technologies,
tools information, andmanufacturing equipment; FF is the fix-
ture features package of F, where assembling information
including orientation, clamping, and guiding; FQ is packaged
with the quality features of F, which is consisted of detection
planning, detection standard, and detection method, etc.; FE
is the resource and management feature set where the resource
and management information (resource planning, logistics,
delivery schedule, etc.) of F is packaged.

The next, construction of the five features sets will be
illustrated in detail.

2.1.1. Expression of FD: A Matrix. The proposed feature
extension requires the feasibility of interior features’ labeling
and matching. To meet such requirement and to make the
expression more reasonable for the design features, the
design features set FD can be designed as follows:

FD = fID, fNM , fGM , fSZ , fDV , fMR, fTHM½ �T , ð2Þ

where each f X in FD is a column vector with N elements,
corresponding to N samples of the feature extension.
Among those, f ID is the label vector indicating the unique
identification of the N samples; f NM is the name vector stor-
ing the names of the N samples; f GM is the geometrical vec-
tor, presenting the geometry entity of the N samples; f SZ
stores the geometrical size and tolerance of the feature exten-

sion; f MR and f THM are used to store the materials and ther-
mal processing methods, respectively, of the N samples.

It can be concluded from the above statement that the
design feature FD has a form of matrix; each column of FD
indicates the design feature of a certain feature extension.

2.1.2. Construction of FM : Tree-Structured Data. The
manufacturing feature FM is supposed to be extracted from
design feature FD, which acts as supplement (technical
details) of relevant features packaged in FD. Considering
the constitution of manufacturing knowledge, the FM can
be designed as tree-structured data, functioning as the core
structure and information.

Based on the above analysis, the FM is designed as is
shown in Figure 1.

2.1.3. Expression of FF : A Logical Rule Based on Relevance.
To comprehensively describe the fixture feature, FF is much
easier that other features set since the FF can be treated as
inheritance from FM . Therefore, the FF packaged in a
feature extension can be designed as a logical variable that
indicates whether the feature extension is an FF or not,
expressed as:

FF = 0, 1½ �: ð3Þ

2.1.4. Structure Design of FQ. The quality features set FQ

includes the products’ or the components’ quality planning,
quality strategy, detecting method, and detecting planning,
etc. Those are tightly related to the FD and FM . All necessary
information must be included in the FQ so that the CAQ can
access required message. Thus, the FQ can be structured into
the one presented in Figure 2.

2.1.5. Packaging of Resource and Management Feature
Structure Design of FE. The resource and management fea-
tures that set FE are usually determined by FD and FM which
are tightly relevant to enterprises’ management strategies.
Therefore, a certain requirement (of a company) for
resource management should be packaged in the feature
extension. Following this concept, the packaging of the
resource and management features can be designed includ-
ing not only manufacturing but also management details,
as is shown in Figure 3.

2.2. The Information Model of the Feature Extension of
Sensor Components. The feature extension proposed as (1)
is to improve the design quality in manufacturing and to
optimize the management operation of companies. More
specifically, a feature extension is an improved type of
feature set inherited from its original features. A feature
extension extends the concept of “feature” by adding new
properties (e.g., quality, fixture, and resource) into tradi-
tional features set. That means the core of a feature exten-
sion is a geometry entity in which all properties required
by CAx and MRPII/ERP systems are packaged.

Following the discussion above, the information model
of the proposed feature extension can be presented as
Figures 4 and 5.
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As is shown in Figure 4, the proposed feature extension
is designed to be a 3-layer structure, including support layer,
property layer, and expression layer. The support layer is a
set of feature mapping, feature knowledge, and feature rule,
controlling the self-organization of the information included
in it. As a result, the support layer finally map the design fea-
ture FD into manufacturing, fixture, quality, and resource &
management feature, i.e., the FM , FF , FQ, and FE; the map-
ping constitutes the property layer.

Finally, after the mapping processing of the support
layer, the expression layer which is presented as a geometry
entity, by which the feature extension displays and expresses,
is packaged with all properties provided by the property
layer, serving the integrated systems with their required
information.

We can conclude from the above illustration that the fea-
ture extension expresses explicitly as a special type of geom-
etry entity which can be treated as an informational entity,
serving as a bridge between CAx and other management
applications. Figure 5 describes the packaged content and
the informational structure of a feature extension. Obvi-
ously, a feature extension contains the whole features infor-
mation of products or components indexed.

3. Structure Design of the Integrated CAx
System Based on the Feature Extension of
Sensor Components

The main purpose to the proposed feature extension method
is to accordingly establish an integrated platform face to
enterprises which combines all the CAx systems, enterprise
information management systems, and the work flows of
those, together. This platform functions as an information
hub system for all specific applications which is with proper-
ties of unified portal, feature-leading, and collaborative
operation, whose core is the proposed feature extension.

The next, we shall illustrate the structure design of the
integrated CAx system which is based on the proposed
feature extension technology.

3.1. Architecture Design of the Application Level for the
Integrated System Using Sensor Technology. The layers
design of the application level of the integrated system is
presented in Figure 6, which is consisted of four layers: the
user interface (UI) layer, the controlling layer, the applica-
tion integration layer, and the data support layer.

In the following content, the definition of the four layers
will be introduced.

3.1.1. The UI Layer. This layer is designed to provide the
users with a unified portal which permits users to operate
and invoke the integrated CAx system.

3.1.2. The Controlling Layer. The main task of this layer is to
control the information acquisition from the feature exten-
sion of every CAx or MPRII/ERP system in the integrated
system. Meanwhile, the controlling layer grants each appli-
cation authorities of accessing and obtaining the database,
according to the logic of operation flow.

The controlling layer guarantees the cooperation
(between the applications embedded in the integrated sys-
tem, in the collaborative design stage) of processes, knowl-
edge, and multidisciplinary optimization.

3.1.3. The Application Integration Layer. The application
integration layer is embedded with CAx systems and other
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management systems such as MRPII/ERP. In another words,
the application integration layer is an integration of applica-
tions of CAD modeling, CAPP technology planning, CAFD
fixture design, CAQ quality detection and controlling, CAE
engineering analysis, and MRPII/ERP enterprise resource
management, etc.

Among the integrated application described above, the
CAD/CAM is in the key technology of the integration
design. And the feature extension is the central component
of this layer since the applications can be embedded in this
layer by the different types of information packaged in the
feature extension.

3.1.4. The Data Support Layer. The data support layer com-
prehensively manages different types of database (i.e., the
extended features database, the feature extension samples
database, and the technical knowledge database), so that
the data presentation and the upper-layer operation of the
feature extension can be supported.

3.2. Key Issues in Feature Extension’s Realization and
Solutions Based on Sensor Components. The previous section
has introduced the 4-layer structure of the integrated CAx
system proposed in this research. In this section, based on
the definition of the feature extension and the structure

property of the 4-layer integration, we shall discuss the tech-
nical details on how a feature extension matches its corre-
sponding CAD entity and how a combination of feature
extensions forms a feature extension sample.

3.2.1. The Realization of Feature Extension Based on API. A
numbers of commercial CAD softwares, such as Solidworks
and Pro-E, provide users with an amount of APIs for second-
ary developing. Since, users can expediently define different
feature extension via the APIs during geometry modeling.

More specifically, the APIs can be used to package a
variety of information (including the design, manufacturing,
fixture, quality, and resource and management information)
in geometry entity when geometry modeling is carried out.
Then, the integrated information and the geometry entity
are bundled to be the unified feature extension.

The realization of feature extension using APIs demon-
strated above has a remarkable merit that users are able to
modify the properties packaged in a feature extension
according to certain engineering requirements.

3.2.2. The Matching between the Feature Extension and the
CAD Entity. Here, we shall introduce procedure that how
to establish the matching between feature extension and
CAD entities. The procedure has four steps:

Feature extension

CAD/CAM

CAPP

CAFD

CAQ

CAE

MRP II/
ERP

Application system of collaborative operation based on feature extension

Manufacturing
resource base

Data acquisition control Business process control

User interface User interface
layer

Control layer

Application layer of
integrated system

Knowledge and
data support layerOther

base

Quality
knowledge

base

Fixture
knowledge

base

Process
knowledge

base

Case base of 
feature

extension

Feature
extension

base

Figure 6: Structure of the integrated CAx system based on the feature extension.
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Step 1. Obtain features constituting the feature extension
from a CAD entity, using feature recognition technology.

Step 2. Compare the recognized features in Step 1 with the
default members stored in the feature extension database
and calculated the similarities. The member with the largest
similarity becomes a candidate solution of the desired fea-
ture extension corresponding to the CAD entity.

Step 3. Modify the candidate solution obtained in Step 2 to
make it the solution for the matching.

Step 4. Store the solution of Step 3 into the feature extension
database, so that the database can include more matching
examples with the matching procedure kept carrying out.

3.2.3. The Assembling of the Feature Extension. As is
demonstrated before, the feature extension is in fact an
extended features set. The feature extension is bundled with
a corresponding geometry entity. Thus, the feature extension
is expressed as a special geometry entity with other
nonconventional features, i.e., a geometry entity with
engineering semantics.

Different from simply bundling the features, the feature
extension is determined by the features matching (as is
illustrated in 2); the feature extension replaces the original
features of its corresponding CAD model. Then, a novel type
of entity model (of component) which is completely
consisted with the feature extension solutions is obtained;
such entity is embedded with all properties of the
component’s feature extension, realizing the advantages of
CAx-independence and available to the proposed integrated
CAx system.

Often, a component usually consisted of several struc-
tures. Obviously, according to the analysis above, the

matching solution of each structure (of the component)
needs to be assembled to be a feature extension entity.

Generally speaking, the relation between the solutions of
a component can be determined by the original CAD
model’s topology and attachment details of structures.
Assume that the component consisted of n geometrical fea-
tures and A denotes the feature relation matrix of the com-
ponent’s CAD model, and the matrix A can be expressed as

A =
a11 ⋯ a1n

⋮ ⋱ ⋮

an1 ⋯ ann

2
664

3
775, ð4Þ

where aij is the relation between the n geometrical features
(such as the location and attachment relations). The
elements where aij ≠ 0 indicate that features ai and aj have
certain relations, e.g., geometrical adjacency and form and
location tolerance baseline. Whereas the elements where
aij = 0 indicate features ai and aj are irrelevant.

Accordingly, the component expressed by the solutions
of feature extension consisted of n feature extension solu-
tions. Now, assume B is the relation matrix of the feature-
extension-solution-expressed component, and the relation
of A and B can be expressed as

B = f Að Þ, ð5Þ

where f is a general matrix function. Equation (5) indicates
B is automatically generated by A, and the elements of B are
the replacement of A.

(a) (b)

(c) (d)

Figure 7: An example of feature extension based on (a) pressure sensor, (b) water temperature sensor, (c) speed sensor, and (d) GEFRAN
displacement sensor.
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4. Design Application Strategy of the Applied
Feature Extension

The definition and the development designs of the extended
feature are two key issues for the integrated CAx system
based on feature extension. One practical solution for the
key issues mentioned above is to carry out a secondary
development on widely-used commercial CAD softwares.
This measure can sufficiently make use of the mainstream
softwares’ advantage and simplify the programming proce-
dure. To solve the secondary development, this research
offers an idea, as is concluded as the following four stages.

4.1. Define Feature Extension and Establish Extended Feature
Library. The main task of this stage is classifying and coding
the extended feature. Therefore, we can establish the informa-
tion model for every type of extended feature and further
develop a feature extension sample in a commercial CAD sys-
tem. After that, the extended feature library and the feature
extension sample library can be constructed accordingly.

4.2. Properties Packaging for the Extended Features. Noticing
that the commercial CAD software offer abundant geometry

modeling methods, other features, such as manufacturing,
clamping, quality, and resource information, can be packaged
with products’ geometry feature. The benefit is that once done,
the complete information of products during their lifetime can
be generated in the geometry modeling stage.

4.3. Transformation from Products’ Geometry Model to
Feature Extension Entity. The main task of this stage is to
construct a matching algorithm that relate the geometry
and feature extension entities. This operation guarantees
the visible models of products are not only geometry entities
but also accessible general information entities for CAx and
MRPII/ERP enterprise resource management systems.

4.4. Automatic Acquisition of Products’ Information. It is
necessary to provide the follow-up procedure with original
information of products or components. For example, once
the manufacturing information is obtained by the CAPP sys-
tem, the technology planning can be generated automati-
cally. Therefore, the CAx systems must be able to acquire
the information of products or components automatically.
One possible solution is to control the work flow and
authority of each system.

Private sub Cmdqueding_Click()
Dim part as object
Dim boolstatus as Boolean
Dim longstatus as long
Dim sql as string
Dim length as long
Dim filename as string
Dim rs as NewADODBRecordset
Dim cn as NewADOBConnection
If cn.State<>adStateCclosedThen cn.Close
Cn.Open “provider = SQLOLEDBl; persist security info = false; user ID= sa; Initial_Catalog =machine; data source = FORD4”
If rs.Status<>adStateClosedThen rs.Close
Rs.CursorLocation = adUseServer
…
End sub

Algorithm 1: A program fragment of developing A sensor feature extension.

…
Set swap =CreateObject(“sldworks.Application”)
Set part = swap.ActiveDoc
Set filename=PartGetTitle
Swap.LoadFile2 app.Path+”\”+ “filename.Sldpart”,””
…
Part.SelectByID”01D1@MaxC@filenameSLDPRT”,“DIMENSION”,0.08775564,-0.00467529,0.017438243
Part.Parameter(“@MaxC”).SystemValue =01D1
Part.ClearSelection
…
End sub

Algorithm 2: A program fragment of modifying the feature extension attribute with user defined function fldtofile.
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5. An Example of Feature Extension of
Sensor Components

In this paper, SolidWorks can be used as the development
platform, visual basic, and SQL server are used as develop-
ment tools, and SolidWorks API and user-defined functions
are called to develop features extension and modify their
properties. The following is a program fragment to develop
a sensor feature extension (as shown in Figure 7) and modify
its attributes.

6. Conclusions

To improve the design quality and product originality in
manufacturing and to optimize the management operation
of companies, this research develops a feature extension
method that integrates CAx applications and MRPII/ERP
together, so that the manufacturing and the management
domains can be combined tightly. First, feature extension of
sensor components is defined and extended feature library
of sensor components is established. Classifying and coding
are the main procedure. Second, feature extension properties
of sensor components are packaging. Due to abundant geom-
etry modeling methods by offering commercial software,
manufacturing, clamping, quality, and resource information
can be packaged. Then, the products’ geometry model is
transformed to feature extension entity based on sensor
technology. Finally, sensor products’ information is auto-
matic acquisition.

The information model and the design application strat-
egy have been studied in detail in this paper, which are con-
structive to researchers and engineers engaged in advanced
manufacturing especially in sensor development. In the next
step, we plan to apply the technology proposed in this research
to a small-scale enterprise (a university company) to evaluate
the performance and to further improve sensor research.

Data Availability
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The method of tactile perception can accurately reflect the contact state by collecting force and torque information, but it is
not sensitive to the changes in position and posture between assembly objects. The method of visual perception is very
sensitive to changes in pose and posture between assembled objects, but they cannot accurately reflect the contact state,
especially since the objects are occluded from each other. The robot will perceive the environment more accurately if
visual and tactile perception can be combined. Therefore, this paper proposes the alignment method of combined
perception for the peg-in-hole assembly with self-supervised deep reinforcement learning. The agent first observes the
environment through visual sensors and then predicts the action of the alignment adjustment based on the visual feature
of the contact state. Subsequently, the agent judges the contact state based on the force and torque information collected
by the force/torque sensor. And the action of the alignment adjustment is selected according to the contact state and used
as a visual prediction label. Whereafter, the network of visual perception performs backpropagation to correct the network
weights according to the visual prediction label. Finally, the agent will have learned the alignment skill of combined
perception with the increase of iterative training. The robot system is built based on CoppeliaSim for simulation training
and testing. The simulation results show that the method of combined perception has higher assembly efficiency than
single perception.

1. Introduction

It is an important challenge for the intelligent robot to fully
observe environmental information in the complex unstruc-
tured environment. However, the perception capacity of the
robot will directly affect the robot’s performance in the task
[1–5]. It is difficult to meet current complex work demands
only relying on a single type of sensor to perceive the envi-
ronment. Besides, traditional programming methods in
assembly tasks require technicians with a high technical level
and rich work experience to complete a large amount of
code compilation and parameter deployment. This not only
takes time and effort but also limits the flexibility of the pro-
duction line. The traditional programming method in the
structured environment can no longer meet the production

requirements that require frequent upgrades. The program-
ming model of the robot has changed from hard coding to
teaching-playback for the rapid changes in the production
line [6–10]. The teaching-playback method greatly reduces
the workload of programming. Nevertheless, the teaching
method still requires a large number of parameter deploy-
ments like the traditional programming method. Therefore,
more research has focused on training robots to acquire
work skills independently with the learning-based method.
The trained robot can autonomously interact with the envi-
ronment to complete work. Robots mainly rely on visual and
tactile perception methods to perceive the environment in
the interacting process.

Tactile sensation is very important for humans to per-
ceive the environment, and it is also one of the important
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perception means for robots. The method based on force
control is mostly used to solve the task of precision assem-
bly. The force sensor, position sensor, and force/torque
(F/T) sensor are the most commonly used sensors based
on force control. They can accurately feedback the contact
force when the assembly parts are in contact with each other.
When three-point contact occurs in the peg-in-hole assem-
bly, the three degrees of freedom of the peg are restricted
by the hole, which makes it difficult to complete the inser-
tion for the peg with the traditional method. A novel align-
ment method based on geometric and force analysis is
developed to deal with this dilemma [11]. This method uses
the F/T sensor to measure the contact force information to
estimate the relative pose of the pile and hole.

The alignment between the peg and the hole is accom-
plished by compensating motion based on attitude estima-
tion. To address the assembly failure caused by the large
friction resistance and poor contact situations, a screw inser-
tion method was developed for peg-in-hole assembly [12].
The proposed method analyzes the point contact and surface
contact to reduce axial friction in the assembly process. And
it is still valid in the case of transition fit. For high-precision
assembly tasks, a large number of parameters often need to
be deployed, which technicians need to spend a lot of time
on programming deployment. Therefore, an easy to deploy
teach-less method is proposed to complete precise peg-in-
hole assembly [13]. Whereafter, an easy to deploy teach-
less method is proposed to complete precise peg-in-hole
assembly. The low accuracy of conventional programming
is compensated without artificial parameter tuning by
training based on deep reinforcement learning. Moreover,
a variable compliance control method based on deep rein-
forcement learning is proposed for the peg-in-hole of the
7-DOF with torque sensor robot to improve the efficiency
and robustness of the assembly task in the uncertain initial
state and complex environment [14]. The trained robot
can select passive compliance or active regulation to dispose
of the current environment, which makes the variable com-
pliance fewer adjustment steps than the fixed compliance. In
addition, the method of combined learning-based algorithm
and force control strategy is proposed [15]. It contains the
hybrid force/position controller and the variable impedance
controller. The hybrid force/position controller was designed
to ensure the safe and stabilization of the searching hole. The
variable impedance controller based on fuzzy Q-learning is
used to conduct compliance action. The proposed method
improves the stability and adaptability of the peg-in-hole
assembly. Many high-precision assembly tasks mostly choose
the method based on force control. However, the appearance
characteristics and related location information of the envi-
ronment cannot be well perceived for the force sensors.

Visual perception plays an important role in the robotic
perception of the environment. Visual perception can
quickly perceive the appearance characteristics and relative
position information of the object. It is difficult for visual
perception to process the occluded part when the target is
partially occluded. Human beings often rely on touch, hear-
ing, and smell to perceive the environment when their vision
is obscured. And the visual perception is interfered with by

environmental factors such as lighting, which leads to the
robot needing to work in a specific working environ-
ment [16].

In recent years, the field of visual perception has also
made numerous research progress with the vigorous devel-
opment of deep learning and deep reinforcement learning.
The robot of the combined system uses a two-level vision
measurement method in robot automatic assembly [17].
This technique has developed an accurate coordinate trans-
formation for the calibration of the dynamic coordinate sys-
tem. Whereafter, the hole was 3D reconstructed for the hole
edge point selection. This method makes the cost of the pose
determination become lower. And it also extends the visual
measurement range and improves the positioning accuracy.
In addition, the method of uncalibrated visual servoing is
used in peg-in-hole assembly, which is a three-phase assem-
bly strategy [18].

The designed system first uses an eye-to-hand mono
camera to perform attitude alignment, which makes the
assembly object and the predefined transition location paral-
lel to each other. Then, the system aligns the assembly object
and the predefined transition position collinearly. Finally,
the assembly object completed the longitudinal alignment.
Besides, a learning-based visual servoing method was used
to quicken the speed of the searching hole [19]. This method
uses the concept of domain randomization based on deep
learning to predict the position of the hole. The deep neural
network uses synthetic data for training to predict the hole’s
quadrant. Whereafter, the peg moves towards the hole
through visual servoing iteration. The diameter and the
length of the assembly are, respectively, 10mm and 70mm.
The assembly clearances between the peg and the hole are
0.4mm. It still can quickly complete the peg-in-hole assem-
bly when facing different surfaces with various colors and
textures in the real world. And the assembly time is less than
70 s. Whereafter, in order to peg-in-hole alignment, a visual
servoing based on learning was developed to faster align
with the hole [20]. The deep neural network for peg and hole
point estimates uses purely synthetic data to train. The
assembly system is equipped with two cameras and a special
lighting system, which can align the peg with the holes cov-
ered by different materials and then complete the insertion
of the peg through compliance control with force-feedback.
Moreover, the method of the dynamic position-based servo
can perform the microassembly with the micropeg of diam-
eter 80μmand the hole of 100μm [21].

The assembly system is equipped with encoders for posi-
tion servo, light source, and three CCD cameras to automat-
ically align, grasp, transport, and assemble. The process of
the microassembly has not the contact adhesion force. The
average time and the success rate of the assembly are 4mins
and 80%, respectively. In summary, the control method
based on the vision for the assembly has higher assembly
efficiency than force, but the assembly accuracy is not as
good as the method based on force. If the system based on
the vision method needs to improve the assembly accuracy,
the system needs to be equipped with a high-precision vision
sensor, a special lighting source, and spend more assembly
time. The control methods based on vision or force have
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their own advantages and disadvantages. If they can comple-
ment each other, the robot will have higher assembly effi-
ciency while ensuring assembly accuracy.

Humans often use the means of visual observation and
tactile perception to complete the peg-in-hole assembly. It
is possible to complete the peg-in-hole assembly of the
minuscule clearance under the condition of clear observa-
tion and sensitive tactile perception. On the one hand, we
can also use only visual observation to complete the assem-
bly. However, there needs to be sufficient clearance when
the state of the peg and the hole can be clearly observed.
Otherwise, it will cause the assembly to fail. On the other
hand, we can also use only the tactile perception to achieve
a successful assembly. However, it may take more time. So
the assembly speed of a robot using multiple perception
methods is often better than that of a single perception
method. Therefore, the current research of peg-in-hole
assembly mostly adopts the hybrid control method of visual
observation and tactile perception [22–26]. For instance, a
guidance algorithm based on geometrical information and
force control is proposed to improve the success rate of the
peg-in-hole assembling with complex shapes [7].

The proposed method makes a 6-DOF industrial robot
with the eye-in-hand camera chooses assembly direction
through spatial arrangement and geometric. And it deter-
mines the magnitude of force through kinesthetic teaching.
Besides, the dual-arm coordination robot adopts a hybrid
assembly strategy based on vision/force guidance for peg-
in-hole assembly [27]. This method can be used in round,
triangle, and square assembly parts with 0.5mm maximum
clearance. Baxter research robot has three vision sensors
placed on the left hand and right hand head, respectively.
The robot first uses visual guidance to achieve rough adjust-
ment. Afterward, the robot uses the force feedback mecha-
nism with the F/T sensor to perform precise adjustments.
The proposed method can ensure a high assembly success
rate for assembly parts of different shapes. Furthermore,
the modalities with different characteristics were designed
based on deep reinforcement learning for different geometry
peg-in-hole tasks with tight clearance [28]. The robot has
three sensors to collect the data of RGB images, F/T sensor,
and end-effector as input.

Our technique uses multiple inputs to establish a com-
pact multimodal representation to predict contact and align-
ment in the peg-in-hole assembly. And then, the robot
controller with haptic and visual feedback was realized
through the self-supervision training without the manual
annotation. Moreover, a novel method was proposed to find
the right inserting pose through trials with force feedback
and vision [23]. The adjustment times of the assembly were
minimized by the reinforcement learning training, which
uses force and visual feature design. In addition, the com-
bined method of learning-based algorithms and force con-
trol strategies were proposed to improve the efficiency and
safety of the assembly process [15]. This method takes
advantage of the MLP network to generate the action trajec-
tories during the hole-searching and uses the force/position
controller to ensure the safety and stability in the contact.
The variable impedance controller based on fuzzy Q-

learning was designed to insert the peg into the hole. The
proposed method improves the efficiency and effectiveness
of the assembly.

The current research of the peg-in-hole assembly uses
mostly multiple perception methods, but most of them use
a single perception method to adjust the alignment between
the peg and the hole. However, humans often use the
method of visual and tactile perception to complete this
work. The robot’s visual and force perception should be well
combined to better intelligent performance and higher
assembly efficiency.

In this paper, a hybrid control method of vision and tac-
tility is proposed based on deep reinforcement learning to
improve alignment efficiency for the peg-in-hole tasks. The
mapping relationship between visual features and tactile sig-
nals will be established by trial and error with the self-
supervised. Firstly, the RGB-D image is obtained by the
visual sensor. Secondly, the deep neural network extracts
visual features from the image and predicts the contact state.
Thirdly, the agent receives the force signal by the tactile sen-
sor to determine the current contact state as a visual predic-
tion label. Finally, the network of the visual prediction uses
this label to conduct the backpropagation calculation for
correcting the network weights. We introduce the working
principle of the peg-in-hole assembly in Section 2, and a
quick hole-searching strategy is designed. In Section 3, the
hybrid control method is proposed for the peg-in-hole
assembly to improve assembly efficiency. In Section 4, the
simulation results in CoppeliaSim and analysis results are
presented. Section 5 elaborates the conclusions and future
work.

2. Working Principles and Analysis of Peg-in-
Hole Assembly

2.1. Analysis of the Contact State between the Peg and the
Hole. The task of peg-in-hole assembly is mainly divided
into the grasping stage, the hole-searching stage, the align-
ment stage, and the insertion stage. The task of the grasping
stage is to grasp the peg and move it to the vicinity of the
hole. The task of the hole-searching stage is to visually detect
the edge and the center of the hole and then move the peg to
the center position of the hole. The task of the alignment
stage is to adjust the posture of the peg, so that the posture
alignment is completed between the peg and the hole. The
task of the insertion stage is to insert the peg into the hole
after alignment. In the assembly process, there are three vital
contact states as shown in Figure 1. The bottom of the peg
makes surface contact with the upper surface of the hole
after moving the peg. This contact is called surface contact,
as illustrated in Figure 1(a). The point contact will occur
between the inside of the hole and the surface of the peg if
the peg is close enough to the center of the hole. Two-
point contact and three-point contact are shown in
Figures 1(b) and 1(c), respectively. The plane contact only
occurs in the hole-searching stage. It means that the position
of the hole has been found when the point contact has
occurred. It means that the robot has completed the task of
the hole-searching stage and entered the alignment stage.
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The key stages that affect the efficiency of peg-in-hole assem-
bly are the hole-searching stage and the alignment stage.
Their details are introduced in Section 2.2 and Section 2.3,
respectively.

2.2. Working Principles of Searching Hole

2.2.1. The Method of Force-Based Searching Hole. Firstly, the
peg will be moved to the surface of the hole, which produces
a plane contact state between the peg and the hole. At this
time, the peg situates the outside of the hole. Subsequently,
the peg searches for the position of the hole with an Archi-
medes spiral trajectory. During the search process, the center
of the peg gradually approaches the center of the hole. The
peg will be inserted into the hole or tilted in the inside of
the hole under the action of the assembly force when the
position of the shaft and the hole are close enough. The
peg went into the inside of the hole by this time, that is,
the work of the searching hole is completed and the adjust-
ment phase is entered. The method of force-based searching
hole often spends more time than the vision-based.

2.2.2. The Method of Vision-Based Searching Hole. The
image data expressing the current environment information
is obtained through the vision sensor. And then, it is applied
edge detection with the Canny operator. But the edge detec-
tion is susceptible to interference from image noise.
Therefore, image noise removal must be performed with
Gaussian filtering before the edge detection. The image noises
will be eliminated by the Gaussian smoothing filter, and the
Gaussian kernel used by the filter is described as follows:

K = 1
273

1 4 7 4 1
4 16 26 16 4
7 26 41 26 7
4 16 26 16 4
1 4 7 4 1

2
666666664

3
777777775
: ð1Þ

And after that, the system calculates the intensity gradi-
ents and direction with the Sobel operator. The convolution

(a)

A

B

(b)

A

B

C

(c)

Figure 1: Schematic diagram of contact state based on (a) plane contact, (b) two-point contact, and (c) three-point contact.
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arrays need to be applied to the x and y directions, respec-
tively, to calculate the gradient magnitude and direction.
The convolution arrays are shown as follows:

dx =
−1 0 1
−2 0 2
−1 0 1

2
664

3
775, ð2Þ

dy =
−1 −2 −1
0 0 0
1 2 1

2
664

3
775: ð3Þ

The intensity gradients S determine whether the point is
an edge point. The large gradient value indicates that the gray
value around the point changes quickly and is an edge point.
The small gradient value indicates that the point is not an
edge point. The gradient direction θ indicates the direction
of the edge. The calculation formula of the intensity gradients
S and direction θ is described as follows:

S =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dx

2 + dy
2

q
, ð4Þ

θ = arctan
dy
dx

: ð5Þ

Subsequently, the system performs the nonmaximum
suppression operation for each pixel to filter out nonedge
pixels. First of all, the gradient direction θ is approximated
as one of 0, 45, 90, 135, 180, 225, 270, and 315. That is, the
gradient direction θ is defined as eight directions in a two-
dimensional space. And then, it compares the intensity gradi-
ents S of each pixel. Finally, the pixel would be retained if the
intensity gradients S of the pixel is the largest; otherwise, it is
suppressed to 0. The purpose of this process is to make the
blurred boundary become sharp. There are still many image
noises in the image after the process of nonmaximum sup-
pression. This method is more sensitive to noise, so it is nec-
essary to filter for image blurring and denoising. Thereafter,

the hysteresis threshold will be used to further process the
noise. The method sets the upper bound and the lower bound
of the threshold. It is considered to be an edge if the intensity
gradients of the pixel are greater than the upper bound of the
threshold, which is called a strong edge. It must not be an
edge if its intensity gradients are less than the lower bound
of the threshold, which will be removed. When the intensity
gradients of the pixel are in threshold interval, it is considered
as the weak edge. At this time, these pixels can only be consid-
ered as the candidate of the edge. They will be retained if it is
connected to the edge; otherwise, it will be removed. The
upper bound of the threshold is to distinguish the contour
of the object from the environment, which determines the
contrast between the object and the environment. The lower
bound of the threshold is used to smooth the contour of the
edge. The contour of the edge may be discontinuous or not
smooth enough when the upper bound of the threshold is
set too large. The detected edges of the contour may not be
closed at this time. The lower bound of the threshold can
make up for this; it can smooth the contour or connect the
discontinuous parts.

In this way, a complete outline can be obtained, as illus-
trated in Figure 2(a). When the edge detection has been
completed, the Hough gradient method is used to detect
the center of the hole. This method will draw straight lines
along the gradient direction of the pixels for all edge pixels.
The straight line is perpendicular to the tangent line of the
boundary pixel, which is the normal line.

The system will accumulate votes in the Hough two-
dimensional accumulator space after the normal line of all
contour pixels is drawn. The pixel with more votes is more
likely to be the center of the hole. The robot gradually moves
the peg to the inside from the outside of the hole after deter-
mining the center of the hole, as shown in Figure 2(b). How-
ever, during the peg approaches the center of the hole, it will
slide down to the center of the hole under the action of the
assembly force if the peg is close enough to the center of
the hole. Subsequently, the peg will convert from plane con-
tact to two-point contact or three-point contact. At this
time, the work tasks of the hole-searching stage have been
completed and the alignment stage has been entered.

(a) (b)

Figure 2: Schematic diagram of visual recognition with (a) edge detection of the hole and (b) position detection of the center for the hole.
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2.3. Working Principles of Alignment. The adjusting posture
for the peg usually uses the method of compliance-based
with force feedback to align the hole whether the assembly
control method is force-based or hybrid control based on
vision and force. When the point contact occurs, the peg will
overcome the contact friction force between the peg and the
hole under the action of the assembly force Fass and slide to
the center of the hole, as shown in Figure 3(a).

This phenomenon of sliding to the center of the hole is
called the “natural attraction” of compliance-based peg-in-
hole assembly. For instance, the assembly force exerted by
the robot on the peg causes a corresponding reaction force
at the contact point A and B between the peg and the hole.
The sum of the reaction forces FRFsum on the contact points
always points to the center of the hole, as illustrated in
Figure 3(b). The projections of the assembly force Fass on
the xy-plane and the z-axis are Fr and Fz , respectively, as
shown in Figure 3(c). Fz is always vertically downward,
but the direction of Fr is uncertain. They will counteract
each other when the directions of FRFsum and Fr are incon-
sistent. In this case, the peg cannot overcome the friction

at the contact point and will keep the peg stationary. When
the direction of FRFsum and Fr are consistent, the peg will
overcome the friction at the contact point to slide to the cen-
ter of the hole.

This adjustment method based on compliant control can
smoothly complete the peg-in-hole assembly. However, it
will also have some difficult situations, such as the peg slip-
ping out of the hole and larger position errors or posture
errors. Humans often rely on the cooperation of vision and
tactile to deal with this dilemma. Therefore, this research
improves the work efficiency of the peg-in-hole assembly
by training the vision and tactile cooperation of the robot.
The training details will be introduced in Section 3.

3. Alignment Method of Combined
Perception for Peg-in-Hole

The assembly system for peg-in-hole is mainly composed of
hole-searching module and alignment module. The perfor-
mance of the alignment module determines the alignment
efficiency. The current research usually uses alignment

x

BA

M
ψy

ψ

Fass

(a)

Hole

y

x

BPeg

A
FRFsum

FRFB

FRFA

(b)

Fr

Fz A, B

(c)

Figure 3: Schematic diagram of contact force analysis illustrating (a) contact force. (b) Top view of contact force analysis. (c) Side view of
contact force analysis.
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methods based on force control. This method performs well
when dealing with smaller position and posture errors, but it
performs poorly when dealing with larger position and pos-
ture errors. This is because the force-based control method
can only perceive the change of the contact state but cannot
intuitively perceive the change of the spatial position and
posture of the peg. Therefore, we propose a multiperception
alignment method with vision and tactility based on the
analysis in Section 2.3.

3.1. Working Principles of Combined Perception with Deep
Reinforcement Learning. Tactile perception with a force/tor-
que sensor can accurately perceive the information of the
contact state, but it is not sensitive to changes in spatial posi-
tion and posture. Visual perception can intuitively reflect the
change of spatial position and posture. However, when the
perceived object is in contact with other objects, visual per-
ception cannot accurately perceive the contact state. If visual
perception and tactile perception can be combined, the intel-
ligence of the robot will be further improved. In this work,
the robot perceives the relative position and posture of the
peg and the hole through the visual sensor to make adjust-
ment action decisions. Then, the robot perceives the infor-
mation of the contact state through the force/torque
sensor, and the information of contact force and torque is
shown in Figure 4.

Afterward, the robot gives the adjustment action based
on tactile information as a prediction label of the current
state [29]. Subsequently, if the predicted action is inconsis-
tent with the label, the backpropagation calculation is per-
formed on the neural network to modify the weight [30].
Finally, the robot can establish a mapping relationship
between visual perception and tactile perception after train-
ing, so that the robot is sensitive to changes in position, pos-

ture, and contact force. The training process is shown in
Figure 5.

The proposed method enables the robot to learn the
alignment skills for peg-in-hole assembly through training
based on self-supervised deep reinforcement learning. Thus,
the decision-making problem of the alignment adjustment
process is transformed into a probabilistic problem of the
Markov decision processes. At the time t, the robot chooses
action at according to the observed environment state st .
The environment state st transitions to st+1, which has
obtained the reward Rt+1 = r. The transition probability of
the state can be expressed as follows:

p st+1 ∣ st , atð Þ≐Pr st+1 ∣ st , atf g =〠
rϵR

p st+1, Rt+1 ∣ st , atð Þ: ð6Þ

The state-action-reward chain is saved as a sample Di:

Di = st , at , st+1, Rt+1ð Þ: ð7Þ

The agent uses the strategy πðsÞ to choose executable
actions at from action space AðsÞ. The process of training
robots to learn skills can also be seen as maximizing the
reward of the agent. The agent also obtains the optimal strat-
egy π∗ðsÞ when the total reward Gt is maximized.

Gt≐Rt+1 + γRt+2 + γ2Rt+3+⋯ =〠∞

k=0
γkRt+k+1, ð8Þ

where γ = 0:5 is the future discount factor.
The proposed method uses off-policy Q-learning, and its

action-value function is to evaluate the expected value Q for
the action in the current state:
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Figure 4: Interaction between peg and hole based on (a) contact forces and (b) contact torques.
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Qπ st , atð Þ≐Eπ Gt ∣ st , at½ � = Eπ 〠∞

k=0
γkRt+k+1 ∣ st , at

" #
: ð9Þ

This greedy strategy will select the optimal action a∗t
with the highest Q value; the agent obtains the optimal pol-
icy π∗ðstÞ = a∗t = argmax

a∈AðsÞ
Qπ∗ðst , atÞ and the optimal action-

value function Qπ∗ðst , atÞ after the completion of training:

Qπ∗ st , atð Þ = Eπ Rt+1 + γ max
at+1

Qπ∗ st+1, at+1ð Þ ∣ st , at
� �

=〠
rϵR

p st+1, Rt+1 ∣ st , atð Þ Rt+1 + γ max
at+1

Qπ∗ st+1, at+1ð Þ
� �

:

ð10Þ

3.2. Neural Network Architecture. The alignment module
builds the neural network based on deep Q-networks by
modeling Q-function. It has two convolutional neural net-
works with the same structure, namely, the target network
and the evaluation network. The agent observes the environ-
ment to obtain RGB-D images as the input of the neural net-
work. Initially, the RGB-D image is processed by the
convolutional layer with the 5 × 5 convolution kernel and
then performed batch normalization. Whereafter, it uses
the ReLU activation function for nonlinear activation. Sub-
sequently, max-pooling is used to reduce the deviation of
the estimated mean value caused by the parameter error of
the convolutional layer. The unit composed of convolutional
layer, batch norm, ReLU, and max-pooling layer is defined
as a convolution unit.

The network has six convolutional units, followed by
three linear layers interleaved with two ReLU activation
layers. Firstly, the target network outputs the adjustment
action at of the current state with softmax after inputting
the RGB-D image. Then, the evaluation network evaluates
the output of the target network. Afterward, the state st tran-
sitions to st+1 after performing at the action, and the reward
value Rðst , atÞ is obtained. The evaluation network conducts
the backpropagation calculation according to the reward R
ðst , atÞ = r to update the parameters θi of the evaluation net-
work:

θi+1 = θi + α r + γ max
at+1

Qπ st+1, at+1 ; θið Þ −Qπ st , at ; θið Þ
� �

� ∇Qπ st , at ; θið Þ,
ð11Þ

where the learning rate α is set as 10−4.
The parameters θi of the evaluation network are updated

in real-time; however, the parameters θi
− of the target net-

work are fixed during a batch of iterative training. The target
network does not conduct backpropagation calculations.
The parameters θi

− of the target network are updated by
copying parameters θi from the evaluation network after a
batch of iterative training, that is, θi

− ⟵ θi. The predicted
difference ΔQ = jQE

θi −QT
θi

− j gradually shrinks between
the predicted value QT of the target network and the pre-
dicted value QE of the evaluation network as the number
of iterative training increases. The Huber loss function L i
used for training is described as follows:

L i =

1
2 × QE

θi −QT
θi

−
� �2

, forΔQ = QE
θi −QT

θi
−

��� ��� < 1,

QE
θi −QT

θi
−

� �
−
1
2

����
����, otherwise:

8>><
>>:

ð12Þ

The collected continuous sample in training with self-
supervised deep reinforcement learning may always be cor-
related. However, the correlation of the continuous sample
will make the variance of the parameter update relatively
large. The prioritized experience replay is used to reduce

Start

Environmental perception 

Contact state prediction

Check
contact

state

Success
Reward

Posture alignment

Failure 

Check
alignment

Success

Stop

Figure 5: Flowchart of peg-in-hole procedure.
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sample correlation and nonstationary distribution. There-
fore, the training uses experience replay memory Di to store
each transition ðst , at , st+1, Rt+1Þ. Afterward, the training
samples a minibatch of transitions from the replay buffer
to minimize the loss function. The pseudocode is described
in Algorithm 1.

4. Simulation Results and Analyses

4.1. Alignment Strategy Training with Visual and Tactile
Perception. The alignment training of peg-in-hole assembly
with self-supervised deep reinforcement learning will be
conducted in CoppeliaSim, as illustrated in Figure 6. The
assembly system in simulation is equipped with a UR5
robotic arm and RG2 gripper. The working space fixedly
places two RGB-D vision sensors. The force/torque sensor
is installed between the RG2 gripper and the UR5 robotic
arm. The diameter and length of the assembly peg are ϕ30
mm and 100mm, respectively. The assembly clearance of
the peg and the hole is 0.8mm. The simulation workstation
has configured the CPU of 3.80GHz Intel(R) Xeon(R) Gold
522, the GPU of NVIDIA GeForce RTX 3090, and the RAM
of 128GB. The software version of CoppeliaSim on the
Ubuntu 16.04 operating system is v4.0 with Bullet Physics
2.83 for dynamic and inverse kinematics modules.

The alignment strategy uses trial and error training
based on self-supervised deep reinforcement learning.
Firstly, the agent observes the environment through visual
perception and obtains an RGB-D image. Then, the agent
predicts the contact state and selects adjustment actions.
Afterward, the robot recognizes the contact state based on
the information of tactile perception, and it gives adjustment
action as a prediction label for the visual prediction. Subse-
quently, visual prediction performs backpropagation calcu-
lations based on the prediction label.

Finally, the agent establishes the mapping relationship
between visual perception and tactile perception through

the iteration of training. The agent will autonomously train
14,000 times without human intervention. The exploration
strategy of the agent uses the ε-greedy strategy, in which
its initial value is set to 0.5, and then gradually annealed to
0.1. The agent is more likely to select exploration actions
in the early stages of training.

The purpose of exploration is that this can enable the
robot to collect more contact state information at the begin-
ning of training. Afterward, the agent selects the action with
the highest Q value according to the strategy πðstÞ. As shown
in Figure 7, the rewards obtained by the agent gradually
increase to the convergence value as the accuracy of predic-
tion increases.

4.2. Simulation Results for Peg-in-Hole Assembly. A series of
simulation tests were performed to compare the performance

1: Initialize replay buff D
2: Initialize evaluation network parameters θi
3: Initialize target network parameters θi

− = θi
4: for episode=1, Mdo
5: fort = 1, Tdo
6: Obtain image st from environment
7: With probability ε select a random adjustment action at
8: otherwise select adjustment action at = argmaxQðst , at ; θi−Þ
9: Execute adjustment action at in CoppeliaSim
10: Obtain image st+1 and reward Rt+1 = rt from environment
11: Store transition ðst , at , Rt+1, st+1Þ in D
12: Sample random minibatch of transitions ðst , at , Rt+1, st+1Þ from D

13: Set QE j =
rj , for terminal sj+1
rj + γmaxQ̂ðsj+1, aj+1 ; θj−Þ , for non − terminal sj+1

(

14: Perform a gradient descent step on ðQE
θi −QT

θi
−Þ2

15: end for
16: end for

Algorithm 1: System pipeline.

Visual sensor

UR5 robot

Force/torque sensor 

RG2 gripper

Hole

Peg

Figure 6: Schematic diagram of simulation scene.
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of tactile perception, multiple perceptions in stages, and
combined perceptions in peg-in-hole assembly. As analyzed
in Section 2, the method of tactile perception (TP) refers to
the peg-in-hole assembly using only the F/T sensor. The
hole-finding stage uses visual perception, and the alignment
stage uses tactile perception, and this method is called mul-
tiple perceptions in stages (MP). The proposed method in
this work is called combined perceptions (CP). The robot
will perform 1,000 peg-in-hole assembly tests after complet-
ing the training with self-supervised deep reinforcement
learning. In addition, the robot will, respectively, use
methods tactile perception and multiple perceptions in
stages to perform 1,000 peg-in-hole assembly tests. The sim-
ulation test results are shown in Table 1.

The total time for peg-in-hole assembly using the
method of tactile perception and multiple perceptions in
stages is 38.46 hours and 34.31 hours, respectively. However,
the total time of the combined perceptions is 32.15 hours. It
can be seen that the method of combined perceptions takes
6.31 hours less than the method of tactile perception from
the simulation results, and the assembly efficiency has
improved by 16.41% compared with the method of tactile
perception. Besides, the method of combined perceptions
reduces 2.16 hours less than the method of multiple percep-
tions in stages, and the assembly efficiency has improved by
6.3% compared with the method of multiple perceptions in
stages. This proves that the proposed method not only learns
alignment skills but also improves assembly efficiency. Sub-
sequently, 100 assembled samples are randomly selected
for analysis and comparison, as illustrated in Figure 8.

Although the minimum assembly time and the maxi-
mum assembly time are relatively close among the three per-
ception methods, the distribution area of the assembly time
using the method of combined perceptions concentrates on
a smaller time area. The total standard deviation of tactile
perception (TP), multiple perceptions in stages (MP), and
combined perceptions (CP) are 11.6926, 8.2279, and

5.1998, respectively. In addition, the standard error was also
analyzed for the three methods, as shown in Figure 9. It can
be seen that the method of the combined perceptions not
only has better efficiency but also has smaller efficiency
fluctuations.
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Figure 7: Iterative training reward for an agent.

Table 1: The total time of peg-in-hole assembly with three
perception methods.

Method Total assembly time (h)

Tactile perception (TP) 38.46

Multiple perceptions in stages (MP) 34.31

Combined perceptions (CP) 32.15
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es (N
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Figure 8: Scatter plot of assembly time.

10 Journal of Sensors



5. Conclusions and Future Work

In this paper, we proposed an alignment method of combined
perception for peg-in-hole assembly with self-supervised deep
reinforcement learning. The proposed method has combined
tactile perception and visual perception to better perceive the
environment information. The agent does not need human
interference during the training process, which greatly reduces
the difficulty and cost of data collection. In CoppeliaSim sim-
ulation, with the iterative training of the agent, visual percep-
tion and tactile perception have established a mapping
relationship so that the robot can better perceive the changes
of environmental information in the assembly.

From the simulation results, it can be seen that the
assembly efficiency is improved after the agent learns the
combined perception, and the stability of the assembly effi-
ciency is better than the single perception method. The com-
bined perception increases the perception ability of the
robot, which will enable the robot to complete more com-
plex tasks in an unstructured environment. In future
research work, we hope to be able to apply the combined
perception method to more tasks. In addition, we will still
have committed to the research work about improving the
efficiency of the peg-in-hole assembly.

Data Availability

The data is available at https://github.com/Bensonwyz/
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Purpose. In order to solve the problems of small face image samples, high size, low structure, no label, and difficulty in tracking and
recapture in security videos, we propose a popular multiscale facial feature manifold (MSFFM) algorithm based on VGG16.
Method. We first build the VGG16 architecture to obtain face features at different scales and construct a multiscale face feature
manifold with face features at different scales as dimensions. At the same time, the recognition rate, accuracy rate, and running
time are used to evaluate the performance of VGG16, LeNet-5, and DenseNet on the same database. Results. From the results of
comparative experiments, it can be seen that the recognition rate and accuracy of VGG16 are the highest among the three
networks. The recognition rate of VGG16 is 97.588%, and the accuracy is 95.889%. And the running time is only 3.5 seconds,
which is 72.727% faster than LeNet-5 and 66.666% faster than DenseNet. Conclusion. The model proposed in this paper breaks
through the key problem in the face detection and tracking problem in the public security field, predicts the position of the face
target image in the time dimension manifold space, and improves the efficiency of face detection.

1. Introduction

Face recognition [1–5], as a biometric recognition technol-
ogy, is one of the hot topics in the research fields of pattern
recognition, image processing, machine vision, neural net-
works, and cognitive science in recent years. At the same
time, face recognition, as a biometric identification technol-
ogy with high stability, high accuracy, difficult to copy, and
easy to be accepted by humans [6–9], has a wide range of
application prospects in the fields of identity authentication,
security monitoring, human-computer interaction, etc. With
the increasing innovation of information technology, the
processing of images by face recognition technology has
become more and more complex. With sufficient samples,
single background, and stable ambient light, most algorithms
can achieve higher recognition rates.

In practical applications, how to solve the influence of
environmental factors, human sentiments, and posture
changes has become a difficult problem in testing various
algorithms. The face recognition algorithm based on
eigenface extracts face features by way of dimensionality
reduction. Although the computational complexity is

reduced, some effective features will be lost while reducing
the dimensionality.

In order to reflect the nonlinear structure of image fea-
tures, two classical manifold learning methods have been pro-
posed by previous researchers, which are ISO metric mapping
(ISOMAP) [10–12] and local linear embedding (LLE) [13–15].
By learning the mapping from environmental space to eigen-
space, the structure between adjacent points after projection
can be preserved. Although such manifold learning methods
can model the manifold structure of the data, they require a
large amount of dense data as training samples, which is
not applicable to some practical applications. Therefore, this
paper constructs convolutional neural network (CNN) archi-
tecture to obtain face features at different scales, so as to solve
the problem of insufficient sample size.

In recent years, CNN [16–20] has become a research hot-
spot in the field of speech analysis and image recognition,
especially in the field of face recognition. The CNN makes
full use of the locality of the data itself by combining the local
perception area of the face image, sharing the weight, and
spatially. This feature has a certain degree of robustness to
illumination changes, posture, and occlusion.
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Previously, there have been many studies on face recogni-
tion, such as methods based on statistical manifolds [21–24]
and methods combined with deep neural networks. It can be
seen that the image classification method based on the man-
ifold will still maintain considerable research enthusiasm for
a long time in the future.

In this paper, a CNN is used to construct a face recogni-
tion system. First, the VGG16 model [25–29] is used to
extract facial features, and then multiscale facial feature man-
ifold (MSFFM) [30, 31] is used for classification and tested in
the actual environment.

2. Methodology

2.1. CNN Architecture

2.1.1. VGG16. VGGNet was proposed by the Oxford Visual
Geometry Group of Oxford University [32]. It explored the
relationship between the depth of CNN and its performance.
By repeatedly stacking 33 small convolution kernels and 22
maximum pooling layers, it successfully constructed CNN
with 16 to 19 layers deep. VGGNet is a modification based
on AlexNet [33]; the training image size is 224 × 224. All
images are subtracted from the mean of all training images.
VGGNet contains many levels of networks, ranging in depth
from 11 to 19 layers. The more commonly used ones are

VGGNet-16 and VGGNet-19. VGGNet divides the network
into 5 segments, and each segment connects multiple 3∗3
convolutional networks in series. Each segment of convolu-
tion is followed by a maximum pooling layer, and the last is
3 fully connected layers and a softmax layer. The network
structure of VGG16 is shown in Figure 1.

2.1.2. LeNet-5. LeNet-5 [34] is a classic structure of CNN, the
pioneering work of CNN, mainly used for handwritten font
recognition. Although the network is simple, the structure
is complete, and the convolutional layer, pooling layer, and
full link layer have been used until now. The number of layers
is very shallow, and the size of the kernel is single. The kernel
sizes used by the three convolutional layers of C1, C3, and C5
are all 5 × 5. The feature map size of C5 is 1 × 1 because the
feature map size of S4 is 5 × 5 and the kernel size is the same,
so the result size of the convolution is 1 × 1. The window size
used by the two pooling layers of S2 and S4 is 2 × 2, and there
are two types of pooling here. F6 is a fully connected layer
with 84 neurons. The network structure of LeNet-5 is shown
in Figure 2.

2.1.3. DenseNet. DenseNet [35] breaks away from ResNet’s
shortcomings of deepening the number of network layers
[36] and Inception’s shortcomings of widening network
structure to improve network performance [37]. From the

224×224×3

224×224×64

112×112×128

56×56×256 28×28×512
14×14×512 7×7×512 1×1×4096 1×1×1000

Convolution+ReLU

Fully connected+ReLu

Max pooling

Softmax

Figure 1: Network structure of VGG16.

Input
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S1: Maps
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S4: Maps

F5: Layers Output
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Figure 2: The network structure of LeNet-5.
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perspective of features, through feature reuse and bypass
settings, it has greatly reduced the parameter quantity of
the network alleviates the emergence of gradient vanishing
problem to a certain extent. Combining the assumptions of
information flow and feature reuse, DenseNet deserves to
be the best paper of the year at the 2017 Computer Vision
Conference. DenseNet has absorbed the most essential part
of ResNet and has done more innovative work on this, which
further improves the network performance.

DenseNet is a CNN with dense connections. In this net-
work, there is a direct connection between any two layers,
that is, the input of each layer of the network is the unions
of the outputs of all the previous layers, and the feature
map learned by this layer will also be directly passed to all
subsequent layers that are used as input. The network struc-
ture of DenseNet is shown in Figure 3.

2.2. Manifold Learning

2.2.1. Manifold Types Commonly Used in Image Classification.
In the field of computer vision, the covariance matrix con-
forming to the manifold geometry of the symmetric positive
definite matrix has been proven to have very good effects in
image classification tasks. Because the covariance matrix can
better adapt to various types of image changes, it has become
a mainstream image feature representation method in image
classification based on Riemannian manifolds. Commonly
used manifold types for image classification are symmetric
positive definite matrix manifold and Gmssmami manifold.

2.2.2. Kernel Function on Manifold. In the field of machine
learning, the kernel method is a type of learning algorithm
used to solve pattern recognition problems. The most classic
example is the support vector machine (SVM). The main
idea is to embed the data in the original space into a specific
high-dimensional space through some kind of implicit non-
linear mapping, so that the linearly inseparable data in the
original space becomes linearly separable after being mapped
to the high-dimensional space.

Literature [18] presents a kernel function on the manifold
of a symmetric positive definite matrix. According to the
Frobenius norm and polarization formula, the inner product
of two n-dimensional symmetric positive definite matrices
X1 and X2 in the tangent space Tr Symn is defined as
Equation (1).

log X1ð Þ, log X2ð Þf g = Tr log X1ð Þ log X2ð Þf g: ð1Þ

It can be seen that the corresponding kernel function
on Symn is defined as Equation (2).

kL X1, X2ð Þ = Tr log X1 log X2f g: ð2Þ

2.2.3. Face Super-Resolution Algorithm Based on Sparse
Representation. The SR method adds sparse representation
theory on the basis of manifold learning, uses a subset of
the training sample block to linearly represent the input
low-resolution image block, and uses the L1 norm to solve
the optimal weight coefficient. We use the most similar
face training sample block to represent the effect of the
input image block.

For each image block X ði, jÞ of the input low-resolution
image, all training sample blocks at the same position in the
low-resolution sample space are sparsely learned to recon-
struct the representation coefficients, and the objective
function is expressed as Equation (3).

argmin w i, jð Þk k s:t: X i, jð Þ − 〠
M

m=1
Ym i, jð Þwm i, jð Þ
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Then, the objective function is transformed into
Equation (4) for solving.

argmin X i, jð Þ − 〠
M

m=1
Ym i, jð Þwm i, jð Þ
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+ ρ w i, jð Þk k1: ð4Þ

We linearly weigh the representation coefficient obtained by
Equation (4) and the corresponding high-resolution training
sample block to obtain the high-resolution prediction image
block. This algorithm solves the problem that the solution is
not unique in the location-based image block algorithm.

2.3. Data Set

2.3.1. Data Sources. In practical applications, the biggest
challenge of the face recognition system is that the recogni-
tion effect is not ideal when there are pose changes and occlu-
sions. Therefore, this paper collects many types of face
images in practical applications as experimental samples.
The normal face sample is basically aligned or inclined at a
small angle, without occlusion, and single expression, as
shown in Figure 4(a). The face samples with posture changes
have a variety of expressions and side faces as shown in
Figure 4(b). A sample of an occluded face is shown in
Figure 4(c). In the system test, 20 face images of each of 36

Input

BH
-R

eL
U

-c
on

vo
lu

tio
n

BH
-R

eL
U

-c
on

vo
lu

tio
n

BH
-R

eL
U

-c
on

vo
lu

tio
n

Transition layer

Figure 3: DenseNet’s network structure.
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humans were collected, and a total of 720 images were col-
lected. The classification and pixels of the data set are shown
in Table 1.

2.3.2. Experimental Environment. The software platform,
processor, and operating system of the experimental environ-
ment are shown in Table 2. In order to ensure the fairness of
the experimental results, all methods are implemented using
the source code provided by the original author as much as
possible, and the main parameters are adjusted and set
according to the instructions in the original document.

2.4. Evaluation Criteria. This paper uses recognition rate,
accuracy rate, and running time to evaluate the performance
of VGG16, LeNet-5, and DenseNet.

First of all, the recognition rate refers to the ratio of the
number of all recognized images to the total images, and
the calculation method is as shown in Equation (5).

Recognition rate = nR
N

: ð5Þ

In Equation (5), nR refers to the number of all recognized
images, and N knows that it is the total number of images.

Second, accuracy refers to the ratio of the number of cor-
rectly identified images to the total number. The calculation
method is as shown in Equation (6).

Accuracy = nA
N

: ð6Þ

In Equation (6), nA refers to the number of correctly
identified images, and N refers to it is the total number.

3. Experimental Results

3.1. Recognition Rate. Figure 5 shows the comparison curve
of the recognition rate of VGG16, LeNet-5, and DenseNet.

It can be seen from Figure 5 that the recognition rate is
proportional to the number of samples, and the recognition
rate of MSFFM based on VGG16 is the highest. When the
number of samples is 240, the recognition rate is 97.588%.

3.2. Accuracy. Figure 6 shows the accuracy comparison curve
of VGG16, LeNet-5, and DenseNet. It can be seen from the

comparison result that the accuracy rate of the face recogni-
tion algorithm based on VGG16 is 95.889%.

3.3. Computational Time. By comparing the data in Table 3,
it can be seen that on the database, the time required for the
three network pairs to complete an operation is about 3.5
seconds, 9.1 seconds, and 11.6 seconds, respectively, and
the model we proposed can shorten the calculation time
by nearly half. In contrast, our proposed VGG16 has
achieved excellent results in reducing computational com-
plexity. In general, VGG16 can effectively reduce the com-
putational complexity, so it has better feasibility in practical
applications.

4. Discussion

This paper introduces a CNN that integrates manifold learn-
ing. It uses the spatial manifold information of the image as
an additional feature and integrates it into the improved
CNN model, so as to improve the pertinence of the model
to the data and improve the accuracy. The model proposed
in this paper makes up for the lack of generalization ability.

Facial super-resolution is a specific scene application
of image super-resolution technology, and facial super-
resolution has attracted widespread attention from scholars.
In actual scenes, the acquired face images are usually blurry
and low quality, which is caused by a variety of reasons.

First, the location of the surveillance camera is high, the
shooting range is large, and the target face image is small; sec-
ond, the surveillance equipment is limited by storage space,
and the video image is highly compressed, so the image loses

(a) (b) (c)

Figure 4: Face samples in various situations based on (a) the normal face sample, (b) the face samples with posture changes, and (c) the face
samples with an occluded face.

Table 1: Classification and pixels of the data set.

Normal Posture change Covered Pixel

240 240 240 224 × 224

Table 2: Software platform, processor, and operating system of the
experimental environment.

Software platform Processor Operating system

Matlab 2020a Intel E7-2684 v5 IOS
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detailed information; third, the external environment is rainy
weather and low light at night will further reduce the quality
of the captured images.

The existing image feature representation methods focus
on matrix-type manifolds. How to fuse multiple types of Rie-
mannian manifolds, such as linear subspaces, probability dis-
tributions to form a multimodel representation method, and
perform different manifolds the effective unification of the

characteristic information will be a problem worthy of
attention.

With the continuous deepening of research on CNN,
vector-based convolution and pooling processing have been
fully studied. In fact, in a network, we can apply Riemannian
manifold geometry to the data in the middle layer for pro-
cessing. This pooling and iterative process in the form of a
matrix can have a positive effect on the final output of the
network. For future implementation, we will continue to
carry out related research in this direction.

5. Conclusion

We researched and adopted a popular multiscale facial
feature algorithm based on VGG16 and designed and imple-
mented face recognition on this basis. The system first inter-
cepts each frame of image in the video stream for face
detection and then recognizes the detected faces. The actual
test results show that the system has a high recognition rate
for face pose, expression, and occlusion changes when the
training samples are sufficient. There is still a lot of research
space for the algorithms based on manifold learning in face
recognition and the application of these algorithms in face
recognition systems.

Data Availability

The [face image] data used to support the findings of this
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Table 3: The time required for the three types of networks to
complete an operation.

VGG16 (s) LeNet-5 (s) DenseNet (s)

3.5 9.1 11.6
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Burning of coal in power plants produces excessive nitrogen oxide (NOx) emissions, which endanger people’s health. Proven and
effective methods are highly needed to reduce NOx emissions. This paper constructs an echo state network (ESN) model of the
interaction between NOx emissions and the operational parameters in terms of real historical data. The grey wolf optimization
(GWO) algorithm is employed to improve the ESN model accuracy. The operational parameters are subsequently optimized via
the GWO algorithm to finally cut down the NOx emissions. The experimental results show that the ESN model of the NOx
emissions is more accurate than both of the LSTM and ELM models. The simulation results show NOx emission reduction in
three selected cases by 16.5%, 15.6%, and 10.2%, respectively.

1. Introduction

The energy statistics in China show that 59.2% of electrical
energy comes from thermal electricity. This figure is just
one percentage point lower than it was a year ago. The pro-
portion of nonfossil energy sources (such as wind power,
photoelectricity, and nuclear power) have increased recently,
accounting now for nearly 41% of the total energy. In fact, the
rapid development of new energy sources greatly affects the
modes of operation of thermal power plants. Because of the
uncertainty in energy supplies from wind and solar sources,
thermal power plants must compensate for any failure in
meeting grid demand. However, constant load changes pose
a great challenge for energy conservation and emission
reduction. According to new environmental standards in
China, the emission of nitrogen oxide (NOx) pollutants from
boilers fueled by burning coal must be below 50 milligrams
(mg) per standard or normal cubic meters (Nm3) with a ref-
erence oxygen (O2) content of 6%. Therefore, a new opera-
tion mode for reducing NOx emissions should be proposed.
Most of the coal-fueled power plants have already been
equipped with selective catalyst reduction (SCR) modules.
With the help of a catalyst, such modules turn NOx into

diatomic nitrogen (N2) and water (H2O). However, too little
catalytic material will not adequately reduce the emissions,
while too much catalytic material will increase ammonia
escape and even block the air preheater [1]. Alternatively,
combustion optimization is typically used as a key process
for guaranteeing lower NOx emissions with no additional
modifications. Generally, an optimization method consists
of two parts: constructing a prediction model and optimizing
the operational parameters. However, the NOx emissions are
interrelated with many operational parameters because of the
complexity of the combustion process. Accurate modeling of
NOx emissions can be hardly established with conventional
methods. Fortunately, the emergence of machine learning
techniques presents an alternative effective way for building
NOx emission models. Several NOx modeling methods have
been recently proposed. For instance, Zhou et al. [2] created
a NOx emission model utilizing artificial neural networks
(ANNs) and genetic algorithms (GA) for a pulverized coal-
fired boiler of a large capacity. Ilamathi et al. [3] combined
ANN and GA techniques and optimized the operational
parameters for NOx emission prediction and reduction in a
pulverized coal-fired boiler of a 210MW capacity. Chu
et al. [4] established an ANN model that enabled a reduction
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of NOx production. Unfortunately, an ideal ANN model
should be trained with highly diverse examples, and ANN
is vulnerable to overfitting and poor generalization. Three
decades ago, support vector regression (SVR) methods
started to compete with the ANN ones in modeling. In par-
ticular, the least-square support vector machines (LSSVM)
emerged as a more effective variant of the standard support
vector machines (SVM). In recent years, SVM and the
LSSVM methods have been introduced as effective tools for
modeling NOx emissions. Wu et al. [5] employed SVR for
modeling the emissions of nitrogen oxides as well as carbon
burnout of a coal-fired boiler of a 300MW capacity. Tang
et al. [6] employed the LSSVM for modeling the emissions
of nitrogen oxides and utilized particle swarm optimization
(PSO) to improve model accuracy. Lv et al. [7, 8] introduced
a novel LSSVM model for NOx emission prediction and
obtained results showing that this LSSVM model maintains
good prediction accuracy. Li et al. [9] applied the SVM to
establish a NOx emission prediction model, whose parame-
ters were optimized by an enhanced PSO algorithm. Wang
et al. [10] employed a LSSVM to model the emissions of
nitrogen oxides for a 1000-MW once-through boiler. Fan
et al. [11] fused a continuous restricted Boltzmann machine
(CRBM) with SVR to model NOx emissions. Zhen et al.
[12] addressed this modeling problem by integrating the
LSSVM with a whale optimization algorithm (WOA). The
WOA is used to optimize the kernel function width and pen-
alty factor of the LSSVM. The simulation results showed that
this method had stable, high-precision simulation perfor-
mance. Apart from ANNs and SVMs, extreme learning
machines (ELMs) have also been employed for modeling
the emissions of nitrogen oxides. Li et al. [13] introduced
ELMs as a tool for building a model for the emissions of
nitrogen oxides, and they proposed an enhanced algorithm
of teaching-learning-based optimization (I-TLBO), in order
to fine-tune the ELM parameters and improve the modeling
accuracy. Dong et al. [14] proposed the combination of par-
tial least squares (PLS) and ELMs to assess NOx emissions of
a 1000-MW once-through boiler. Recently, deep learning has
been applied in image diagnosis [15], human activity recog-
nition [16], and 5G networks [17]. The emergence of deep
learning has led to the use of the long short-term memory
(LSTM) architectures in modeling NOx emissions. Yang
et al. [18] adopted the LSTM neural network to predict
NOx emissions. Compared with the recurrent neural network
(RNN) model, the LSTM model generally demonstrated a
higher accuracy. Tan et al. [1] applied the LSTM approach
for dynamic modeling of the NOx emissions of a 660-MW
coal-fired boiler. They asserted that the LSTMmodel outper-
forms the SVM approach. Xie et al. [19] introduced a novel
LSTM method with a new attention mechanism to model
the NOx emissions, and the results demonstrated a superior
prediction accuracy of the NOx emissions.

Additionally, any desirable combustion optimization
algorithm should exhibit rapid convergence and high-
quality solutions. Indeed, the past two decades witnessed a
dramatic increase in the popularity of metaheuristic optimi-
zation techniques, and especially the application of these
techniques in combustion optimization. For example, Zhou

et al. [20] employed a PSO algorithm to optimize the param-
eters of a SVR model of NOx emissions. The emissions could
be reduced by 32.67% and 16.3%, respectively, when the
model was exploited with and without optimization. Wei
et al. [21] utilized quantum genetic algorithms (QGA)
together with simulated-annealing genetic algorithms
(SAGA) for the optimization of the operating parameters,
and hence the reduction of the emissions of nitrogen oxides.
An improved flower pollination algorithm (IFPA) [22] was
used to optimize hyper-parameters. An artificial bee colony
(ABC) algorithm [23, 24] was also used for modeling and
optimization of coal-fired boilers.

Notwithstanding the dramatic success achieved so far by
methods for combustion optimization in lowering the emis-
sions of nitrogen oxides, more improvements are still needed.
A candidate for achieving such improvements is a novel var-
iant of recurrent networks, namely, the echo state networks
(ESNs). These networks enjoy the advantages of simplicity
and high accuracy, which enable them to find diverse appli-
cations such as the prediction of the remaining useful life
(RUL) [25], energy prediction [26], and anomaly detection
[27]. Nevertheless, ESNs have been hardly applied for model-
ing the emissions of nitrogen oxides. Moreover, the grey wolf
optimization (GWO) method has been introduced and sub-
sequently employed in tackling real-world optimization
problems [28–30]. In this work, the GWO method is used
to optimize both the ESN model parameters and the opera-
tional parameters with the target of lowering the emissions
of nitrogen oxides.

In summary, we introduce a combustion optimization
method to lower the emissions of nitrogen oxides for a coal
boiler that has a 1000-MW capacity. We introduced the
ESN for modeling the NOx emissions and compared the
ESN model against the ELM and LSTM ones. Meanwhile,
we used the GWO algorithm for optimizing the operational
parameters and lowering the emissions of nitrogen oxides
based on an earlier NOx emission model. For validating the
proposed method, we selected three typical values of the
boiler maximum continuous rating (BMCR), namely, 100%,
90%, and 80%, for optimization by the GWO algorithm.

2. Methodology

2.1. Echo State Networks. An echo state network (ESN) is a
variant of recurrent neural networks (RNN), basically distin-
guished via its dynamic reservoir (DR) within its sparsely
connected hidden layer. The purpose of this reservoir is to
allow the input sequence to expand nonlinearly. The ESN
essentially has an RNN architecture, where the input and
output layers are detached from each other by recurrent con-
nected units. The network is trained through an initial ran-
dom choice of both the input and the reservoir weights,
followed by fixing these weights through the overall training
process. Any feedback signals from the outputs to the reser-
voir are initially set randomly and then kept fixed in a similar
fashion. The supervised training of the network updates only
the readout weights. The basic architecture of an ESN is
depicted in Figure 1.
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We use the symbolsW in,W, andW fb to denote the back-
ward weight matrices of the input, the reservoir, and the out-
put of the ESN, respectively. We also use the symbols W inout

and Wout to refer to the readout matrices, and employ uðtÞ,
xðtÞ, and yðtÞ to designate the ESN inputs, reservoir states,
and outputs, respectively. The number of training patterns
is denoted by t. The following two equations define the gen-
eral dynamics of a standard echo state network.

x t + 1ð Þ = f W inu t + 1ð Þ +Wx tð Þ +W fby tð Þ
� �

, ð1Þ

y t + 1ð Þ = f out Woutx t + 1ð Þ +W inoutu t + 1ð Þ� �
: ð2Þ

The two functions, f and f out, are activation functions
that can be either of the hyperbolic tangent (tanh) or linear
types. As we have formerly asserted, the backward weights
and those of the input and the reservoir are initially set ran-
domly and then kept fixed. In order to define these weight
matrices, we should consider certain metrics. In particular,
we should carefully define the input scaling and the connec-
tivity rate from the outset. Here, the term “input scaling”
refers to the weight value range, while the term “connectiv-
ity” indicates how many connections we need to define for
each matrix. We can guarantee that the network will not be
driven by the internal or reservoir dynamics, provided the
aforementioned factors are well set.

2.2. Grey Wolf Optimizer. The grey wolf optimizer (GWO) is
a nature-inspired algorithm that mimics the hierarchy of
leadership and the mechanism of hunting in grey wolves
[31]. These wolves are apex predators that live in packs of
four possible types: alpha, beta, delta, or omega. The leaders
of the pack (called alphas) make decisions about daily activ-
ities for the entire pack. The alpha or dominant wolf is distin-
guished by the best management skills rather than the
strongest body. As the second-ranking wolf in the pack hier-
archy, the beta wolf provides feedback and helps the alpha
one in decision-making. An omega wolf has the lowest rank

in the pack, but it has a key role in maintaining the domi-
nance structure. A delta wolf is inferior to both the alpha
and beta ones but superior to the omega wolf in the afore-
mentioned hierarchy. The delta wolves might be scouts, sen-
tinels, elders, hunters, or caretakers. Group hunting in wolf
packs has three major stages: tracking or searching, prey
encirclement, and prey attack. The GWO algorithm is
designed based on this hierarchy of leadership and mecha-
nism of hunting. The prey encirclement behavior can be
mathematically expressed as

D
!
= C ⋅ X

!
p tð Þ − X

!
tð Þ

���
���, ð3Þ

X
!

t + 1ð Þ = Xp
�!

tð Þ − A ⋅D
!
: ð4Þ

The symbol t denotes the present iteration, Xp
�!

denotes

the prey position vector, and X
!
designates the wolf position

vector, while A and C stand for two coefficients, whose values
are computed via

A = 2a ⋅ r1 − a, ð5Þ

C = 2 ⋅ r2: ð6Þ
The value of a is iteratively decreased in a linear fashion

from 2 to 0, and r1 and r2 are numbers randomly generated
from the unit interval [0,1]. Equations (3) and (4) describe
how grey wolves update their positions, while still encircling
their preys.

The wolf pack hunting pattern is led by the alpha wolves
and often also by the beta and delta ones. These patterns can
be mathematically modeled as follows:

Dα
�! = C1 ⋅ Xα

�! − X
!���
���,

Dβ
�! = C2 ⋅ Xβ

�! − X
!���
���,

Dδ
�! = C3 ⋅ Xδ

�! − X
!���
���,

ð7Þ

X1
�! = Xα

�! − A1 ⋅ Dα
�!���

���,

X2
�! = Xβ

�! − A2 ⋅ Dβ
�!���

���,

X3
�! = Xδ

�! − A3 ⋅ Dδ
�!���

���,

ð8Þ

X
!

t + 1ð Þ =
X1
�! + X2

�! + X3
�!� �

3 :
ð9Þ

2.3. A Hybrid Optimization Technique Integrating ESN and
GWO. For applying the ESNmodel, we must properly specify
network parameters and designations such as the infrastruc-
ture of the reservoir, and also the network weights and con-
nections. However, even if we apply the settings
recommended by Jaeger [32] for the reservoir initialization
stage, we cannot guarantee that the ESN model will suit the

ESN model

Input

Reservoir

Output

win

wout

wfbw

winout

Figure 1: Architecture of an ESN.
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intended application. We should realize that the ESN perfor-
mance is essentially associated with the reservoir design, and
if we conceive this well, then we can aspire to obtain satisfac-
tory results. Wemight repeat the tests hoping to acquire good
design scenarios. However, we can never be certain about
achieving optimal scenarios. Anyhow, the design procedure
should involve a few parameters, including the number of
neurons within the network (NN), the connectivity rate of
the network (RR), the feedback rate (FR), and the input con-
nectivity rate (IR). Meanwhile, since not all the weights are
being updated as part of the training process, pretraining is
needed to suit the targeted task. The GWO algorithm should
be used in such a way that it serves as an optimization algo-
rithm. Figure 2 shows a flowchart of the proposed model
for nitrogen oxide emissions. The following steps describe
the specific modeling procedure:

Step 1. Enter the input data.

Step 2. Initialize the a, A, and C parameters of the GWO
algorithm.

Step 3. Set the initial architecture parameters including NN,
RR, FR, and IR.

Step 4. Use the architecture parameters to establish the ESN
model.

Step 5. Calculate the emissions of nitrogen oxides for differ-
ent architecture parameters and use the mean absolute error
as the corresponding fitness measure.

Step 6.Obtain the minimum fitness values for all architecture
parameters.

Step 7. If the obtained minimum fitness values satisfy the
requirements of model accuracy, then jump to Step 9. Other-
wise, continue.

Step 8. Use Equation (9) to update the positions, increment
the counter for the number of iterations, and then return to
Step 4.

Step 9. Output the parameters of the optimal architecture.

Step 10. Initialize a, A, and C parameters in the GWO and
ESN weights.

Step 11. Select the weights to be optimized.

Step 12. Train the ESN model.

Step 13. Compute the error.

Step 14. If the error satisfies the model accuracy requirement,
then jump to Step 16. Else, continue.

Step 15. Use Equation (9) to update the positions, increment
the counter for the number of iterations, and then return to
Step 12.

Step 16. Output the ESN model.

2.4. Optimizing the Operational Parameters Using GWO.We
seek to establish a model for nitrogen oxide emissions,
through which we can assess how the operational parameters
are relevant to these emissions. As a bonus, emission reduc-
tion can be achieved by fine-tuning the operational parame-
ters of the aforementioned model. We selected two of the
most sensitive sets of operational parameters herein as candi-
dates for potential change. These are parameters of the sepa-
rated overfire air (SOFA) flow rate (four parameters) and the
secondary air-damper opening percentage (six parameters).
We carefully identified ranges for possibly adjusting these
changeable parameters. We based our range selections on
the standard operation habits and the accumulated experi-
ence of the operators and engineers. The following steps
describe our procedure in detail:

Step 1. Enter the input data.

Step 2.Obtain the initial values for the a,A, and C parameters
in the GWO algorithm.

Step 3. Generate the initial operational parameters.

Step 4. Calculate the nitrogen oxide emissions for the differ-
ent operational parameters and the corresponding errors.

Step 5. If the minimum error values satisfy the production
requirements, then jump to Step 7, or else continue.

Step 6. Use Equation (9) to update the positions, increment
the counter for the number of iterations, and then return to
Step 4.

Step 7. Produce the optimal operational parameters as the
final output.

3. Experimental Setup, Results, and Discussion

We obtained more than 5,000 patterns from the distributed
control system (DCS) of the coal-fueled boiler (the power
plant) and employed a sampling interval of 1 minute.
Table 1 lists the properties of the coal fueling the power plant.

The model employed twenty variables that can be
detailed as follows: unit load, total coal flow rate, total airflow
rate, feed-water flow, main steam pressure, main steam tem-
perature, water coal ratio, boiler tail flue temperature, sepa-
rated overfire air (SOFA) flow rate (four variables),
secondary air damper opening percentage (six variables), flue
gas oxygen content, and NOx emissions. The input variables
were selected according to basic boiler knowledge and the
engineers’ suggestions. In this work, all data of nitrogen oxide
emissions is presented on the basis of a dry gas at 6% O2.
Data preprocessing was conducted prior to the modeling
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Figure 2: A flowchart of the proposed NOx modeling approach.
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process. First, noise and outlier removal operations were con-
ducted to enhance the quality of the coarse or raw sampling
data. Then, we removed all operational variables that do
not experience any change during sampling. We also calcu-
lated the average values for variables with multiple
measurements.

3.1. Performance Indices. To evaluate the developed model of
nitrogen oxide emissions, we utilized four standard indices:
the mean absolute error (MAE), the mean absolute percent-
age error (MAPE), the root-mean-square error (RMSE),
and the coefficient of determination (R2). These indices are
defined as follows:

MAE = 1
M

〠
M

j=1
yj − ŷ j
���

���, ð10Þ

MAPE = 1
M

〠
M

j=1

yj − ŷ j
yj

�����

�����, ð11Þ

RMSE =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
M

〠
M

j=1
yj − y∧j

� �2
vuut , ð12Þ

R2 = 1 −
∑M

j=1 yj − y∧j

� �2

∑M
j=1 yj − �yj
� �2 : ð13Þ

3.2. Modeling of NOx Emissions. Figure 3 illustrates both the
predicted and measured training data samples for the emis-
sions of the nitrogen oxides according to the established
ESN model. The dotted red straight line is the perfect line
which indicates the equivalence of the predicted and mea-
sured values. The blue points indicate the ESN prediction
results, associated with the measurements. All data points
are almost distributed or scattered along the perfect line.
Based on our calculations, the MAPE for the training dataset
was only 4%, while the coefficient of determination (R2) was
0.91. This shows that the ESN is highly suitable for modeling
the nitrogen oxide emissions.

After we trained the NOx model on a part of the dataset,
we employed the remaining part of the dataset to assess the

performance of the model. Figure 4 presents the prediction
results of 1000 test cases. Like the situation in Figure 3, the
points in Figure 4 are also nearly aligned with the perfect line.
This means that the prediction results are in good agreement
with the measurements. Figure 5 shows the ESN-based distri-
bution of the relative test errors. Among 1000 test samples,
74% of the relative errors were below 5%. The RMSE and
R2 were also calculated and were found to be 10.527 and
0.86, respectively. These results enable us to conclude that
the proposed ESN model is accurate in its NOx emission
prediction.

3.3. Performance Comparison with LSTM and ELM. To fur-
ther demonstrate the superiority of the performance of the
ESN model, we compared the ESN model outcomes with
those of the widely used ELM model and the LSTM model.

The ELMmodel is an effective machine learning method,
which generally demonstrates superior accuracy and general-
ization performance in comparison with the conventional
SVM and LS-SVM methods. To realize the actual modeling
process, we employed a Matlab implementation of the ELM
algorithm with a sigmoidal transfer function. A trial-and-
error scheme was followed to set the number of neurons.
The LSTM architecture is a RNN variant, which includes a
single input layer, a single hidden layer, and also a single out-
put layer, such that the dropout is set after the hidden LSTM
layer.

Figures 5 and 6 and Table 2 provide a brief outline of the
performance of each of the aforementioned three different
models. Figure 6 asserts that each of the three prediction
curves follows the real-data direction and that each of the
three algorithms can be employed to successfully predict
the emissions of nitrogen oxides. However, the results in
Table 2 suggest that the prediction accuracy of either LSTM
or ESN exceeds that of ELM. This indicates that the RNN
prediction accuracy strongly exceeds that of a conventional
model. Figure 5 illustrates the relative test error distributions,
showing that the majority of the ESN errors are within 5%.
Table 2 lists the MAPE, MAE, RMSE, and R2 indicators for
the test dataset with different models. The ELMmodel, which
represents a conventional machine learning approach, is
clearly underperformed by the ESN and LSTM models.
Indeed, the ELM produces the most inaccurate results on
three of the four criteria. The MAPE, MAE, and R2 of the
LSTM are better than those of the ELM, but the RMSE of
the LSTM is slightly inferior to the RMSE of the ELM. The
MAPE, MAE, RMSE, and R2 criteria of the ESN model are
better than the performance indices of the other two models.
This indicates that the ESN model is a promising alternative
for achieving the required accuracy when dealing with
models of nitrogen oxide emissions.

3.4. Combustion Optimization with the GWO Algorithm. In
this paper, we selected three standard optimization cases
according to the boiler maximum continuous rating
(BMCR). The values for this rating were 100% BMCR (Case
1), 90% BMCR (Case 2), and 80% BMCR (Case 3). The orig-
inal nitrogen oxide emissions for these three selected cases
were, respectively, 303, 270, and 216mg/Nm3. We also

Table 1: Coal properties.

Explanation Unit Value

Carbon % 61.7

Oxygen % 8.56

Hydrogen % 3.67

Nitrogen % 1.12

Sulfur % 0.60

Ash % 8.80

Moisture % 15.55

Volatile component % 26.50

Quantity of produced heat KJ/kg 23442
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selected two sets of parameters (namely, the secondary air
damper opening percentage (x1, x2, x3, x4, x5, x6) and the
SOFA flow rate (x7, x8, x9, x10) as design variables to be opti-
mized by the GWO algorithm. We determined these vari-
ables and their ranges to be conforming to the regular
operation habits and the accumulated experience of opera-
tors and engineers. Figure 7 illustrates the search process
employed in Case 1. This search process is a convergent

one with an extremely fast speed of convergence. The simu-
lation results indicate that the predicted emissions of nitro-
gen oxides were lowered to approximately 253, 228, and
194mg/Nm3 from their original values of 303, 270, and
216mg/Nm3, respectively. Therefore, the ratios of reduction
amounted to percentages of 16.5%, 15.6%, and 10.2%, respec-
tively. Table 3 lists both the original and optimized parame-
ters. In order to verify the GWO performance, we
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compared the widely used PSO algorithm and the present
GWO algorithm. To achieve this comparison, we repeated
both algorithms thirty times with an eye to optimize Case
1. Figure 7 indicates that both the PSO and GWO algorithms
can dramatically lower the emissions of the nitrogen oxide
pollutants. On average, the GWO optimization results are
superior to those of the PSO one. This means that the
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Table 2: Comparison results with different evaluation criteria.

Model MAPE MAE RMSE R2

ESN 0.0353 8.052 10.527 0.868

LSTM 0.0559 12.89 16.042 0.867

ELM 0.0589 13.23 15.853 0.735
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GWO algorithm can offer solutions of a higher quality and
better stability. In short, the GWO algorithm may offer a bet-
ter alternative for combustion optimization.

4. Conclusions

We consider two important steps towards optimizing com-
bustion processes to achieve low emissions of nitrogen
oxides. These steps are modeling of NOx emissions and opti-
mization of the pertinent operational parameters. In this
work, we introduce a novel approach, which combines the
ESN and GWO algorithms to model the emissions of nitro-
gen oxides and optimize the pertinent operational parame-
ters in a coal-fueled boiler of a 1000MW capacity. We
utilized the ESN algorithm to model the NOx emissions of
this boiler and, further, utilized this model to optimize the
relevant operational parameters through the application of
the GWO algorithm. We finally managed to lower the nitro-
gen oxide emissions through the adjustment of the pertinent
parameters to their optimal values. We found the values pre-
dicted by the ESN model for the NOx emissions to be consis-
tent with their measured values. We obtained a mean
absolute error (MAE) of the test data that was as low as

3.5%. In comparison with the LSTM and the ELM algo-
rithms, the ESN algorithm is more successful in the modeling
of nitrogen oxide emissions due to its strong generalization
capability. We selected a secondary opening percentage and
a separated overfire air (SOFA) flow rate from three typical
cases for optimization by the GWO algorithm. Our simula-
tion results for the three selected cases indicated that the
nitrogen oxide emissions were lowered by 16.5%, 15.6%,
and 10.2%, respectively. Compared with the widely used
PSO, our approach lowers the nitrogen oxide emissions
within any specified time and increases the solution stability.
In summary, our proposed combination of the ESN and
GWO algorithms can model and lower the emissions of
nitrogen oxides for coal-fired boilers. Our approach is more
powerful and effective than other modeling approaches such
as the LSTM and ELM algorithms and other optimization
approaches such as the PSO algorithm.

Data Availability

The data employed in creating our model pertain to a
1000MW ultra-supercritical once-through boiler with vari-
able pressure and octagonal-inverse double tangential firing.
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Figure 7: The search process by the two competing algorithms for 100% BMCR (Case 1).

Table 3: The initial and optimized operational parameters and the concentrations of the emissions of nitrogen oxides.

x1 (%) x2 (%) x3 (%) x4 (%) x5 (%) x6 (%) x7 (t/h) x8 (t/h) x9 (t/h) x10 (t/h) NOx (mg/Nm3)

Case 1
Original 14 59 37 60 41 70 101 95 129 77 303

Optimized 15 53 38 66 42 75 127 110 147 90 253

Case 2
Original 14 65 31 65 32 72 141 101 141 82 270

Optimized 14 54 28 79 39 86 204 137 186 116 228

Case 3
Original 14 79 49 79 49 79 153 128 173 105 216

Optimized 15 73 50 84 54 81 179 139 181 114 194
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The adjustment times of the attitude alignment are fluctuated due to the fluctuation of the contact force signal caused by the
disturbing moments in the compliant peg-in-hole assembly. However, these fluctuations are difficult to accurately measure or
definition as a result of many uncertain factors in the working environment. It is worth noting that gravitational disturbing
moments and inertia moments significantly impact these fluctuations, in which the changes of the peg concerning the mass and
the length have a crucial influence on them. In this paper, a visual grasping strategy based on deep reinforcement learning is
proposed for peg-in-hole assembly. Firstly, the disturbing moments of assembly are analyzed to investigate the factors for the
fluctuation of assembly time. Then, this research designs a visual grasping strategy, which establishes a mapping relationship
between the grasping position and the assembly time to improve the assembly efficiency. Finally, a robotic system for the
assembly was built in V-REP to verify the effectiveness of the proposed method, and the robot can complete the training
independently without human intervention and manual labeling in the grasping training process. The simulated results show
that this method can improve assembly efficiency by 13.83%. And, when the mass and the length of the peg change, the
proposed method is still effective for the improvement of assembly efficiency.

1. Introduction

The application and development of robots in the industrial
field have been developed by leaps and bounds in the past
two decades [1–9]; thus, they are gradually integrated into
people’s daily live. Robots are used to replace humans for
completing work in many scenes. The traditional control
methods of the robot are the patterns of hard coding in a
structural environment. These methods limit robotics’ adapt-
ability and manufacturing flexibility, which increases the
labor cost and reduces the suitable range of robotic applica-
tion situations. Moreover, the traditional robot control
methods have a huge gap with human intelligence when
sensing the environment or learning some skills. Therefore,
it becomes the main development direction in the field of

robot control that robots were trained to learn skills. The
ways of perceiving the environment of humans are gradually
implemented on robots through bionic means, such as visual
sensors and force sensors [10–15]. The motion accuracy of
robotic control has surpassed humans, such as speed, dis-
tance, and angle. Nevertheless, robotic intelligence has not
yet met the demands of humans in the work of learning skills.
In order to enable robots to acquire new knowledge or skills
autonomously, researchers use the methods of machine
learning to continuously improve robotic performance by
training. Ultimately, robots can imitate or realize the learning
behavior of humans [16–21].

The grasping function is the most basic manipulating
function of robots in industry and daily life, and it is also
the foundation of many complex manipulating actions [22–
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26]. The assembly task is a complex robotic task, which often
requires the grasping function. Therefore, researchers have
been conducted much research in the field of grasping in
recent years. The feature algorithm of deep learning based
on multimodal group regularization has been able to do not
rely on the hand design of features in the task of RGB-D
image detection for robot grasping [27]. And it got better
performance than the previous hand design of the features.
The eye-hand coordination system with deep learning can
perform real-time servo compensation, which does not
depend on camera calibration and robot posture [28]. The
deep learning method can solve the problem of grasping pre-
diction well and has been able to be designed without relying
on artificial features, which has greatly reduced the cost of
learning. However, deep learning methods often require a
large number of data sets to complete the analysis, and the
results after training are very dependent on the quality of
the data sets. This limits its range of application to a certain
extent. Deep learning has good analysis and perception skills,
but it lacks decision-making skills. This also limits the usage
scenarios of grasping strategies based on deep learning. Deep
learning needs an expensive cost to build a large number of
data sets in practice, and even difficult to achieve it. There-
fore, it is a good solution to use the trial and error method
based on reinforcement learning to make the robot collect
data sets autonomously. Therefore, the grasping method
based on reinforcement learning has been widely studied.
For example, the viewpoint optimization strategy based on
reinforcement learning uses active vision to optimize the
visual sensor viewpoint [29], which can make the grasping
decisions with some information missing through the trial
and error of reinforcement learning without relying on mul-
tiangle image acquisition. And this method relaxes the
assumption of the sensor viewpoint and improves the grasp-
ing success rate. In addition, the hierarchical strategy of rein-
forcement learning can automatically learn multiple grasping
strategies to solve the limitation of a single grasping type for
the robot system [30]. Low-level strategies learn how to grasp
specific locations with specific grasping types, and high-level
strategies learn how to choose grasping types and locations.
This strategy can generate a grasping strategy from a given
grasping position. Although reinforcement learning has good
decision-making ability, it is limited to discrete action space
due to the limitation of computing power, which limits its
application range and makes it difficult to deal with the prob-
lems related to continuous action space. But many practical
problems are working in continuous action space. Hence,
scholars have carried out numerous studies with regard to
deep reinforcement learning, which combines the perception
ability of deep learning and the decision-making ability of
reinforcement learning [31, 32]. And it achieves direct con-
trol from the original input to output through the end-to-
end learning method. Subsequently, researchers proposed
many grasping methods based on deep reinforcement
learning. The visual grasping method based on deep rein-
forcement learning can output the predicted reward of all
possible actions in the current state just by inputting the
observation image and, then, choose the optimal action
[33, 34]. The robot is entirely self-supervised to improve

the success rate for grasps by trial and error. Besides, in
the real environment, the visual grasping method based
on deep reinforcement learning does not need fine-tuning
to successfully grasp previously seen objects, and even it
can successfully grasp previously unseen semicompliant
objects [35]. Therefore, deep reinforcement learning is
more suitable to deal with the grasping problem for assem-
bly in continuous action space.

The task of peg-in-hole is a classic assembly task. It is one
of the basics for many complex assembly tasks [36]. In recent
years, the research of the peg-in-hole assembly has also made
many novel methods. For example, the automatic alignment
method based on force/torque establishes a three-point con-
tact model, which analyzes the autonomous correction before
insertion through force analysis and geometric analysis [37].
In addition, the screw insertion method in the peg-in-hole
assembly reduces the axial friction force by rotating shaft
compensation and improves the collision contact of the peg
and the hole during assembly [38]. Moreover, the compliance
control method without force feedback can analyze the cur-
rent contact state between the hole and the peg, which
overcomes the unavoidable positional uncertainty in the
identification process [39]. And the peg-in-hole assembly
can be completed without relying on expensive force sen-
sors or remote compliance machinery. Additionally, the
assembly strategy of the variable compliance center has
designed an elastic displacement device [40]. This method
combines the advantages of active compliance and passive
compliance without force/torque sensors, which simplifies
the control system. This method can well solve alignment
errors. The traditional control method in the peg-in-hole
assembly has obtained many research results, but the tradi-
tional control method is limited to the specific working
environment. Traditional assembly robots require a great
number of parameters to be deployed before work. There-
fore, the research of peg-in-hole assembly in a nonstructural
environment is still a challenge. However, the method of
intelligent assembly robots based on deep reinforcement
learning can greatly reduce the work of related manual
parameters deployment [41]. It uses the robot’s sensor to per-
ceive the environment and then analyzes the system state.
This method can obtain better control accuracy and robust-
ness. Furthermore, an assembly training method with deep
reinforcement learning has been designed to dispose of the
uncertainty in the complicated assembly process of circuit
breakers [42]. It enables the robot to autonomously learn
the skill of orientation and pose adjustments in the assembly
training. This method has obtained a high assembly success
rate.

The core work of the peg-in-hole is to align the peg with
the hole, namely, adjusting the attitude and position of the
peg. The assembly alignment efficiencies are affected by
many uncertain factors in the real environment during the
alignment adjustment. In order to solve this problem, this
article has conducted the following research:

(1) To analyze the relationship between the grasping
position and the adjustment time of the assembly
alignment
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(2) To investigate the impact of assembly efficiency when
the length and mass of the peg have changed

(3) To verify the effectiveness of the proposed method in
improving assembly efficiency

The remainder of this paper is organized as follows: in the
Section 2, the working principle of the device is introduced,
and the relationship between grasping position and assembly
efficiency is analyzed. The Section 3 puts forward the visual
grasping strategy and explains the details of the assembly.
The simulation results and analysis results are presented in
Section 4. The last section introduces the conclusion of this
paper and the future work.

2. Working Principles and Analyses

2.1. Working Principles and Analyses of Assembly. Peg-in-
hole is divided into search phase, alignment phase, and inser-
tion phase. Firstly, the job of the search phase is to find the
location of the hole. And then, the alignment phase is to
adjust the assembly attitude of the peg to align with the hole.
Finally, the insertion phase is to insert the peg into the hole to
complete the assembly tasks. It is often assumed, at the early
research for peg-in-hole assembly, that the peg and the hole
can be well aligned before insertion. In fact, the peg may
not be well aligned with the hole, which needs to adjust the
position and attitude of the peg to complete the alignment
with the hole. The assembly time is also prolonged as the
number of adjustments increases to reduce the assembly
efficiency.

There is often an inclination angle between the peg and
the hole during the assembly alignment phase early. This
inclination angle is a key parameter of the assembly align-
ment, as shown in Figure 1. It is still possible to complete
the assembly when there is an inclination angle between the
peg and the hole if the assembly work has an assembled clear-
ance. This inclination angle is the maximum inclination
angle δ allowed by the assembly. The formula of the maxi-
mum inclination angle δ for assembly is described as follows:

δ = arctan ζ

K
, ð1Þ

where ζ is the peg-in-hole assembled clearance and K is the
assembly insertion distance.

There are three contact states during the assembly of peg-
in-hole, as illustrated in Figure 2. The robot moves the peg
near the plane of the hole so that the bottom of the peg is
in contact with the top of the hole. This contact state is
defined as plane contact, as shown in Figure 2(a). The robot
uses a spiral force to sweep the surface of the part to search-
ing the hole. The peg will incline if the center of the peg is
close enough to the center of the hole. The contact state
becomes a two-point contact at this time, as illustrated in
Figure 2(b). The peg slides along the edge of the hole while
maintaining two-point contact. When the center of the peg
approaches the center of the hole to a certain range, the con-
tact state changes to a three-point contact, as shown in

Figure 2(c). The peg needs to adjust attitude for alignment
by this time.

The insertion action cannot be completed if the inclina-
tion angle is greater than the maximum inclination angle δ.
That is to say, the insertion distance K is zero by this time.
The training target of the robots is that the inclined angle
can be faster adjusted to zero or less than the maximum incli-
nation angle δ to insert the peg into the hole. This reduces the
difficulty of assembly alignment but increases the difficulty of
precise definition of the assembly model. The peg completes
the alignment of adjusting attitude when the inclination
angle ψ of the current alignment is adjusted to be lower than
the maximum inclination angle δ or zero. The peg is then
inserted into the hole to complete the assembly task. Thus,
the alignment adjustment time is one of the important indi-
cators that affect assembly efficiency.

The downward assembly force will be generated when the
robot tries to insert the peg into the hole in the two-point
contact state, which will generate a corresponding reaction
force at the contact point. The direction of the sum of reac-
tion forces Fsum always points to the center of the hole, as
shown in Figure 3(a). The current inclination angle ψy is
the angle between the line connecting the two contact points
A and B and the y-axis. The peg will spontaneously slide
toward the center of the hole under the action of the sum
of the reaction force if the friction at the contact point is
ignored. This spontaneous sliding is due to natural attraction,
which is also the core control principle of the compliance-
based robotic peg-in-hole. The robot with this ability can deal
with the uncertainty of the hole position. Fr and Fz are the
projections of the assembly force on the xy-plane and the
z-axis, and Fz is consistent with the direction of gravity
as illustrated in Figure 3(b). The assembly force of the
peg is greater than the static friction force at the contact
point if Fr and the resultant of reaction force Fsum are in
the same direction. Thus, the peg and the hole generate
relative sliding to each other, and then, the peg slides into

K

K

Grasp object (peg)

𝛿

𝛿

𝛿

Assembly object (hole)
𝜁

𝜁

Figure 1: The schematic diagram of the assembly attitude angle.
The red central line is the central line of the peg and the green
central line is the hole’s central line.
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the hole. They cancel each other out if the direction of Fr
and Fsum are opposite. The assembly force is less than the
static friction force of the contact point at this time, and
the peg and the hole will not slide relative to each other.
It may cause the peg to miss the alignment position or slip
out of the hole. The fluctuation of the disturbance moment
will cause the assembly force to fluctuate suddenly, which
makes the peg unable to complete the alignment. The robot
then needs to readjust the alignment, which increases
assembly time and reduces assembly efficiency. When the
peg is attracted into the center of the hole, it can be
inserted into the hole if the current inclination angle ψx is
zero. Otherwise, the contact state changes to the state of
three-point contact. The turning moment M is required
to adjust the current inclination angle ψx to insert the peg
into the hole, as shown in Figure 3(c). The peg is inserted

into the hole to complete the assembly after fulfilling the
alignment adjustment.

2.2. Analyses of Disturbance for Assembly. This research is
focused on the grasping position to impact the efficiency of
assembly alignment, thereby improving assembly efficiency.
Therefore, the search phase and the insertion phase are not
researched and discussed deeply. Different grasping positions
produce different alignment times for the same current incli-
nation angle ψ, as shown in Figure 4. Different motion trajec-
tories and disturbing moments will be produced by the
different grasping positions, which produce the difference
in assembly time. Among these disturbing moments, the
effects of gravitational disturbing moments and inertia
moments are particularly significant for assembly, which will
also emerge the fluctuation when the robot adjusts the peg to

(a)

A

B

(b)

A
B

C

(c)

Figure 2: Schematic diagram of contact state. (a) Plane contact. (b)Two-point contact. (c) Three-point contact.
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𝜓x
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C

M

A,B

𝜓x
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Figure 3: Schematic diagram of contact force. (a) Top view of two-point contact. (b) Side view of two-point contact. (c) Side view of three-
point contact.
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align the hole. In addition, it will be affected by the fluctua-
tion of the disturbing moments that the robot adjusts the
position and attitude of the peg. The signal fluctuations
caused by disturbing moments will raise the difficulty of
assembly alignment, which increases the adjustment time
and reduces the efficiency of assembly work. Two special
grasping positions are worth noting to reduce the influence
of disturbing moments:

(1) The grasping position is the point where the center of
mass and the center of rotation coincide, which can
produce the smallest disturbing moments of gravity
during the adjusting alignment. But there are still
the inertia moments

(2) The grasping position is not only to coincide with the
center of mass and the center of rotation but also to
coincide with the inertial axis and the rotating axis,
which produces minimum gravitational disturbing
moments and inertia moments

The formula of gravitational disturbing moment MG is
shown as follows:

MG =mg lj j sin β, ð2Þ

where m is the mass of the peg, g is the gravitational acceler-
ation, l is the distance from the rotation axis to the force func-
tional point, and β is the angle between the gravity moment
and the vector (i.e., β = 90° − δ).

The formula of the inertia couples MI generated by the
moment of inertia J is described as follows:

MI = J
d2β
dt2

= 1
2mr2

d2β
dt2

, ð3Þ

where r is the vertical distance between the center of mass
and the rotating axis and d2β/dt2 is the angular acceleration.

It can be seen from the above formula that the mass of the
peg and the operating distance have an important influence
on the gravitational disturbing moments and inertia
moments. The position of the center of mass becomes uncer-
tain due to the manufacturing error of the peg in the same

manufacturing batch. In addition, there are different coinci-
dence degrees between the inertial axis and the rotating axis
because of the different grasping positions. And the align-
ment process of adjusting attitude will move disparate dis-
tances and motion trajectories even when the peg has the
same inclination angle. These factors have aggravated the
uncertainty of the adjustment time. Therefore, selecting a
suitable grasping position in the process of assembly can
effectively reduce the fluctuation of the disturbing moments
on the alignment adjustment, which is mainly caused by
changes in mass, volume, and operating distance. The tradi-
tional control method for the robot cannot handle these
complex and changeable assembly tasks. Hence, we hope to
train the robot through the training method of deep rein-
forcement learning so that the robot can autonomously deal
with these assembly tasks in an unstructured environment.
Robots often need multiple times to adjust attitude in the
alignment stage. The compliant control needs to constantly
judge the current attitude based on the contact force. Some
uncertain factors cause the fluctuation of the signal of contact
force, which increases the difficulty of alignment. In particu-
lar, the gravitational disturbing moments and the inertia
moments have a prominent influence on this fluctuation,
which will lead to a prolonged time for alignment adjustment
and ultimately reduce assembly efficiency. Therefore, the cost
of time on the alignment stage can be reduced if the robot can
reduce the fluctuation of the disturbing moments. Finally, the
improvement of assembly efficiency is realized. Traditional
control methods cannot handle these uncertain fluctuations
of disturbing moments. However, artificial calibration of
mechanical parameters or grasping positions is not only
cumbersome, but also has certain errors, or even impossible
to achieve. This difficulty can be avoided through trial and
error learning based on deep reinforcement learning, which
does not require artificial labels and prior knowledge of
mechanical parameters. When the grasping position is
restricted to a certain area with the proposed method, which
is considered to improve assembly efficiency if the trained
robot expends less assembly time than the untrained robot.

3. Assembly System with Deep
Reinforcement Learning

The assembly task of peg-in-hole is divided into two branch
tasks: grasping task and assembly task. Therefore, the robot
is equipped with the grasping module and assembly module.
The grasping task refers to the robot grasping the assembly
peg before performing assembly. The assembly task is
divided into three stages: searching, alignment, and insertion.
This research proposes a visual grasping strategy to boost
assembly efficiency by improving its grasping strategy based
on the analysis in Section 2.2.

3.1. Grasping Module with Visual Grasping Strategy. The
decision-making process of the grasping module is regarded
as a Markov decision-making process. The grasping work-
flow is transformed into an interactive process that can be
expressed in probabilistic form through the Markov decision
process. Firstly, the robot observes the environmental state st

𝜓′

𝜓′′

𝜓

Figure 4: The schematic diagram of different gripping positions for
adjustment alignment.
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at time t and selects the performing action at from the avail-
able action set AðsÞ through the strategy πðstÞ. And then the
environmental state changes from st to st+1, meanwhile, the
reward Rðst , st+1Þ is obtained. The state-action-reward chain
in the grasping decision-making process can be expressed
as follows:

s0, a0, R1, s1, a1,⋯,Rt−1, st−1, at−1, Rt , stf g: ð4Þ

The reward Rðst , st+1Þ is composed of the grasping reward
rGt+1 and the assembly reward rAMt+1. The robot obtains a
grasping reward rGt+1 = 0:3 after successfully grasping the
peg each time. The grasping network will also obtain an
assembly reward rAMt+1 = 0:7 if the assembly time is less than
the threshold. The reward Rðst , st+1Þ is described as follows:

R st , atð Þ = Rt = rGt+1 + rAMt+1: ð5Þ

The training purpose of deep reinforcement learning is to
obtain the optimal strategy π∗, which can maximize the total
reward Gt :

Gt = Rt + γRt+1 + γ2Rt+2 + γ3Rt+3+⋯,

Gt = 〠
∞

t=0
γtRt = 〠

∞

k=0
γtrt+k+1:

ð6Þ

The target of improving assembly efficiency is fulfilled if
the robot can maximize the total reward Gt by establishing
the mapping relationship between the grasping position
and the assembly time. Therefore, the robot trained a greedy
deterministic policy πðstÞ using off-policy Q-learning, which
chooses action at by maximizing the action-value function
Qπðst , atÞ:

Qπ st , atð Þ = Eπ Rt ∣ st = s, at = a½ �: ð7Þ

The optimal action-value function is expressed as fol-
lows:

Q∗ st , atð Þ =max
π

Qπ st , atð Þ = R st , atð Þ + γ max
a∈A sð Þ

Qπ st+1, at+1ð Þ,

ð8Þ

where γ is the future discount, which is set to a constant γ
= 0:5.

The optimal strategy π∗, which was obtained by training,
can select the optimal action a∗t with the highest Q value
from the set of available action AðsÞ in the current state st .
The formula of optimal strategy π∗ is as follows:

π∗ stð Þ = a∗t = argmax
a∈A sð Þ

Q∗ st , atð Þ: ð9Þ

The fully convolutional networks based on DQN and
DenseNet are used to build the network of grasping
decision-making in this paper. The networks take the height-
map describing the observing environmental state st as input,
which outputs a dense pixel-wise map of Q values with the

same size and resolution as the input. Any pixel point in
the image has a Q value, which predicts the future reward
of performing the grasping action at at the spatial position.
To begin with, the agent observes the information of the
environment to get the visual data, and then, it is reprojected
onto the orthographic RGB-D heightmap. Whereafter, the
color channel (RGB) and the clone depth channel (DDD)
of the heightmap are input to two parallel 121-layer Dense-
Nets to process the image features. And then, the image after
channel-wise concatenation is sent to 3 additional 1 × 1 con-
volutional layers interleaved with ReLU activation functions
and BatchNorm. Finally, the pixel-level probability map with
Q value is obtained after bilinearly upsampled processing,
and it is the same as the input image resolution by 224 ×
224. The robot will choose the performing action with the
highest Q value based on this probability map. The grasping
strategy has two fully convolutional neural networks with the
same structure: target network and evaluation network. They
have the same network architecture and initial network
parameters. Firstly, the target network selects the action at
with the highest Q value according to the strategy πðstÞ.
Afterward, the evaluation network will evaluate this action.
And two networks output Qtar and Qeva, respectively. The
evaluation network updates the network parameters θi in
real-time through the backpropagation operation according
to the reward Rðst , atÞ. But the target network only performs
forward propagation operations, and it updates the network
parameters θi ′ of the target network by copying the parame-
ters θi of the evaluation network after completing a batch of
iterative training, that is, θi ′ ⟵ θi. The robot is considered
to have completed training when the difference ΔQ in the
predicted Q value between the target network and the evalu-
ation network is less than the threshold through continuous
iteration. ΔQ is described as follows:

ΔQ = Qtar −Qevaj j: ð10Þ

The evaluation network uses the Huber loss function L i
as follows:

L i =
0:5 × Qtar

θi ′ −Qeva
θi

� �2
, for Qtar −Qevaj j < 1

Qtar
θi ′ −Qeva

θi
� �

− 0:5
���

���, otherwise:

8><
>:

ð11Þ

3.2. Compliance-Based Assembly Module. The assembly mod-
ule is based on compliant behavior control, which completes
the peg-in-hole assembly by analyzing the contact state
between the peg and hole to generate compliance behavior.
The assembly module divides the assembly work into three
stages: hole-searching stage, alignment stage, and insertion
stage. The robot moves the peg to the surface of the hole after
successfully grasping the peg. And the contact between the
peg and the hole results in a plane contact state of the peg.
The robot enters the hole-finding stage at the time. In order
to simulate the uncertainty of the hole position during work,
the initial position of the hole is randomly placed within a
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small range, which is equal to the area of the hole. Afterward,
the robot searches holes on the surface through rubbing
motion with the trajectory of Archimedes spiral. The peg
will be inclined if the peg is close enough to the hole. And
then, the contact state will change to two-point contact. Sub-
sequently, the peg slides along the edge of the hole. There
will be a three-point contact state when the peg is close
enough to the center of the hole but still has an inclination
angle. The alignment of the peg and the hole is completed
by using the wiggling motion to adjust the error of the
inclining angle. Finally, the assembly task is finished after
performing the insertion action. The proposed method and
baseline both use the same assembly module to ensure the
fairness of the comparison in the assembly efficiency test.
However, the grasp module of the baseline method is not
equipped with an assembly reward rAM. The effectiveness
of the proposed method was proved if adding the assembly
reward rAM for alignment in robot training can improve
assembly efficiency. The process of peg-in-hole assembly is
shown in Figure 5.

4. Simulation Results and Analyses

4.1. Training of Visual Grasping Strategy. The assembly sys-
tem established in the simulation software V-REP, which
uses a UR5 robotic arm with an RG2 gripper, as shown in
Figure 6. And it is also equipped with the RGB-D vision sen-
sor, force sensor, and position sensor. The length of the peg is
100mm, and its weight is 0.55 kg. The diameter is ϕ30mm,
and the assembly clearance is 1mm. The peg and the hole
have not chamfered. The CPU of the simulation workstation
is Intel(R) Xeon(R) Gold 5222 at 3.80GHz, the GPU is NVI-
DIA GeForce RTX 3090, and it is equipped with 128GB of
RAM. The robot uses trial and error in training to explore
the law of the difference in assembly alignment efficiency
caused by different grasping positions. The method of
stochastic gradient descent with momentum is used for the
training of the grasping networks. The learning rate is a con-
stant at 10−4, and the momentum is set as 0.9. The explora-
tion strategy is a deterministic ε-greedy, and its initial value
is set as 0.5 and then annealed overtraining to 0.1.

Predict grasping position

Attitude estimation

Correction planning

Perform 
correcting 

action

Path planning

Perform 
assembly 

action

Success

Failure 

Success

Success

Failure 

Grasping reward

Correction reward

Assembly reward
Failure 

Collecting image 
information

Perform
grasping

action

Perform 
correcting 

action

Perform 
assembly

action

Stop

Figure 5: Flowchart of peg-in-hole procedure.
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The first 1000 times of grasping training are to randomly
select the grasping position. The purpose of random selection
is to allow the robot to explore the impacts on the assembly
efficiency for different grasping positions. The robot will
choose the grasping position with the highest Q value in the
remaining times of 4000 training. The heat maps of the
grasping decision-making are shown in Figure 7. The red
area represents the grasping position with a higher predicted
Q value. The area where the untrained robot chooses the
grasping position is spread over the whole peg, as illustrated
in Figure 7(a). The robot will obtain the assembly reward rAM

when the assembly time is less than the threshold. The selec-
tion area of the grasping position will gradually shrink as the
number of training increases, as shown in Figure 7(b). The
grasping position is restricted to a specific area smaller than
the previously selected area by establishing the mapping rela-
tionship between the grasping position and the adjusting
time of alignment.

4.2. Simulation Test for Assembly Efficiency. The simulation
tests have the purposes to prove the following two problems:

(1) To verify whether the proposed grasping strategy can
help robots improve assembly efficiency

(2) To test whether this strategy is still effective when
qualities, lengths, and mechanical parameters of the
peg have changed

The proposed method is a visual grasping strategy (VGS)
for the peg-in-hole task. The robot used baseline and VGS to
conduct 1000 peg-in-hole assembly simulation tests, respec-
tively, to compare the difference in assembly efficiency. The
total assembly time of the baseline method is about 38.46
hours, while the total assembly time of VGS is only about
33.14 hours, which improves the assembly efficiency by
13.83%. VGS compares the distribution of the assembly time
with baseline, as shown in Figure 8. In the test, the shortest

(a) (b)

Figure 7: Heat maps of grasping decision-making. (a) Selection area of untrained grasping position. (b) Selection area of trained grasping
position.

UR5 robot arm

Visual sensor

RG2 gripper

Assembly object: Hole
Grasping object: Peg

Figure 6: Schematic diagram of simulation system.
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assembly time for baseline and VGS methods is both 106 sec-
onds. But the longest time of baseline is 157 seconds, and
VGS is 135 seconds. Baseline takes 19 seconds of the average
assembly time more than VGS. It can be seen that the robot
using VGS has a relatively shorter assembly time. The results
of the simulation prove that our method can effectively
improve assembly efficiency.

The change in the diameter of the peg causes a change in
its mass, and these changes have certain effects on the assem-
bly alignment. It is very cumbersome to manually calculate

and mark changes in mechanical parameters caused by these
changes. The mass of the peg is additionally reduced or
increased by 15% based on initial mass to imitate the random
changes of the mass in the actual conditions. The robot,
respectively, using baseline and VGS conducts 1000 assembly
tests for the different mass of the peg, as shown in Figure 9. It
can be shown that VGS can still improve the assembly effi-
ciency by 12.13% when the diameter and mass of the peg
make some changes. In this simulation result, the standard
deviation of the baseline is 5.1756, and the standard deviation
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of VGS is 3.0133. It can be seen that VGS has better stability
for assembly efficiency.

Subsequently, the length of the peg is changed between
85% and 115% based on the original length of the peg. Not
only has its mass been changed but also its mechanical
parameters have been changed when the length of the peg
changes. The robot, respectively, using baseline and VGS
conducts 1000 assembly tests for the different length and
mass of the peg, as shown in Figure 10. The result shows that
VGS can also improve the assembly efficiency by 10.92%,
even if the length and mass of the peg have certain changes.
When the length and mass have changed, the standard devi-
ations of baseline and VGS are 6.2242 and 3.8508, respec-
tively. Obviously, VGS has a smaller fluctuation of the
assembly time, and the assembly efficiency is more stable.

5. Conclusions and Future Work

In this paper, a visual grasping strategy based on deep rein-
forcement learning is proposed, which can improve assembly
efficiency. The fluctuation of the contact force signal caused
by the disturbing moments in compliance-based assembly
is analyzed, and the visual grasping strategy introduces the
assembly reward to reduce the fluctuation. In V-REP, the
simulations of peg-in-hole are carried out, it can be obtained
from simulation results that the grasping area is restricted at
a special area less than the previous area, and the trained
robot spends less assembly time than the untrained robot.
Furthermore, the proposed method improves the assembly
efficiency by 13.83% compared to baseline.

The proposed visual grasping strategy can also effectively
improve the assembly efficiency when the size and mechani-
cal parameters of the peg have changed, which provides some
guidance in peg-in-hole assembly. Future research work will
focus on extending the proposed strategy to different assem-
bly parts to complete more complex tasks. At the same time,
finding effective ways to improve the efficiency of training
samples, assisting agents to obtain better assembly capabili-
ties, and realizing multiagent collaborative assembly are also
future research work.
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