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In this paper, we introduce the concepts of deferred statistical convergence of order α and strongly deferred Cesàro summable
functions (real valued) of order α on time scales and give some relationships between deferred statistical convergence of order
α and strongly deferred Cesàro summable functions (real valued) of order α on time scales.

1. Introduction

In mathematics, the concept of convergence has been of
great importance for many years. This concept has been
studied theoretically by many mathematicians in many dif-
ferent fields. Many types of convergence have been defined
so far, and then, very valuable results and concepts have
been presented to the mathematical community. One of
these ideas is the converging statistics. In 1935, Zygmund
[1] introduced the concept of statistical convergence to
the mathematical community, Steinhaus [2] and Fast [3]
independently introduced the concept of statistical conver-
gence, and Schoenberg [4] reintroduced it in the year
1959. Then, it has been addressed under various titles
including Fourier analysis, Ergodic theory, Number theory,
Turnpike theory, Measure theory, Trigonometric series,
and Banach spaces. The concept was later applied to sum-
mability theory by various authors such as Çinar et al. ([5,
6]), Çolak [7], Connor [8], Fridy [9], Altay et al. [10],
Garcia and Kama [11], Isik et al. ([12–15]), Kucukaslan
and Yılmazturk ([16, 17]), Šalát [18], Ercan et al.
([19–21]), and Parida et al. [22], and this concept has been
extended to sequence spaces, accordingly, to the notions
such as summability theory.

The natural density of a subset A of ℕ is defined as

δ Að Þ = lim
n⟶∞

1
n
〠
n

k=1
χA kð Þ, ð1Þ

provided that limit exists, where χA is the characteristic
function of A: If

δ k ∈ℕ : xk − Lj j ≥ εð Þ = 0, ð2Þ

for each ε > 0, then x = ðxkÞ is said to be statistically con-
vergent to ℓ writing S − limk⟶∞xk = ℓ. Over the years, that
notion has been presented in a variety of ways, and its rela-
tionship to aggregation has been investigated in several
domains. In recent years, researchers have attempted to
apply the relationship between statistical convergence and
summability theory in applicable disciplines.

Now is the time to recall the key notions of our study
deferred Cesàro mean and deferred statistical convergence.

Deferred Cesàro mean, defined by Agnew [23] in 1932, is
a generalization of Cesàro mean, and its definition can be
given as follows:
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Dp,qx
� �

m
= 1
q mð Þ − p mð Þ 〠

q mð Þ

p mð Þ+1
xk, ð3Þ

where p = ðpðmÞÞ and q = ðqðmÞÞ are the sequences of
nonnegative integers satisfying

p mð Þ < q mð Þ and lim
m⟶∞

q mð Þ =∞: ð4Þ

Küçükaslan and Yılmaztürk [16, 17] defined the
concepts of derferred density and deferred statistical conver-
gence by using the deferred Cesàro mean.

The deferred density of a subset A of the natural
numbers ℕ is defined by

δp,q Að Þ = lim
m⟶∞

1
q mð Þ − p mð Þ Ap,q mð Þ�� ��, ð5Þ

provided the limit exists, where Ap,qðmÞ = fpðmÞ < k ≤ q
ðmÞ: k ∈ Ag.

A real valued sequence x = ðxkÞ is said to be deferred
statistical convergent to L, if

lim
m⟶∞

1
q mð Þ − p mð Þ p mð Þ < k ≤ q mð Þ: xk − Lj j ≥ εf gj j = 0,

ð6Þ

for each ε > 0 [16, 17].
Throughout the paper, we assume that the sequences

ðpðmÞÞ and ðqðmÞÞ satisfy the following conditions

p mð Þ < q mð Þ and lim
m⟶∞

q mð Þ =∞, ð7Þ

and additionally, lim
m⟶∞

ðqðmÞ − pðmÞÞ =∞.

In 1988, Hilger [24] proposed the time scale hypothesis.
In 2001, Bohner and Peterson [25] published the first
detailed explanation of the time scale theory. In 2003,
Guseinov [26] developed a Measure theory on time scales.
Cabada and Vivero [27] presented the Lebesque integral
on time scales in 2006. These findings provide the foundation
for time scale summability theory research. Many mathema-
ticians in various domains have investigated the time scale
calculus over the years [28]. As a result, it seems natural to
generalize convergence on time scales in light of recent appli-
cations of time scales to real-world situations. Numerous
writers in the literature have used statistical convergence to
apply to time scales for various purposes (see [29–33]).

A nonempty closed subset of real numbers is called a
time scale. Two basic concepts on the time scale are the
forward jump operator and the backward jump operator.
These can be given as follows:

(i) σ : T ⟶ T , σðsÞ = inf ft ∈ T : t > sg
(ii) ρðsÞ = sup ft ∈ T : t < sg for s ∈ T

A Lebesque Δ-measure is defined on the family of inter-
vals ½x, yÞT = fs ∈ T : x ≤ s ≤ yg on an arbitrary time scale T
with the help of forward and backward jump operators. This
defined measure is denoted by νΔ and provides the following
properties:

(i) If x ∈ T \ max fTg, then the set fxg is Δ-measurable
and νΔðxÞ = σðxÞ − x

(ii) If x, y ∈ T and x ≤ y, then νΔð½x, yÞT Þ = y − x and
νΔððx, yÞT Þ = y − σðxÞ

(iii) If x, y ∈ T \ max fTg and x ≤ y, then νΔððx, y�T Þ =
σðyÞ − σðxÞ and νΔð½x, y�T Þ = σðyÞ − x

Let Ω be a Δ-measurable subset of T , and for t∈T , write

Ω tð Þ = s ∈ t0, t½ �: s ∈Ωf g: ð8Þ

Turan and Duman [32, 34] were defined the density and
statistical convergence on time scales as follows:

δT Ωð Þ = lim
t⟶∞

νΔ Ω tð Þð Þ
νΔ t0, t½ �ð Þ , ð9Þ

provided that limit exists.
Let f : T ⟶ R be a Δ-measurable function. On T , f is

said to be statistically convergent to L if

δT t ∈ T : f tð Þ − Lj j ≥ εð Þ = 0, ð10Þ

for every ε > 0. In this case, we write stT − lim
t⟶∞

f ðtÞ = L.

2. Main Results

The aim of this study is to define the concepts of deferred
Cesàro summability of order α and deferred statistical con-
vergence of order α on the time scale and examine the rela-
tionships between them.

Definition 1. Let f be a Δ-delta measurable function on the
time scale T and α ∈ ð0, 1�, and we say that f is deferred
statistically convergent of order α on T to the number L if
for every ε > 0,

lim
m⟶∞

νΔ k ∈ p mð Þ, q mð Þð �T : f kð Þ − Lj j ⩾ ε
� �

ναΔ p mð Þ, q mð Þð �T
� � = 0: ð11Þ

We will show this convergence with DðstαT Þ − limf ðtÞ = L.
We will denote by DSαT ½p, q� the set of all functions that
deferred statistically convergent of order α on the time
scale T :
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Obviously,

(i) If we get qðsÞ = s and pðsÞ = s0 and α = 1, then we
get the definition of statistical convergence in time
scale [32]

(ii) If we take qðmÞ = kðmÞ, pðmÞ = kðm − 1Þ, and α = 1,
then we get lacunary statistical convergence in time
scale [34]

(iii) If we take qðtÞ = t, pðtÞ = t − λt + t0, and α = 1, then
we get λ statistical convergence in time scale [35]

(iv) If we get α = 1, then we get the definition of deferred
statistical convergence in time scale [29]

Example 1. Let f be defined as in [36]. It is seen from the fol-
lowing inequality that the function f is deferred statistical
convergence in T for α > 1/2

νΔ k ∈ p mð Þ, q mð Þð �T : f kð Þj j ≥ ε
� �

ναΔ p mð Þ, q mð Þð �T
� �

≤
νΔ p mð Þ, σp mð Þ + ffiffiffiffiffiffi

vm
p� 	� �� �

v mð Þα

=
ffiffiffiffiffiffi
vm

p� 	
v mð Þα ⟶ 0 m⟶∞ð Þ:

ð12Þ

Theorem 2. If f , g : T ⟶ℝ with DðstαT Þ − limf ðtÞ = L1 and
DðstαT Þ − limgðtÞ = L2, then the following statements hold

(i) DðstαT Þ − limð f ðtÞ + gðtÞÞ = L1 + L2

(ii) DðstαT Þ − limðcf ðtÞÞ = cL1

Proof. (i) Let DðstαT Þ − limf ðtÞ = L1 and DðstαT Þ − limgðtÞ =
L2: We write

νΔ k ∈ p mð Þ, q mð Þð �T : f kð Þ + g kð Þð Þ − L1 + L2ð Þj j ⩾ ε
� �

ναΔ p mð Þ, q mð Þð �T
� �

= νΔ k ∈ p mð Þ, q mð Þð �T : f kð Þ − L1j j ⩾ ε
� �

ναΔ p mð Þ, q mð Þð �T
� �

+ νΔ k ∈ p mð Þ, q mð Þð �T : g kð Þ − L2j j ⩾ ε
� �

ναΔ p mð Þ, q mð Þð �T
� � ,

ð13Þ

for every ε > 0. Taking limit as m⟶∞, (i) will be
proved.

(ii) Let DðstαT Þ − limf ðtÞ = L. Assume that c ≠ 0; then, the
proof of (ii) follows from

νΔ k ∈ p mð Þ, q mð Þð �T : cf kð Þ − cLj j ⩾ ε
� �

ναΔ p mð Þ, q mð Þð �T
� �

= νΔ k ∈ p mð Þ, q mð Þð �T : f kð Þ − Lj j ⩾ ε/ cj jð Þ� �
ναΔ p mð Þ, q mð Þð �T

� � :

ð14Þ

Definition 3. Let f be a Δ-delta measurable function on the
time scale T . Then, f is strongly deferred Cesàro summable
of order α to L if

lim
m⟶∞

1
ναΔ p mð Þ, q mð Þð �T

� � ð
p mð Þ,q mð Þð �T

f kð Þ − Lj jΔk = 0:

ð15Þ

By Dα
T ½p, q�, we denote all strongly deferred Cesàro sum-

mable functions of order α on T .
If we take the function f as follows, for α > 1/2,

f tð Þ =

1, if s ∈ p mð Þ, σ p mð Þð Þ + 1ð Þ,T
1, if s ∈ σ p mð Þð Þ + 1, σ p mð Þð Þ + 2½ ÞT ,
⋯

1, if s ∈ σ p mð Þð Þ + ffiffiffiffiffiffi
vm

p½ � − 1, σ p mð Þð Þ + ffiffiffiffiffiffi
vm

p½ �½ ÞT ,
0, otherwise,

8>>>>>>>><
>>>>>>>>:

ð16Þ

which is Cesàro summable.

Theorem 4. Let f be a Δ-delta measurable function on the
time scale T . If f ∈Dα

T ½p, q�, then f ∈DSαT ½p, q�:

Proof. Let ε > 0 and DðεÞ = fs ∈ ðpðmÞ, qðmÞ�T : j f ðsÞ − Lj ⩾
εg. The proof is obtained from the following inequality:

ð
p mð Þ,q mð Þð �T

f sð Þ − Lj jΔs ⩾
ð
D εð Þ

f sð Þ − Lj jΔs ⩾ εμΔ D εð Þf g:

ð17Þ

Corollary 5. Let f be a Δ-delta measurable function on the
time scale T and α, β ∈ ð0, 1� such that α < β. If f ∈Dα

T ½p, q�,
then f ∈DSβT ½p, q�:

To show that the inverse of Theorem 4 and Corollary 5 is
not true, we can consider the example on page 3 of Çolak’s
article [7].

The converse of Theorem 4 and Corollary 5 is usually not
satisfied, but provided that f is bounded, by taking α = 1, we
can give the following result.
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Theorem 6. Let f be a Δ-delta measurable function on the
time scale T . If f ∈DST ½p, q� and f is bounded, then f ∈
DT ½p, q�.

Proof. Suppose that f ∈DST ½p, q� and f is bounded. In this
case, there is K > 0 such that j f ðkÞj ⩽ K and also

lim
m⟶∞

1
νΔ p mð Þ, q mð Þð �ð Þ νΔ k ∈ p mð Þ, q mð Þð �: f kð Þ − Lj j ⩾ εf gð Þ = 0:

ð18Þ

Therefore, we have

1
νΔ p mð Þ, q mð Þð �ð Þ

ð
p mð Þ,q mð Þð �T

f kð Þ − Lj jΔk

= 1
νΔ D p mð Þ, q mð Þ�ðð Þ

ð
D εð Þ

f kð Þ − Lj jΔk

+ 1
νΔ p mð Þ, q mð Þð �ð Þ

ð
p mð Þ,q mð Þð �T \D εð Þ

f kð Þ − Lj jΔk

⩽
K

νΔ p mð Þ, q mð Þð �ð Þ
ð
D εð Þ

Δk

+ ε

νΔ p mð Þ, q mð Þð �ð Þ
ð

p mð Þ,q mð Þð �T
Δk

= KνΔ D εð Þð Þ
νΔ p mð Þ, q mð Þð �ð Þ + ε:

ð19Þ

It is obvious that form⟶∞, the theorem is proved.

Theorem 7. Let f be a Δ-delta measurable function on the
time scale T and ναΔððpðmÞ, qðmÞ�Þ/ðσðqðmÞÞÞα is bounded.
If stαT − limf ðtÞ = L, then DðstαT Þ − limf ðtÞ = L.

Proof. Since stαT − limf ðtÞ = L, we write

1
ναΔ t0, q mð Þð �ð Þ μΔ k ∈ t0, q mð Þð �T : f kð Þ − Lj j ⩾ ε

� �� �
⩾

νΔ D εð Þð Þ
σ q mð Þð Þ − t0ð Þα

⩾
σ q mð Þð Þ − σ p mð Þð Þð Þα

σ q mð Þð Þð Þα
νΔ D εð Þð Þ

σ q mð Þð Þ − σ p mð Þð Þð Þα :

ð20Þ

Clearly, for m⟶∞, the theorem is proved.

Corollary 8. Let ðqðmÞÞ be an arbitrary sequence with qðmÞ
∈ t0, t�, and ναΔðt0, t�Þ/ναΔððpðmÞ, qðmÞ�Þ is bounded. Then, f
is statistical convergence of order α to L on T implies f is
deferred statistical convergence of order α to L on T .

Let the four sequences ðpðmÞÞ, ðqðmÞÞ, ðp′ðmÞÞ, and ðq′
ðmÞÞ are nonnegative real numbers such that

p mð Þ ⩽ p′ mð Þ < q′ mð Þ ⩽ q mð Þ, ð21Þ

for all m ∈ℕ.

Theorem 9. Let ðpðmÞÞ, ðqðmÞÞ, ðp′ðmÞÞ, and ðq′ðmÞÞ be
given as in (21). If

lim
m⟶∞

ναΔ p′ mð Þ, q′ mð Þ

 i
 �

ναΔ p mð Þ, q mð Þð �ð Þ > 0, ð22Þ

then f ∈DSαT ½p, q� implies f ∈DSαT ½p′, q′�:

Proof. Let D′ðεÞ = fk ∈ ðp′ðmÞ, q′ðmÞ�: j f ðkÞ − Lj ⩾ εg. The
proof is obtained from the following inequality:

1
ναΔ p mð Þ, q mð Þð �ð Þ νΔ D εð Þð Þ

⩾

ναΔ p′ mð Þ, q′ mð Þ

 i
 �

ναΔ p mð Þ, q mð Þð �ð Þ
1

ναΔ p′ mð Þ, q′ mð Þ

 i
 � νΔ D′ εð Þ:


 �
:

ð23Þ

Corollary 10. Let ðpðmÞÞ, ðqðmÞÞ, ðp′ðmÞÞ, and ðq′ðmÞÞ be
given as in (21) and α, β ∈ ð0, 1� such that α ≤ β. If (22) holds,

then f ∈DSαT ½p, q� implies f ∈DSβT ½p′, q′�.

Theorem 11. Let ðpðmÞÞ, ðqðmÞÞ, ðp′ðmÞÞ, and ðq′ðmÞÞ be
given as in (21). If

lim
m⟶∞

ναΔ p mð Þ, q mð Þð �ð Þ
ναΔ p′ mð Þ, q′ mð Þ


 i
 � > 0, ð24Þ

then f is deferred Cesàro summable to L of order α on ½
pðmÞ, qðmÞ� implies f is deferred Cesàro summable to L of
order α on ½p′ðmÞ, q′ðmÞ�.

Proof. Proof follows from the following inequality:

1
ναΔ p mð Þ, q mð Þð �ð Þ

ð
p mð Þ,q mð Þð �T

f kð Þ − Lj jΔk

⩾

ναΔ p′ mð Þ, q′ mð Þ

 i
 �

ναΔ p mð Þ, q mð Þð �ð Þ
1

ναΔ p′ mð Þ, q′ mð Þ

 i
 � ð

p′ mð Þ,q′ mð Þð �
T

f kð Þ − Lj jΔk:

ð25Þ

Corollary 12. Let ðpðmÞÞ, ðqðmÞÞ, ðp′ðmÞÞ, and ðq′ðmÞÞ be
given as (21) and α, β ∈ ð0, 1�, α ≤ β. If (24) holds, then f is
deferred Cesàro summable to L of order α on ½pðmÞ, qðmÞ�
implies f is deferred Cesàro summable to L of order α on
½p′ðmÞ, q′ðmÞ�.
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Theorem 13. Let ðpðmÞÞ, ðqðmÞÞ, ðp′ðmÞÞ, and ðq′ðmÞÞ be
given as (21). If

lim
m⟶∞

νΔ p mð Þ, p′ mð Þ

 i
 �

ναΔ p′ mð Þ, q′ mð Þ

 i
 � > 0, lim

m⟶∞

νΔ q mð Þ, q′ mð Þ

 i
 �

ναΔ p′ mð Þ, q′ mð Þ

 i
 � > 0:

ð26Þ

If f ∈DSαT ½p′, q′� and f is bounded, then f ∈Dα
T ½p, q�:

Proof. Suppose that f ⟶ LDSαT ½p′, q′�. Since f is bounded,
there exists a positive number K such that j f ðsÞj ⩽ K . Then,
we may write

1
ναΔ p mð Þ,ð q mð Þ�ð Þ

ð
p mð Þ,q mð Þ½ �T

f kð Þ − Lj jΔk

= 1
ναΔ p mð Þ,ð q mð Þ�ð Þ

·
ð

p mð Þ,p′ mð Þ½ �
T

f kð Þ − Lj jΔk +
ð

p′ mð Þ,q′ mð Þ½ �
T

f kð Þ − Lj jΔk
"

+
ð

q′ mð Þ,q mð Þ½ �
T

f kð Þ − Lj jΔs
#

⩽
1

ναΔ p mð Þ,ð q mð Þ�ð Þ
ð

p mð Þ,p′ mð Þ½ �
T

KΔk

"

+
ð

p′ mð Þ,q′ mð Þ½ �
T

f kð Þ − Lj jΔk + K
ð

q′ mð Þ,q mð Þ½ �
T

Δk

#

⩽
1

ναΔ p mð Þ,ð q mð Þ�ð Þ σ p′ mð Þ − σ p mð Þð Þ

 �


+ σ q mð Þ − σ q′ mð Þ

 �
 �


+ 1
ναΔ p mð Þ,ð q mð Þ�ð Þ

·
ð

p mð Þ,q mð Þ½ �T : f kð Þ−Lj j⩾εf g
f kð Þ − Lj jΔk

"

+
ð

p mð Þ,q mð Þ½ �T : f kð Þ−Lj j<εf g
f kð Þ − Lj jΔk

⩽

μΔ p mð Þ,ð p′ mð Þ
i
 �

+ νΔ q mð Þ,ð q′ mð Þ
i
 �

ναΔ p′ mð Þ,



q′ mð Þ
i
 � :K

+ K

ναΔ p′ mð Þ,



q′ mð Þ
i
 � νΔ p′ mð Þ < k1 ⩽ q′ mð Þ: f kð Þj

n


− Lj ⩾ εgÞ + ε

ναΔ p′ mð Þ, q′ mð Þ

 i
 � :

ð27Þ

This completes the proof.

3. Conclusion

Various variations of statistical convergence have been stud-
ied throughout the years, yielding some extremely important
conclusions. Deferred statistical convergence of order α is
one of these versions. This variant of statistical convergence
is investigated on arbitrary time scales in this paper, and a
significant generalization is made. As a result, the current
results constitute a particular case of our findings. Then,
on temporal scales, strongly postponed Cesàro summability
of order α is built. Finally, various inclusion relations for
the newly obtained spaces are investigated. The concepts
and theorems mentioned will vary as the time scale changes.
This will have a significant impact on applications employ-
ing the notion of summability in numerous ways.
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Motivated by the importance of diffusion equations in many physical situations in general and in plasma physics in particular,
therefore, in this study, we try to find some novel solutions to fractional-order diffusion equations to explain many of the
ambiguities about the phenomena in plasma physics and many other fields. In this article, we implement two well-known
analytical methods for the solution of diffusion equations. We suggest the modified form of homotopy perturbation method
and Adomian decomposition methods using Jafari-Yang transform. Furthermore, illustrative examples are introduced to show
the accuracy of the proposed methods. It is observed that the proposed method solution has the desire rate of convergence
toward the exact solution. The suggested method’s main advantage is less number of calculations. The proposed methods give
series form solution which converges quickly towards the exact solution. To show the reliability of the proposed method, we
present some graphical representations of the exact and analytical results, which are in strong agreement with each other. The
results we showed through graphs and tables for different fractional-order confirm that the results converge towards exact
solution as the fractional-order tends towards integer-order. Moreover, it can solve physical problems having fractional order
in different areas of applied sciences. Also, the proposed method helps many plasma physicists in modeling several nonlinear
structures such as solitons, shocks, and rogue waves in different plasma systems.

1. Introduction

The integer-order differentiation operators are used to study
local phenomena, whereas fractional-order operators are
used to studying nonlocal phenomena [1]. The mathemati-
cal groundwork for fractional-order derivatives was laid by
the collective struggles of various mathematicians, such as
Riemann, Liouville, Caputo, Podlubny, Miller, and Ross.

Afterward, numerous mathematicians dedicated their efforts
to this area. Fractional calculus (FC) can be described as very
successful in many phenomena in applied sciences, fluid
mechanics, physics of plasmas [2, 3], and other biology uti-
lising mathematical tools of FC. [4, 5]. Other numerous
applications of FC in the field of science and technology
are related to solid mechanics [6, 7], anomalous transport
[8], continuum and statistical mechanics [9], economics

Hindawi
Journal of Function Spaces
Volume 2022, Article ID 1899130, 19 pages
https://doi.org/10.1155/2022/1899130

https://orcid.org/0000-0001-5210-8505
https://orcid.org/0000-0002-6724-7361
https://orcid.org/0000-0002-8425-6446
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/1899130


[10], relaxation electrochemistry [11], diffusion procedures
[12], complex networks [13, 14], and optimal control prob-
lems [15, 16].

Fractional differential equations (FDEs) have gotten a lot
of attention from researchers in the last decade due to their
ability to improve real-world challenges in different areas of
engineering and physics. Mathematicians used various
methods described based on the above applications to solve
different important fractional-order differential equations
(FDEs), mainly partial differential equations of fractional-
orders (FPDEs). FPDEs are fundamental mathematical
approaches that can be utilized to model different physical
models more accurately than integer-order models. Nonlin-
ear FPDEs define various phenomena in engineering, plasma
physics, and applied sciences. Especially, nonlinear FPDEs
are the preeminent tools to be used in various areas, for
example, electrochemistry [17], mathematical social dynam-
ics [18, 19], signal processing [20], informatics [21], traffic
model [22], theory of solitons in plasma physics [23], biol-
ogy [24], and much more [25–28]. Moreover, many authors
reduced the fluid plasma equations to FDEs for studying the
impact of derivative time-frational on the profile of nonlin-
ear structures in a plasma [2, 3]. For instance, El-Wakil
et al. [2] reduced the basic equations of a collisionaless
unmagnetized nonthermal plasma having cold inertial elec-
trons and inertialess nonthermal electrons as well as station-
ary positive ions to a normal KdV equation. After that, the
authors use a suitable transformation to convert the normal
KdV equation to a time-fractional KdV equation in order to
investigate the time-fractional on the profile of electron-
acoustic (EA) solitons. Furthermore, the basic equations of
an ultrarelativistic plasma were reduced to the normal cylin-
drical Kadomtsev–Petviashvili (CKP) and cylindrical modi-
fied KP (CmKP) equations using a reductive perturbation
techniques [3]. Posteriorly, the mentioned equations were
converted into space-time fractional CKP and CmKP equa-
tions using one of the proper transformations in order to
study the influence of space-time fractional domain of the
characteristics of the ion-acoustic waves (IAWs) in the ultra-
relativistic plasma. The authors made a comparison between
the integer- and fractional-order models and found that the
fractional-order model gives description to the IAWs in the
ultrarelativistic plasmas better than the integer-order model
[3]. In literature, different methods are implemented for
solving FDEs, such as Iterative Laplace Transform method
(ILTM) [29, 30], Approximate-analytical method (AAM)
[31], Homotopy Analysis method (HAM) [32], Variational
Iteration method (VIM) [33], Elzaki Transform Decomposi-
tion method (ETDM) [34], the Differential Transformation
method (DTM) [35], and the homotopy perturbation
method (HPM) [36, 37].

In literature, there is lot of transformations [38–40], but
in this article, we implement the Homotopy Perturbation
Jafari-Yang Transform Method (HPYTM) and Jafari-Yang
transform decomposition method (YTDM) for the analysis
of fractional-order diffusion equations. Xiao-Jun Jafari-
Yang introduce the Jafari-Yang transformation and applied
for the analysis of different differential problems with con-
stant coefficients, while the Adomian decomposition method

[41, 42], on the other hand, is a renowned method to solve
linear and nonlinear and nonhomogeneous and homoge-
neous differential, integro, ordinary, and partial differential
equations. It gives analysis in the form of series that con-
verges towards the exact solutions quickly. In 1998, He
introduced the homotopy perturbation technique [43, 44].
Later, the nonlinear nonhomogeneous partial differential
equations are solved using the HPM (homotopy perturba-
tion method), a semianalytical technique [45–48]. The solu-
tion is assumed to be the sum of an infinite sequence that
converges rapidly to the exact results. This approach was
investigated to analyze both linear and nonlinear problems.
In the current work, we proposed a novel approximate ana-
lytical method known as (HPYTM). The newly developed
technique is the combination of Jafari-Yang transform and
HPM. It is investigated that the present methods are very
effective in finding fractional diffusion equations analytical
solution. The fractional problem results using the proposed
methods are also devoted to the fractional view analysis of
the problems. It is confirmed that the current techniques
can be modified to solve other fractional partial differential
equations.

A type of PDE that expresses the phenomenon of atoms
or molecule’s movement from a region of higher concentra-
tion to an area of lower concentration is known as diffusion
equations. Adolf Fick, a physiologist, was the first to present
Fick’s law of diffusion. Fick’s law was then transformed into
the diffusion equation. Scholar modified diffusion equations
such as slow diffusion and the hybrid classical wave equation
by generalizing the classical diffusion law [49]. Several
implementations of diffusion equation are phase transition,
electromagnetism, filtration, biochemistry, geochemistry,
dynamics of biological groups, cosmology, plasma physics,
and acoustics [50]. There are many investigations related
to the Diffusion-type equation and its applications in plasma
physics and fluids [51–53]. Motivated by these investigation,
in this article, we implement YTDM and HPYTM for solv-
ing diffusion equations of the form.

(1) Fractional-order diffusion equation in one dimen-
sion as

∂δν
∂τδ

= ∂2ν
∂ψ2 −

∂ν
∂ψ

+ ν
∂2ν
∂ψ2 − ν2 + ν 0 < δ ≤ 1, τ ≥ 0

ð1Þ

having initial values

ν ψ, 0ð Þ = g ψð Þ ð2Þ

(2) Fractional-order diffusion equation in two dimen-
sion as

∂δν
∂τδ

= ∂2ν
∂ψ2 + ∂2ν

∂ϕ2
0 < δ ≤ 1, τ ≥ 0 ð3Þ
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having initial values

ν ψ, ϕ, 0ð Þ = g ψ, ϕð Þ ð4Þ

(3) Fractional-order diffusion equation in three dimen-
sion as

∂δν
∂τδ

= ∂2ν
∂ψ2 + ∂2ν

∂ϕ2
+ ∂2ν
∂φ2 0 < δ ≤ 1, τ ≥ 0 ð5Þ

having initial values

ν ψ, ϕ, φ, 0ð Þ = g ψ, ϕ, φð Þ ð6Þ

2. Preliminaries

We covered several fundamental fractional calculus defini-
tions as well as Laplace transform theory properties in this
section.

Definition 1. In Caputo manner, the fractional derivative is
given as [54].

Dσ
φν ψ, φð Þ = 1

Γ k − σð Þ
ðφ
0

φ − ρð Þk−σ−1ν kð Þ ψ, ρð Þdρ, k

− 1 < σ ≤ k, k ∈N:

ð7Þ

Definition 2. Yang and Jafari introduced the Jafari-Yang
Laplace transform in 2018. Yð:Þ determines the Jafari-Yang
transform for a function ξðτÞ and is given as [55].

Y ν τð Þf g = T uð Þ =
ð∞
0
e−τ/uν τð Þdτ, τ > 0, u ∈ −τ1, τ2ð Þ: ð8Þ

The inverse transform is given as

Y−1 T uð Þf g = ν τð Þ: ð9Þ

Definition 3. For derivative of order n, the Jafari-Yang trans-
form is determined as [55].

Y νn τð Þf g = T uð Þ
un

− 〠
n−1

k=0

uk 0ð Þ
νk−n−1

,∀n = 1, 2, 3,⋯: ð10Þ

Definition 4. For fractional-order derivatives, the Jafari-Yang
transform is given as [55].

T uσ τð Þf g = T νð Þ
uσ

− 〠
n−1

k=0

νk 0ð Þ
uk− σ+1ð Þ , 0 < σ ≤ n: ð11Þ

Definition 5. The Mittag-Leffler function, a generalisation of
the exponential function, is as [54].

Eσ φð Þ = 〠
∞

q=0

φq

Γ σq + 1ð Þ σ ∈ C, Re σð Þ > 0ð Þ: ð12Þ

Equation (12) further generalization is of the form

Eσ,β φð Þ = 〠
∞

q=0

φq

Γ σq + βð Þ ; σ, β ∈ C, Re σð Þ > 0ð Þ, Re βð Þ > 0Þ:

ð13Þ

3. Homotopy Perturbation Jafari-Yang
Transform Method

To explain the basic ideas of this approach the following
equation is considered:

σ
τν ψ, τð Þ = L ψ½ �ν ψ, τð Þ +N ψ½ �ν ψ, τð Þ, 0 < σ ≤ 2, ð14Þ

with some initial sources

ν ψ, 0ð Þ = ξ ψð Þ, ∂
∂τ

ν ψ, 0ð Þ = ζ ψð Þ, ð15Þ

where Dσ
τ = ∂σ/∂τσ Caputo‘s derivative, and L½ψ� and N

½ψ� are the linear and nonlinear operators respectively.
Implement Jafari-Yang transform to (14), we have

Dσ
τν ψ, τð Þ½ � = Y L ψ½ �ν ψ, τð Þ +N ψ½ �ν ψ, τð Þ½ �, ð16Þ

1
uσ

T uð Þ − uν 0ð Þ − u2ν′ 0ð Þ
n o
= Y L ψ½ �ν ψ, τð Þ +N ψ½ �ν ψ, τð Þ½ �:

ð17Þ

Equation (17) implies that

T νð Þ = uν 0ð Þ + u2ν′ 0ð Þ + uσY L ψ½ �ν ψ, τð Þ +N ψ½ �ν ψ, τð Þ½ �:
ð18Þ

We now have by using the inverse Jafari-Yang transform

ν ψ, τð Þ = ν 0ð Þ + ν′ 0ð Þ + Y−1 uσY L ψ½ �ν ψ, τð Þ +N ψ½ �ν ψ, τð Þ½ �½ �:
ð19Þ

Now, perturbation technique having parameter ε is given
as

ν ψ, τð Þ = 〠
∞

k=0
εkνk ψ, τð Þ, ð20Þ

where perturbation parameter is ε and ε ∈ ½0, 1�.
The decomposition of nonlinear terms is defined as

N ψ½ �ν ψ, τð Þ = 〠
∞

k=0
εkHn νð Þ, ð21Þ

where Hn are of the form ν0, ν1, ν2,⋯, νn, and can be deter-
mined as
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Hn ν0, ν1,⋯, νnð Þ = 1
γ n + 1ð ÞD

k
ε N 〠

∞

k=0
εiνi

 !" #
ε=0

, ð22Þ

where Dk
ε = ∂k/∂εk:

Using (21) and (22) in (19) and making the homotopy,
we get

〠
∞

k=0
εkνk ψ, τð Þ = ν 0ð Þ + ν′ 0ð Þ + ε ×

 
Y−1
"
uσY

(
L〠

∞

k=0
εkνk ψ, τð Þ

+ 〠
∞

k=0
εkHk νð Þ

)#!
:

ð23Þ

When the coefficient of ε on both sides is compared, we
get

ε0 : ν0 ψ, τð Þ = ν 0ð Þ + ν′ 0ð Þ,
ε1 : ν1 ψ, τð Þ = Y−1 uσY L ψ½ �ν0 ψ, τð Þ +H0 νð Þð Þ½ �,
ε2 : ν2 ψ, τð Þ = Y−1 uσY L ψ½ �ν1 ψ, τð Þ +H1 νð Þð Þ½ �,

⋮

εk : νn ψ, τð Þ = Y−1 uσY L ψ½ �νk−1 ψ, τð Þ +Hk−1 νð Þð Þ½ �:
ð24Þ

As a result, we can quickly determine component νk
ðψ, τÞ, which leads us to the convergent series. We get by tak-
ing ε⟶ 1,

ν ψ, τð Þ = lim
M⟶∞

〠
M

k=1
νk ψ, τð Þ: ð25Þ

The result is in the form of a series that rapidly converges
to the exact solution of the problem.

4. Idea of YTDM

Consider the fractional order partial differential equation

Dσ
τν ψ, τð Þ = �G1 ν, φð Þ +N 1 ν, φð Þ, 0 < σ ≤ 2, ð26Þ

with some initial sources

ν ψ, 0ð Þ = ξ ψð Þ, ∂
∂τ

ν ψ, 0ð Þ = ζ ψð Þ, ð27Þ

where Dσ
τ = ∂σ/∂τσ denotes the derivative having fractional-

order σ in Caputo manner, and �G1 and N 1 denote linear
and nonlinear functions.

On taking Jafari-Yang transformation of (26), we get

Y Dσ
τν ψ, τð Þ½ � = Y �G1 ν, φð Þ +N 1 ν, φð Þ� �

: ð28Þ

By using Jafari-Yang transform property of differentia-
tion, we have

1
uσ

T uð Þ − uν 0ð Þ − u2ν′ 0ð Þ
n o

= Y �G1 ν, φð Þ +N 1 ν, φð Þ� �
:

ð29Þ

Equation (29) implies that

T νð Þ = uν 0ð Þ + u2ν′ 0ð Þ + uσY �G1 ν, φð Þ +N 1 ν, φð Þ� �
: ð30Þ

We now have by using the inverse Jafari-Yang transform

ν ψ, τð Þ = ν 0ð Þ + ν′ 0ð Þ + Y−1 uσY �G1 ν, φð Þ +N 1 ν, φð Þ� ��
:

ð31Þ

The infinite series of νðψ, τÞ

ν ψ, τð Þ = 〠
∞

k=0
νk ψ, τð Þ: ð32Þ

The nonlinear term decomposition of N 1 by Adomian
polynomials is expressed as

N 1 ν, φð Þ = 〠
∞

k=0
Ak: ð33Þ

All nonlinear terms can be denoted by means of Ado-
mian polynomials as

Ak =
1
k!

∂k

∂ℓk
N 1 〠

∞

j=0
ℓjνj, 〠

∞

j=0
ℓjφj

 !( )" #
ℓ=0

, ð34Þ

putting Equations (32) and (34) into (31), gives

〠
∞

k=0
νk ψ, τð Þ = ν 0ð Þ + ν′ 0ð Þ + Y−1uσ

� Y �G1 〠
∞

k=0
νk, 〠

∞

k=0
φk

 !
+ 〠

∞

k=0
Ak

( )" #
:

ð35Þ

The following terms are described as

ν0 ψ, τð Þ = ν 0ð Þ + τν′ 0ð Þ,
ν1 ψ, τð Þ = Y− uσY+ �G1 ν0, φ0ð Þ +A0

� �� �
:

ð36Þ

The general for k ≥ 1 is determined as

νk+1 ψ, τð Þ = Y− uσY+ �G1 νk, φkð Þ +Ak

� �� �
: ð37Þ
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5. Applications

The solutions to various fractional order diffusion equations
are obtained by implementing HPYTM and YTDM in this
section.

Example 1. Consider one-dimension fractional-order diffu-
sion equation [54]

∂σν
∂τσ

= ∂2ν
∂ψ2 −

∂ν
∂ψ

+ ν
∂2ν
∂ψ2 − ν2 + ν 0 < σ ≤ 1, τ > 0, ð38Þ

with initial source

ν ψ, 0ð Þ = eψ: ð39Þ

On taking Jafari-Yang transformation of Equation (38),
we get

Y
∂σν
∂τσ

� �
= Y

∂2ν
∂ψ2 −

∂ν
∂ψ

+ ν
∂2ν
∂ψ2 − ν2 + ν

 !
: ð40Þ

We get by using the Jafari-Yang transform’s differential
property

1
uσ

T uð Þ − uν 0ð Þf g = Y
∂2ν
∂ψ2 −

∂ν
∂ψ

+ ν
∂2ν
∂ψ2 − ν2 + ν

 !
,

ð41Þ

T uð Þ = uν 0ð Þ + uσY
∂2ν
∂ψ2 −

∂ν
∂ψ

+ ν
∂2ν
∂ψ2 − ν2 + ν

 !
:

ð42Þ

By applying inverse Jafari-Yang transform to Equation
(42)

ν ψ, τð Þ = ν 0ð Þ + Y−1 uσ Y
∂2ν
∂ψ2 −

∂ν
∂ψ

+ ν
∂2ν
∂ψ2 − ν2 + ν

 !( )" #
,

ν ψ, τð Þ = eψ + Y−1 uσ Y
∂2ν
∂ψ2 −

∂ν
∂ψ

+ ν
∂2ν
∂ψ2 − ν2 + ν

 !( )" #
:

ð43Þ

Now, applying the abovementioned homotopy perturba-
tion technique as in (23), we obtain

〠
∞

k=0
εkνk ψ, τð Þ

= eψ + ε Y−1 uσY 〠
∞

k=0
εkνk ψ, τð Þ

 !
ψψ

2
4

2
4

0
@

− 〠
∞

k=0
εkνk ψ, τð Þ

 !
ψ

+ 〠
∞

k=0
εkHk νð Þ

 !

+ 〠
∞

k=0
εkνk ψ, τð Þ

##!
:

ð44Þ

where HkðνÞ are He’s polynomial that represents the nonlin-
ear terms. He’s polynomials first few components are given
by

H0 νð Þ = ν0 ν0ð Þψψ − ν20,

H1 νð Þ = ν1 ν0ð Þψψ + ν0 ν1ð Þψψ
� 	

− 2ν0ν1ð Þ,

H2 νð Þ = ν2 ν0ð Þψψ + ν1 ν1ð Þψψ + ν0 ν2ð Þψψ
� 	
− 2ν0ν2 + ν2ð Þ2
 �

:

⋮

ð45Þ

Comparing the same power coefficient of ε, we obtain

ε0 : ν0 ψ, τð Þ = eψ,

ε1 : ν1 ψ, τð Þ = Y−1
 
uσY

"
∂2ν0
∂ψ2 −

∂ν0
∂ψ

+ ν0
∂2ν0
∂ψ2

− ν20 + ν0

#!
= eψ

τσ

Γ σ + 1ð Þ ,

ε2 : ν2 ψ, τð Þ = Y−1
 
uσY

"
∂2ν1
∂ψ2 −

∂ν1
∂ψ

+ ν1
∂2ν0
∂ψ2

+ ν0
∂2ν1
∂ψ2 − 2ν0ν1 + ν1

#!
= eψ

τ2σ

Γ 2σ + 1ð Þ ,

ε3 : ν3 ψ, τð Þ = Y−1
 
uσY

"
∂2ν2
∂ψ2 −

∂ν2
∂ψ

+ ν2
∂2ν0
∂ψ2

+ ν1
∂2ν1
∂ψ2 + ν0

∂2ν2
∂ψ2 − 2ν0ν2 − ν2ð Þ2 + ν2

#!

ε3 : ν3 ψ, τð Þ = eψ
τ3σ

Γ 3σ + 1ð Þ :

⋮
ð46Þ

By taking ε⟶ 1, we obtain the convergence series type
result is given as
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ν ψ, τð Þ = ν0 + ν1 + ν2 + ν3 + ν4+⋯

= eψ + eψ
τσ

Γ σ + 1ð Þ + eψ
τ2σ

Γ 2σ + 1ð Þ + eψ
τ3σ

Γ 3σ + 1ð Þ+⋯,

ν ψ, τð Þ = eψ 1 + τσ

Γ σ + 1ð Þ + τ2σ

Γ 2σ + 1ð Þ + τ3σ

Γ 3σ + 1ð Þ+⋯
� �

,

ν ψ, τð Þ = eψ 〠
∞

k=0

tσð Þk
Γ kσ + 1ð Þ = eψEσ τσð Þ:

ð47Þ

When σ = 1, the HPYTM solution is

ν ψ, τð Þ = eψ 〠
∞

k=0

tð Þk
k!

, ð48Þ

The analytical results by YTDM.
On taking Jafari-Yang transformation of Equation (38),

we obtain

Y
∂σν
∂τσ

� 
= Y

∂2ν
∂ψ2 −

∂ν
∂ψ

+ ν
∂2ν
∂ψ2 − ν2 + ν

" #
: ð49Þ

Using the Jafari-Yang transform the differential property, we
get

1
uσ

T uð Þ − uν 0ð Þf g = Y
∂2ν
∂ψ2 −

∂ν
∂ψ

+ ν
∂2ν
∂ψ2 − ν2 + ν

" #
,

ð50Þ

T uð Þ = uν 0ð Þ + uσY
∂2ν
∂ψ2 −

∂ν
∂ψ

+ ν
∂2ν
∂ψ2 − ν2 + ν

" #
:

ð51Þ
By inverse Jafari-Yang transform of Equation (51)

ν ψ, τð Þ = ν 0ð Þ + Y−1 uσ Y
∂2ν
∂ψ2 −

∂ν
∂ψ

+ ν
∂2ν
∂ψ2 − ν2 + ν

 !( )" #
,

ν ψ, τð Þ = eψ + Y−1 uσ Y
∂2ν
∂ψ2 −

∂ν
∂ψ

+ ν
∂2ν
∂ψ2 − ν2 + ν

 !( )" #
,

ð52Þ

Assuming the unknown νðψ, τÞ function has the follow-
ing infinite series form solution:

v ψ, τð Þ = 〠
∞

k=0
vk ψ, τð Þ: ð53Þ

The Adomian polynomials νðνÞψψ =∑∞
k=0 Ak and ν2 =

∑∞
k=0 Bk, as well as the nonlinear term, have been described.

Applying specific function, Equation (52) may be deter-
mined as

〠
∞

k=0
νk ψ, τð Þ = ν ψ, 0ð Þ + Y−

"
uσY

"
∂2ν
∂ψ2 −

∂ν
∂ψ

+ 〠
∞

k=0
Ak − 〠

∞

k=0
Bk + ν

##
,

〠
∞

k=0
νk ψ, τð Þ = eψ + Y−

"
uσY

"
∂2ν
∂ψ2 −

∂ν
∂ψ

+ 〠
∞

k=0
Ak − 〠

∞

k=0
Bk + ν

##
:

ð54Þ

According to Equation (34), the nonlinear function can
be find with the help of Adomian polynomials is given as

A0 = ν0 ν0ð Þψψ,A1 = ν1 ν0ð Þψψ + ν0 ν1ð Þψψ,
A2 = ν2 ν0ð Þψψ + ν1 ν1ð Þψψ + ν0 ν2ð Þψψ,
B0 = ν20,B1 = 2ν0ν1,B2 = 2ν0ν2 + ν2ð Þ2:

ð55Þ

Thus, on comparing both sides of Equation (54)

ν0 ψ, τð Þ = eψ, 1 ð56Þ

For k = 0

ν1 ψ, ϕ, φ, τð Þ = −3 sin ψ sin ϕ sin φ
τσ

Γ σ + 1ð Þ : ð57Þ

For k = 1

ν2 ψ, τð Þ = eψ
τ2σ

Γ 2σ + 1ð Þ : ð58Þ

For k = 2

ν3 ψ, τð Þ = eψ
τ3σ

Γ 3σ + 1ð Þ : ð59Þ

The remaining YTDM solution elements ρk for ðk ≥ 2Þ
are similarly simple to get. As a result, the solution in series
form is as

ν ψ, τð Þ = 〠
∞

k=0
νk ψ, τð Þ = ν0 ψ, τð Þ + ν1 ψ, τð Þ

+ ν2 ψ, τð Þ + ν3 ψ, τð Þ+⋯ν ψ, τð Þ

= eψ + eψ
τσ

Γ σ + 1ð Þ + eψ
τ2σ

Γ 2σ + 1ð Þ
+ eψ

τ3σ

Γ 3σ + 1ð Þ+⋯:

ð60Þ
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When σ = 1, the solution by YTDM is

ν ψ, τð Þ = eψ 〠
∞

k=0

tð Þk
k!

: ð61Þ

In closed form, the exact solution is

ν ψ, τð Þ = e ψ+τð Þ: ð62Þ

The exact solution shown in Figures 1(a) and 1(b) shows
HPYTM and YTDM solution at σ = 1 and 0 ≤ ψ ≥ 1.
Figure 2(a) shows the solution graph for different values of
σ = 1,0:9,0:8,0:7 and 0 ≤ ψ ≥ 1 of Example 1 and
Figure 2(b), respectively, at τ ∈ ½0, 1� and 0 ≤ ψ ≥ 1 while
Figure 2(c) shows the error graph. Also, Table 1 shows the
comparison of the exact solution and our methods solution
with the aid of absolute error at various fractional order.
From the figures and table, it is clear that HPYTM and
YTDM solution shows strong contact with the exact solu-
tions of the problem.

+

Example 2. Consider one-dimension fractional-order gas
dynamic equation [56]

∂σν
∂τσ

+ ν
∂ν
∂ψ

+ ν2 − ν = 0 0 < σ ≤ 1, τ > 0, ð63Þ

with initial source

ν ψ, 0ð Þ = e−ψ: ð64Þ

On taking Jafari-Yang transformation of Equation (63),
we get

Y
∂σν
∂τσ

� �
= Y −ν

∂ν
∂ψ

+ ν2 − ν

� �
: ð65Þ

We get by using the Jafari-Yang transform’s differential
property

1
uσ

T uð Þ − uν 0ð Þf g = Y −ν
∂ν
∂ψ

+ ν2 − ν

� �
, ð66Þ

T uð Þ = uν 0ð Þ + uσY −ν
∂ν
∂ψ

+ ν2 − ν

� �
: ð67Þ

By applying inverse Jafari-Yang transform to Equation
(67)

ν ψ, τð Þ = ν 0ð Þ − Y−1 uσ Y ν
∂ν
∂ψ

− ν2 + ν

� �� � �
,

ν ψ, τð Þ = e−ψ − Y−1 uσ Y ν
∂ν
∂ψ

− ν2 + ν

� �� � �
:

ð68Þ

Now, applying the abovementioned homotopy perturba-
tion technique as in (23), we obtain

〠
∞

k=0
εkνk ψ, τð Þ = e−ψ − ε

 
Y−1
"
uσY

 
〠
∞

k=0
εkHk νð Þ

 !

+ 〠
∞

k=0
εkνk ψ, τð Þ

##!
:

ð69Þ

where HkðνÞ are He’s polynomial that represents the nonlin-
ear terms. He’s polynomials first few components are given
by

H0 νð Þ = ν0 ν0ð Þψ − ν20,

H1 νð Þ = ν1 ν0ð Þψ + ν0 ν1ð Þψ
� 	

− 2ν0ν1ð Þ,

H2 νð Þ = ν2 ν0ð Þψ + ν1 ν1ð Þψ + ν0 ν2ð Þψ
� 	

− 2ν0ν2 + ν2ð Þ2
 �
:

⋮
ð70Þ

3.0
2.8
2.6
2.4
2.2
2.0
1.8
1.6
1.4
1.2

1

0

0

0.8
0.80.6 0.6

τ0.4
0.4

0.2

0.2

ψ

(a)

3.0
2.8
2.6
2.4
2.2
2.0
1.8
1.6
1.4
1.2

1 0.8 0.6 0.4 0.2 0

0

0.8 0.6 τ
0.4

0.2

ψ

(b)

Figure 1: Example 1 solution graph. (a) Exact solution and (b) analytical solution at σ = 1.
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Table 1: νðψ, τÞ comparison of exact solution, our methods’ solution, and Absolute Error (AE) of Example 1.

τ = 0:01 Absolute error Absolute error Exact solution Our methods’ solution Absolute error
ψ σ = 0:8 σ = 0:9 σ = 1 σ = 1 σ = 1
0 5.2118400000E-04 5.0962000000E-05 1.0100501670000 1.0100501670000 0.00000000E+00

0.1 5.7599800000E-04 5.6322000000E-05 1.1162780700000 1.1162780700000 0.00000000E+00

0.2 6.3657500000E-04 6.2245000000E-05 1.2336780600000 1.2336780600000 0.00000000E+00

0.3 7.0352500000E-04 6.8792000000E-05 1.3634251140000 1.3634251140000 0.00000000E+00

0.4 7.7751600000E-04 7.6027000000E-05 1.5068177850000 1.5068177850000 0.00000000E+00

0.5 8.5928700000E-04 8.4022000000E-05 1.6652911950000 1.6652911950000 0.00000000E+00

0.6 9.4965800000E-04 9.2858000000E-05 1.8404313990000 1.8404313980000 1.00000000E-09

0.7 1.0495350000E-03 1.0262400000E-04 2.0339912590000 2.0339912580000 1.00000000E-09

0.8 1.1599150000E-03 1.1341700000E-04 2.2479079870000 2.2479079860000 1.00000000E-09

0.9 1.2819060000E-03 1.2534600000E-04 2.4843225330000 2.4843225330000 0.00000000E+00

1.0 1.4167240000E-03 1.3852800000E-04 2.7456010150000 2.7456010140000 1.00000000E-09

3

2

1
0

0

2.5

1.5

0.8 0.80.6 0.6
0.2

0.2

0.4
0.4
τ

ψ

(a)

3

2

2.5

1.5

0 0.2 0.4 0.6 0.8 1
ψ

δ=1
δ=0.9

δ=0.8
δ=0.7

(b)

2.2 x 10-7

1.8 x 10-7

1.6 x 10-7

1.4 x 10-7

1.2 x 10-7

1. x 10-7

1

0
0 10.2 0.4 0.6 0.8

0.4

2. x 10-7

τ

ψ

(c)

Figure 2: Example 1. (a) Analytical solution at various fractional orders of σ (b) ϕ = 0:5 and (c) error.
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Comparing the same power coefficient of ε, we obtain

ε0 : ν0 ψ, τð Þ = e−ψ,

ε1 : ν1 ψ, τð Þ = Y−1 uσY ν0
∂ν0
∂ψ

− ν20 + ν0

� �� �

= e−ψ
τσ

Γ σ + 1ð Þ ,

ε2 : ν2 ψ, τð Þ = Y−1
�
uσY

�
ν1

∂ν0
∂ψ

+ ν0
∂ν1
∂ψ

− 2ν0ν1 + ν1

��
= e−ψ

τ2σ

Γ 2σ + 1ð Þ ,

ε3 : ν3 ψ, τð Þ = Y−1
�
uσY

�
ν2

∂ν0
∂ψ

+ ν1
∂ν1
∂ψ

+ ν0
∂ν2
∂ψ

− 2ν0ν2 − ν2ð Þ2ν2
��

,

ε3 : ν3 ψ, τð Þ = e−ψ
τ3σ

Γ 3σ + 1ð Þ
⋮

ð71Þ

By taking ε⟶ 1, we obtain the convergence series type
result is given as

ν ψ, τð Þ = ν0 + ν1 + ν2 + ν3 + ν4+⋯

= e−ψ + e−ψ
τσ

Γ σ + 1ð Þ + e−ψ
τ2σ

Γ 2σ + 1ð Þ
+ e−ψ

τ3σ

Γ 3σ + 1ð Þ+⋯ν ψ, τð Þ

= e−ψ 1 + τσ

Γ σ + 1ð Þ +
τ2σ

Γ 2σ + 1ð Þ + τ3σ

Γ 3σ + 1ð Þ+⋯
� �

,

ν ψ, τð Þ = e−ψ 〠
∞

k=0

tσð Þk
Γ kσ + 1ð Þ = eψEσ τσð Þ:

ð72Þ

When σ = 1, the HPYTM solution is

ν ψ, τð Þ = exp−ψ 〠
∞

k=0

tð Þk
k!

: ð73Þ

The analytical results by YTDM
On taking Jafari-Yang transformation of Equation (63),

we obtain

Y
∂σν
∂τσ

� 
= Y −ν

∂ν
∂ψ

+ ν2 − ν

� �
, ð74Þ

using the Jafari-Yang transform the differential property, we
get

1
uσ

T uð Þ − uν 0ð Þf g = Y −ν
∂ν
∂ψ

+ ν2 − ν

� �
, ð75Þ

T uð Þ = uν 0ð Þ + uσY −ν
∂ν
∂ψ

+ ν2 − ν

� �
: ð76Þ

By inverse Jafari-Yang transform of Equation (76)

ν ψ, τð Þ = ν 0ð Þ − Y−1 uσ Y ν
∂ν
∂ψ

− ν2 + ν

� �� � �
,

ν ψ, τð Þ = e−ψ − Y−1 uσ Y ν
∂ν
∂ψ

− ν2 + ν

� �� � �
:

ð77Þ

Assuming the unknown νðψ, τÞ function has the follow-
ing infinite series form solution:

ν ψ, τð Þ = 〠
∞

k=0
νk ψ, τð Þ: ð78Þ

The Adomian polynomials νðνÞψψ =∑∞
k=0 Ak and ν2 =

∑∞
k=0 Bk, as well as the non-linear term, have been described.

Applying specific function, Equation (77) may be deter-
mined as

〠
∞

k=0
νk ψ, τð Þ = ν ψ, 0ð Þ − Y− uσY 〠

∞

k=0
Ak − 〠

∞

k=0
Bk + ν

" #" #
,

〠
∞

k=0
νk ψ, τð Þ = e−ψ − Y− uσY 〠

∞

k=0
Ak − 〠

∞

k=0
Bk + ν

" #" #
:

ð79Þ

According to Equation (34), the nonlinear function can
be found with the help of Adomian polynomials is given as

A0 = ν0 ν0ð Þψ,A1 = ν1 ν0ð Þψψ + ν0 ν1ð Þψ,
A2 = ν2 ν0ð Þψ + ν1 ν1ð Þψ + ν0 ν2ð Þψ,
B0 = ν20,B1 = 2ν0ν1,B2 = 2ν0ν2 + ν2ð Þ2:

ð80Þ

Thus, on comparing both sides of Equation (79)

ν0 ψ, τð Þ = e−ψ: ð81Þ

For k = 0

ν1 ψ, τð Þ = e−ψ
τσ

Γ σ + 1ð Þ ð82Þ

For k = 1

ν2 ψ, τð Þ = e−ψ
τ2σ

Γ 2σ + 1ð Þ : ð83Þ

For k = 2

ν3 ψ, τð Þ = e−ψ
τ3σ

Γ 3σ + 1ð Þ : ð84Þ
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The remaining YTDM solution elements ρk for ðk ≥ 3Þ
are similarly simple to get. As a result, the solution in series
form is as

ν ψ, τð Þ = 〠
∞

k=0
νk ψ, τð Þ = ν0 ψ, τð Þ + ν1 ψ, τð Þ

+ ν2 ψ, τð Þ + ν3 ψ, τð Þ

ν ψ, τð Þ = e−ψ + e−ψ
τσ

Γ σ + 1ð Þ + exp−ψ τ2σ

Γ 2σ + 1ð Þ
+ e−ψ

τ3σ

Γ 3σ + 1ð Þ+⋯:

ð85Þ

When σ = 1, the solution by YTDM is

ν ψ, τð Þ = e−ψ 〠
∞

k=0

tð Þk
k!

: ð86Þ

In closed form, the exact solution is

ν ψ, τð Þ = e −ψ+τð Þ: ð87Þ

Figure 3(a) shows the solution graph for different values
of σ = 1, 0:9, 0:8, 0:7 and 0 ≤ ψ, ϕ ≥ 1 of Example 2 and
Figure 3(b), respectively, at ϕ = 0:5,τ ∈ ½0, 1� and 0 ≤ ψ ≥ 1
while Figure 3(c) shows the error graph. It is verified from
the figures that HPYTM and YTDM solution is closely
related with the exact solution.

Example. 3. Consider two-dimension fractional-order diffu-
sion equation [54]

∂σν
∂τσ

= ∂2ν
∂ψ2 + ∂2ν

∂ϕ2
0 < σ ≤ 1, τ ≥ 0, ð88Þ

with initial source

ν ψ, ϕ, 0ð Þ = 1 − ϕð Þeψ: ð89Þ

τ ψ

1.2
1.1
1.0
0.9
0.8
0.7
0.6
0.5

0.2 0.20.4 0.40.60.8 0.8

0 0
1

0.6

(a)

1.2

1.1

1.0

0.9

0.8

0.7

0.6

0.5

ψ
0 0.2 0.4 0.6 0.8

σ=1
σ=0.9

σ=0.8
σ=0.7

(b)

τ

ψ

4.5 x 10-7

4. x 10-7

3. x 10-7

2. x 10-7

1

1

0.6

0.2 0.4 0.6 0.8
0

3.5 x 10-7

2.5 x 10-7

0

(c)

Figure 3: Example 2. (a) Analytical solution at various fractional orders of σ (b) ϕ = 0:5 and (c) error.

10 Journal of Function Spaces



Taking Jafari-Yang transformation to Equation (88), we
get

Y
∂σν
∂τσ

� �
= Y

∂2ν
∂ψ2 + ∂2ν

∂ϕ2

 !
, ð90Þ

We get by using the Jafari-Yang transform’s differential
property

1
uσ

T uð Þ − uν 0ð Þf g = Y
∂2ν
∂ψ2 + ∂2ν

∂ϕ2

 !
,

T uð Þ = uν 0ð Þ + uσY
∂2ν
∂ψ2 + ∂2ν

∂ϕ2

 !
:

ð91Þ

By applying inverse Jafari-Yang transform to Equation
(91)

ν ψ, ϕ, τð Þ = ν 0ð Þ + Y−1 uσ Y
∂2ν
∂ψ2 + ∂2ν

∂ϕ2

 !( )" #
,

ν ψ, ϕ, τð Þ = 1 − ϕð Þeψ + Y−1 uσ Y
∂2ν
∂ψ2 + ∂2ν

∂ϕ2

 !( )" #
:

ð92Þ

Now, using the abovementioned homotopy perturbation
technique as in (23), we get

〠
∞

k=0
εkνk ψ, ϕ, τð Þ

= 1 − ϕð Þeψ + ε

 
Y−1
"
uσY

"
〠
∞

k=0
εkνk ψ, ϕ, τð Þ

 !
ψψ

+ 〠
∞

k=0
εkνk ψ, ϕ, τð Þ

 !
ϕϕ

#!
:

ð93Þ

Comparing the same power coefficient of ε, we obtain

ε0 : ν0 ψ, ϕ, τð Þ = 1 − ϕð Þeψ,

ε1 : ν1 ψ, ϕ, τð Þ = Y−1 uσY
∂2ν0
∂ψ2 + ∂2ν0

∂ϕ2

" # !

= 1 − ϕð Þeψ τσ

Γ σ + 1ð Þ ,

ε2 : ν2 ψ, ϕ, τð Þ = Y−1 uσY
∂2ν1
∂ψ2 + ∂2ν1

∂ϕ2

" # !

= 1 − ϕð Þeψ τ2σ

Γ 2σ + 1ð Þ ,

ε3 : ν3 ψ, ϕ, τð Þ = Y−1 uσY
∂2ν2
∂ψ2 + ∂2ν2

∂ϕ2

" # !

= 1 − ϕð Þeψ τ3σ

Γ 3σ + 1ð Þ ,

ε4 : ν4 ψ, ϕ, τð Þ = Y−1 uσY
∂2ν3
∂ψ2 + ∂2ν3

∂ϕ2

" # !

= 1 − ϕð Þeψ τ4σ

Γ 4σ + 1ð Þ :

⋮ ð94Þ

By taking ε⟶ 1, we obtain convergence series type
result is

ν ψ, ϕ, τð Þ = ν0 + ν1 + ν2 + ν3 + ν4+⋯

= 1 − ϕð Þeψ + 1 − ϕð Þeψ τσ

Γ σ + 1ð Þ
+ 1 − ϕð Þeψ τ2σ

Γ 2σ + 1ð Þ + 1 − ϕð Þeψ τ3σ

Γ 3σ + 1ð Þ
+ 1 − ϕð Þeψ τ4σ

Γ 4σ + 1ð Þ+⋯ν ψ, ϕ, τð Þ

= 1 − ϕð Þeψ
�
1 + τσ

Γ σ + 1ð Þ + τ2σ

Γ 2σ + 1ð Þ
+ τ3σ

Γ 3σ + 1ð Þ + τ4σ

Γ 4σ + 1ð Þ+⋯
�
,

ν ψ, ϕ, τð Þ = 1 − ϕð Þeψ 〠
∞

k=0

tσð Þk
Γ kσ + 1ð Þ = 1 − ϕð ÞeψEσ tσð Þ:

ð95Þ

When σ = 1, the HPYTM solution is

ν ψ, ϕ, τð Þ = 1 − ϕð Þeψ 〠
∞

k=0

tð Þk
k!

: ð96Þ

The analytical results by YTDM
Taking Jafari-Yang transformation of Equation (88), we

obtain

Y
∂σν
∂τσ

� 
= Y

∂2ν
∂ψ2 + ∂2ν

∂ϕ2

" #
: ð97Þ

We get by using the Jafari-Yang transform’s differential
property

1
uσ

T uð Þ − uν 0ð Þf g = Y
∂2ν
∂ψ2 + ∂2ν

∂ϕ2

" #
, ð98Þ

T uð Þ = uν 0ð Þ + uσY
∂2ν
∂ψ2 + ∂2ν

∂ϕ2

" #
: ð99Þ
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By inverse Jafari-Yang transform of Equation (99)

ν ψ, ϕ, τð Þ = ν 0ð Þ + Y−1 uσ Y
∂2ν
∂ψ2 + ∂2ν

∂ϕ2

 !( )" #
,

ν ψ, ϕ, τð Þ = 1 − ϕð Þeψ + Y−1 uσ Y
∂2ν
∂ψ2 + ∂2ν

∂ϕ2

 !( )" #
:

ð100Þ

Assuming the unknown νðψ, ϕ, τÞ function has the fol-
lowing infinite series form solution:

ν ψ, ϕ, τð Þ = 〠
∞

k=0
νk ψ, ϕ, τð Þ,

〠
∞

k=0
νk ψ, ϕ, τð Þ = eψ + Y− uσY

∂2ν
∂ψ2 + ∂2ν

∂ϕ2

" #" #
:

ð101Þ

Thus, on comparing both sides of Equation (101)

ν0 ψ, ϕ, τð Þ = 1 − ϕð Þeψ, ð102Þ

For k = 0

ν1 ψ, ϕ, τð Þ = 1 − ϕð Þeψ τσ

Γ σ + 1ð Þ : ð103Þ

For k = 1

ν2 ψ, ϕ, τð Þ = 1 − ϕð Þeψ τ2σ

Γ 2σ + 1ð Þ : ð104Þ

For k = 2

ν3 ψ, ϕ, τð Þ = 1 − ϕð Þeψ τ3σ

Γ 3σ + 1ð Þ : ð105Þ

For k = 3

ν4 ψ, ϕ, τð Þ = 1 − ϕð Þeψ τ4σ

Γ 4σ + 1ð Þ : ð106Þ

The remaining YTDM solution elements ρk for ðk ≥ 3Þ
are similarly simple to get. As a result, the solution in series
form is as

ν ψ, ϕ, τð Þ = 〠
∞

k=0
νk ψ, ϕ, τð Þ = ν0 ψ, ϕ, τð Þ + ν1 ψ, ϕ, τð Þ

+ ν2 ψ, ϕ, τð Þ + ν3 ψ, ϕ, τð Þ + ν4 ψ, ϕ, τð Þ+⋯

ν ψ, ϕ, τð Þ = 1 − ϕð Þeψ + 1 − ϕð Þeψ τσ

Γ σ + 1ð Þ
+ 1 − ϕð Þeψ τ2σ

Γ 2σ + 1ð Þ + 1 − ϕð Þeψ τ3σ

Γ 3σ + 1ð Þ
+ 1 − ϕð Þeψ τ4σ

Γ 4σ + 1ð Þ+⋯

ν ψ, ϕ, τð Þ = 1 − ϕð Þeψ
�
1 + τσ

Γ σ + 1ð Þ +
τ2σ

Γ 2σ + 1ð Þ
+ τ3σ

Γ 3σ + 1ð Þ +
τ4σ

Γ 4σ + 1ð Þ+⋯
�
,

ν ψ, ϕ, τð Þ = 1 − ϕð Þeψ 〠
∞

k=0

tσð Þk
Γ kσ + 1ð Þ = 1 − ϕð ÞeψEσ tσð Þ:

ð107Þ

When σ = 1, the solution by YTDM is

ν ψ, ϕ, τð Þ = 1 − ϕð Þeψ 〠
∞

k=0

tð Þk
k!

: ð108Þ

In closed form, the exact solution is:

ν ψ, ϕ, τð Þ = 1 − ϕð Þe ψ+τð Þ: ð109Þ

The exact solution shown in Figures 4(a) and 4(b) shows
HPYTM and YTDM solutions at σ = 1 and 0 ≤ ψ, ϕ ≥ 1.
Figure 5(a) shows the error graph for different values of σ
= 1,0:8,0:6,0:5 and 0 ≤ ψ, ϕ ≥ 1 of Example 3 and
Figure 5(d) respectively, at ϕ = 0:5,τ ∈ ½0, 1� and 0 ≤ ψ ≥ 1
while Figure 5(e) shows the error graph. From the figures
and Table 2, it is clear that HPYTM and YTDM solution
shows strong agreement with the exact solutions of the
problem.

Example 4. Consider three-dimension fractional-order diffu-
sion equation [54]

∂σν
∂τσ

= ∂2ν
∂ψ2 + ∂2ν

∂ϕ2
+ ∂2ν
∂φ2 , 0 < σ ≤ 1, τ ≥ 0, ð110Þ

with initial source

ν ψ, ϕ, φ, 0ð Þ = sin ψ sin ϕ sin φ: ð111Þ

Taking Jafari-Yang transformation of Equation (110), we
get

Y
∂σν
∂τσ

� �
= Y

∂2ν
∂ψ2 + ∂2ν

∂ϕ2
+ ∂2ν
∂φ2

 !
: ð112Þ
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Figure 4: Example 3solufiguretion graph. (a) Exact solution and (b) analytical solution at σ = 1.
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Figure 5: Example 3. (a) Analytical solution at various fractional orders of σ (b) ϕ = 0:5 and (c) error.
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We get by using the Jafari-Yang transform’s differential
property

1
uσ

T uð Þ − uν 0ð Þf g = Y
∂2ν
∂ψ2 + ∂2ν

∂ϕ2
+ ∂2ν
∂φ2

 !
, ð113Þ

T uð Þ = uν 0ð Þ + uσY
∂2ν
∂ψ2 + ∂2ν

∂ϕ2
+ ∂2ν
∂φ2

 !
, ð114Þ

By applying inverse Jafari-Yang transform to Equation
(113)

ν ψ, ϕ, φ, τð Þ = ν 0ð Þ + Y−1 uσ Y
∂2ν
∂ψ2 + ∂2ν

∂ϕ2
+ ∂2ν
∂φ2

 !( )" #
,

ν ψ, ϕ, φ, τð Þ = sin ψ sin ϕ sin φ + Y−1

� uσ Y
∂2ν
∂ψ2 + ∂2ν

∂ϕ2
+ ∂2ν
∂φ2

 !( )" #
:

ð115Þ

Now, using the abovementioned homotopy perturbation
technique as in (23), we obtain

〠
∞

k=0
εkνk ψ, ϕ, φ, τð Þ

= sin ψ sin ϕ sin φ

+ ε

 
Y−1
"
uσY

"
〠
∞

k=0
εkνk ψ, ϕ, φ, τð Þ

 !
ψψ

+ 〠
∞

k=0
εkνk ψ, ϕ, φ, τð Þ

 !
ϕϕ

+ 〠
∞

k=0
εkνk ψ, ϕ, φ, τð Þ

 !
φφ

##!
:

ð116Þ

Comparing the same power coefficient of ε, we get

ε0 : ν0 ψ, ϕ, φ, τð Þ = sin ψ sin ϕ sin φ,

ε1 : ν1 ψ, ϕ, φ, τð Þ = Y−1 uσY
∂2ν0
∂ψ2 + ∂2ν0

∂ϕ2

" # !

= −3 sin ψ sin ϕ sin φ
τσ

Γ σ + 1ð Þ ,

ε2 : ν2 ψ, ϕ, φ, τð Þ = Y−1 uσY
∂2ν1
∂ψ2 + ∂2ν1

∂ϕ2

" # !

= −3ð Þ2 sin ψssinϕ sin φ
τ2σ

Γ 2σ + 1ð Þ ,

ε3 : ν3 ψ, ϕ, φ, τð Þ = Y−1 uσY
∂2ν2
∂ψ2 + ∂2ν2

∂ϕ2

" # !

= −3ð Þ3 sin ψ sin ϕ sin φ
τ3σ

Γ 3σ + 1ð Þ ,

ε4 : ν4 ψ, ϕ, φ, τð Þ = Y−1 uσY
∂2ν3
∂ψ2 + ∂2ν3

∂ϕ2

" # !

= −3ð Þ4 sin ψ sin ϕ sin φ
τ4σ

Γ 4σ + 1ð Þ :

⋮
ð117Þ

By taking ε⟶ 1, we obtain the convergence series type
result is given as

ν ψ, ϕ, φ, τð Þ = ν0 + ν1 + ν2 + ν3 + ν4+⋯ = sin ψ sin ϕ sin φ

− 3 sin ψ sin ϕ sin φ
τσ

Γ σ + 1ð Þ
+ −3ð Þ2 sin ψ sin ϕ sin φ

τ2σ

Γ 2σ + 1ð Þ

Table 2: νðψ, ϕ, τÞ comparison of exact solution, our methods’ solution, and Absolute Error (AE) of Example 3.

τ = 0:01 Exact solution Our methods’ solution AE of our methods AE of our methods AE of our methods
ψ σ = 1 σ = 1 σ = 1 σ = 0:9 σ = 0:8
0 0.505025083500000 0.505025083500000 0.0000000000E+00 2.5480900000E-05 2.6059160000E-04

0.1 0.558139035000000 0.558139035100000 1.0000000000E-10 2.8160900000E-05 2.8799840000E-04

0.2 0.616839030000000 0.616839029800000 2.0000000000E-10 3.1122300000E-05 3.1828710000E-04

0.3 0.681712557000000 0.681712557200000 2.0000000000E-10 3.4395800000E-05 3.5176210000E-04

0.4 0.753408892500000 0.753408892700000 2.0000000000E-10 3.8013200000E-05 3.8875720000E-04

0.5 0.832645597500000 0.832645597600000 1.0000000000E-10 4.2011000000E-05 4.2964300000E-04

0.6 0.920215699500000 0.920215699100000 4.0000000000E-10 4.6428800000E-05 4.7482850000E-04

0.7 1.016995630000000 1.016995629000000 1.0000000000E-09 5.1311000000E-05 5.2476600000E-04

0.8 1.123953994000000 1.123953993000000 1.0000000000E-09 5.6708000000E-05 5.7995600000E-04

0.9 1.242161266000000 1.242161267000000 1.0000000000E-09 6.2673000000E-05 6.4095200000E-04

1.0 1.372800508000000 1.372800507000000 1.0000000000E-09 6.9263000000E-05 7.0836100000E-04
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+ −3ð Þ3 sin ψ sin ϕ sin φ
τ3σ

Γ 3σ + 1ð Þ
+ −3ð Þ4 sin ψ sin ϕ sin φ

τ4σ

Γ 4σ + 1ð Þ
+⋯ν ψ, ϕ, φ, τð Þ = sin ψ sin ϕ sin φ

�
 
1 − 3τσ

Γ σ + 1ð Þ + −3τσð Þ2
Γ 2σ + 1ð Þ

+ −3τσð Þ3
Γ 3σ + 1ð Þ + −3τσð Þ4

Γ 4σ + 1ð Þ+⋯
!
:

ð118Þ

When σ = 1, then the HPYTM solution in a closed form:

ν ψ, ϕ, φ, τð Þ = sin ψ sin ϕ sin φ

 
1 − 3τ + −3τð Þ2

2!

+ −3τð Þ3
3! + −3τð Þ4

4! +⋯,
!
:

ð119Þ

The analytical results by YTDM
Taking Jafari-Yang transformation of Equation (110), we

obtain

Y
∂σν
∂τσ

� 
= Y

∂2ν
∂ψ2 + ∂2ν

∂ϕ2
+ ∂2ν
∂φ2

" #
: ð120Þ

We get by using the Jafari-Yang transform’s differential
property

1
uσ

T uð Þ − uν 0ð Þf g = Y
∂2ν
∂ψ2 + ∂2ν

∂ϕ2
+ ∂2ν
∂φ2

" #
, ð121Þ

T uð Þ = uν 0ð Þ + uσY
∂2ν
∂ψ2 + ∂2ν

∂ϕ2
+ ∂2ν
∂φ2

" #
, ð122Þ

by inverse Jafari-Yang transform of Equation (121)

ν ψ, ϕ, φ, τð Þ = ν 0ð Þ + Y−1 uσ Y
∂2ν
∂ψ2 + ∂2ν

∂ϕ2
+ ∂2ν
∂φ2

 !( )" #
,

ν ψ, ϕ, φ, τð Þ = exp ψ + ϕð Þ + Y−1

� uσ Y
∂2ν
∂ψ2 + ∂2ν

∂ϕ2
+ ∂2ν
∂φ2

 !( )" #
:

ð123Þ

Assuming the unknown νðψ, ϕ, φ, τÞ function has the
following infinite series form solution:

ν ψ, ϕ, φ, τð Þ = 〠
∞

k=0
νk ψ, ϕ, φ, τð Þ, ð124Þ

〠
∞

k=0
νk ψ, ϕ, φ, τð Þ = sin ψ sin ϕ sin φ + Y−

� uσY
∂2ν
∂ψ2 + ∂2ν

∂ϕ2
+ ∂2ν
∂φ2

" #" #
:

ð125Þ

Thus, on comparing both sides of Equation (124)

ν0 ψ, ϕ, φ, τð Þ = sin ψ sin ϕ sin φ: ð126Þ

For k = 0

ν1 ψ, ϕ, φ, τð Þ = −3 sin ψ sin ϕ sin φ
τσ

Γ σ + 1ð Þ , ð127Þ

For k = 1

ν2 ψ, ϕ, φ, τð Þ = −3ð Þ2 sin ψ sin ϕ sin φ
τ2σ

Γ 2σ + 1ð Þ : ð128Þ

For k = 2

ν3 ψ, ϕ, φ, τð Þ = −3ð Þ3 sin ψ sin ϕ sin φ
τ3σ

Γ 3σ + 1ð Þ : ð129Þ

For k = 3

ν4 ψ, ϕ, φ, τð Þ = −3ð Þ4 sin ψ sin ϕ sin φ
τ4σ

Γ 4σ + 1ð Þ : ð130Þ

The remaining YTDM solution elements ρk for ðk ≥ 3Þ
are similarly simple to get. As a result, the solution in series
form is as

ν ψ, ϕ, φ, τð Þ = ν0 ψ, ϕ, φ, τð Þ + ν1 ψ, ϕ, φ, τð Þ + ν2 ψ, ϕ, φ, τð Þ
+ ν3 ψ, ϕ, φ, τð Þ+⋯ν ψ, ϕ, φ, τð Þ

= sin ψ sin ϕ sin φ

− 3 sin ψ sin ϕ sin φ
τσ

Γ σ + 1ð Þ
+ −3ð Þ2 sin ψ sin ϕ sin φ

τ2σ

Γ 2σ + 1ð Þ
+ −3ð Þ3 sin ψ sin ϕ sin φ

τ3σ

Γ 3σ + 1ð Þ
+ −3ð Þ4 sin ψ sin ϕ sin φ

τ4σ

Γ 4σ + 1ð Þ
+⋯ν ψ, ϕ, φ, τð Þ = sin ψ sin ϕ sin φ

�
 
1 − 3τσ

Γ σ + 1ð Þ + −3τσð Þ2
Γ 2σ + 1ð Þ

+ −3τσð Þ3
Γ 3σ + 1ð Þ +

−3τσð Þ4
Γ 4σ + 1ð Þ+⋯

!
:

ð131Þ
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Figure 6: Example 4 solution graph. (a) Exact solution. (b) Analytical solution at σ = 1.
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Figure 7: (a) Error graph and solution graph (b) at σ = 0:5 of Example 4.

Table 3: νðψ, ϕ; ;φ, τÞ comparison of exact solution, our methods’ solution, and Absolute Error (AE) of Example 4.

τ = 0:01 Exact solution Our methods’ solution AE of our methods AE of our methods AE of our methods
ψ σ = 1 σ = 1 σ = 1 σ = 0:9 σ = 0:8
0 0.00000000000000 0.00000000000000 0.000000000E+00 0.000000000E+00 0.000000000E+00

0.1 0.039084756460000 0.039084756470000 8.4147098480E-12 5.8916348320E-06 6.0179783350E-05

0.2 0.077778990960000 0.077778990980000 1.6829419700E-11 1.1724408770E-05 1.1975827680E-04

0.3 0.115696083500000 0.115696083500000 0.0000000000E+00 1.7440075190E-05 1.7814016480E-04

0.4 0.152457179000000 0.152457179000000 0.0000000000E+00 2.2981414070E-05 2.3474221550E-04

0.5 0.187694972800000 0.187694972800000 8.4147098480E-11 2.8293115510E-05 2.8899866580E-04

0.6 0.221057380400000 0.221057380400000 0.0000000000E+00 3.3322251000E-05 3.4036760840E-04

0.7 0.252211055800000 0.252211055900000 8.4147098480E-11 3.8018332270E-05 3.8833574600E-04

0.8 0.280844721700000 0.280844721700000 8.4147098480E-11 4.2334573540E-05 4.3242369270E-04

0.9 0.306672279900000 0.306672280000000 8.4147098480E-11 4.6227807340E-05 4.7219102240E-04

1.0 0.329435670100000 0.329435670200000 8.4147098480E-11 4.9659157730E-05 5.0724039260E-04
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When σ = 1, then the closed form solution by YTDM

ν ψ, ϕ, φ, τð Þ = sin ψ sin ϕ sin φ

 
1 − 3τ + −3τð Þ2

2!

+ −3τð Þ3
3! + −3τð Þ4

4! +⋯
!
:

ð132Þ

In closed form, the exact solution is

ν ψ, ϕ, φ, τð Þ = exp−3τ sin ψ sin ϕ sin φ: ð133Þ

In Figures 6(a) and 6(b), we consider fixed order σ = 1
for piecewise approximation values of ψ, ϕ in the domain 0
≤ ψ, ϕ ≥ 10 and = 1 . Figure 7(a) shows error graph and
Figure 7(b) represents HPYTM and YTDM solution at σ =
0:6 of Example 4. It is verified from the Figures 6(a) and
6(b) and Table 3 that HPYTM and YTDM solution is closely
related with the exact solution.

6. Conclusion

In the present article, different analytical techniques are used
to show the fractional view analysis of diffusion equations.
In Caputo, manner fractional derivative is considered. The
suggested techniques are tested to solve fractional-order dif-
fusion equations. It is observed that the suggested techniques
are the best tool for investigating fractional partial differen-
tial equations. The close relation between the exact and ana-
lytical results is confirmed by the plotted graphs. The given
methods give series form solution which have higher conver-
gence rate towards the exact results. It is also shown that
both methods give same solution for the proposed problems.
Finally, both proposed methods are very methodical and
efficient and may be used to investigate nonlinear physical
problems related to physics of plasmas such as modeling
nonlinear unmodulated and modulated structures. More-
over, the obtained results/solutions can be useful in investi-
gating the diffusion characteristics of some plasmas and
fluids.
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In this article, we introduce the class of sequence of functions C1ðΔ, ruÞ of Cesaŕo summable relative uniform difference sequence
of functions. We have studied the topological properties of C1ðΔ, ruÞ. We also obtain the necessary and sufficient condition to
characterize the matrix classes ðC1ðΔ, ruÞ, ℓ∞ðruÞÞ, ðC1ðΔ, ruÞ, cðruÞ, PÞ.

1. Introduction

Throughout the study, ωðruÞ, C1ðΔ, ruÞ, and ℓ∞ðruÞ denote
the classes of all relative uniform sequence space, Cesaŕo
summable relative uniform difference sequence space, and
bounded relative uniform sequence space, respectively.

Moore in 1910 introduced the notion of uniform conver-
gence of a sequence of functions relative to a scale function.
Chittenden [1–3] gave the detailed definition of the notion
as follows.

Definition 1 (see [1]). A sequence ð f iðxÞÞ of single-valued,
real-valued functions f iðxÞ of a variable x ranging over a
compact subset D of real numbers is said to be relatively uni-
formly convergent on D w. r. t. a scale function σðxÞ in case
there exist a limiting function f ðxÞ and scale function σðxÞ
defined on D and for every ε, an integer n0 = n0ðεÞ such that
for every n ≥ n0 and for all x ∈D,

f i xð Þ − f xð Þj j < ε σ xð Þj j: ð1Þ

The notion was further discussed from various aspects
by Demirci et al. [4], Demirci and Orhan [5], Devi and Tri-
pathy [6], and many others.

Example 1. Let 0 < a < 1 be a real number. Consider the
sequence of functions ð f iðxÞÞ, f i : ½a, 1�⟶ R, for all i ∈N
defined by

f i xð Þ = 1
ix
, for all x ∈ a, 1½ �, i ∈N: ð2Þ

This sequence of functions does not converge uniformly
to 0 on ½a, 1�. However, ð f iðxÞÞ converges to 0 uniformly
with respect to the scale function σðxÞ defined by

σ xð Þ = 1
x
, for all x ∈ a, 1½ �: ð3Þ

Kizmaz [7] defined the difference sequence spaces ℓ∞
ðΔÞ, cðΔÞ, and c0ðΔÞ as follows:
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Z Δð Þ = x = xið Þ: Δxið Þ ∈ Zf g, ð4Þ

for Z = ℓ∞, c, c0 where Δxi = xi − xi+1, i ∈N .
These sequence spaces are Banach space under the norm

xik kΔ = x1j j + supi∈N Δxij j: ð5Þ

The notion was further studied from different aspects by
many others [8–13].

The Cesaŕo sequence space Ces∞, Cespð1 < p<∞Þ were
introduced by Shiue [14], and it has been shown that ℓ∞ ⊂
Cesp; the inclusion is strict for 1 < p <∞. Further, the Cesaŕo
sequence spaces Xp and X∞ of nonabsolute type were defined
by Ng and Lee [15, 16]. For a detail account of Cesaŕo differ-
ence sequence space, one may refer to [17–20].

Let A = ðaniÞ be an infinite matrix of real or complex
numbers. Then, A transforms from the sequence space λ
into the sequence space F, if Ax ∈ F for each sequence ðxiÞ
∈ λ that is Ax = ðAnxÞ ∈ F, where Anx =∑∞

i=1anixi, provided
that the infinite series converges for each n ∈N .

Matrix transformation between sequence space was
studied from different aspects by many others [21–25].

2. Definitions and Preliminaries

Definition 2. A sequence space λ is said to be solid or normal
if ðxiÞ ∈ λ implies ðαixiÞ ∈ λ, for all ðαiÞ with jαij ≤ 1, for all
i ∈N .

Definition 3. A sequence space λ is said to be monotone if it
contains the canonical preimages of all its step spaces.

Remark 4. A sequence space λ is solid then, λ is monotone.

Definition 5. A sequence space λ is said to be symmetric if
ðxiÞ ∈ λ⇒ ðxπðiÞÞ ∈ λ, for all i ∈N , where π is a permutation
of N , the set of natural numbers.

Definition 6. A sequence space λ is said to be convergence
free if ðxiÞ ∈ λ and xi = 0⇒ yi = 0 together with ðyiÞ ∈ λ, for
all i ∈N .

Definition 7. A sequence space λ is said to be a sequence alge-
bra if ðxi:yiÞ ∈ λ whenever ðxiÞ and ðyiÞ belongs to λ, for all
i ∈N .

In this article we introduce the sequence space C1ðΔ, ruÞ
of Cesaŕo summable relative uniform difference sequence of
functions and it is defined as follows:

C1 Δ, ruð Þ = f = f i xð Þð Þ ∈ ω ruð Þ: Δf i xð Þð Þ ∈ C1 w:r:t:the scale function σ xð Þf g,
ð6Þ

where Δf iðxÞ ∈ C1 (ru) and Δf iðxÞ = f iðxÞ − f i+1ðxÞ:

3. Main Results

We state the following result without proof.

Theorem 8. The sequence space C1ðΔ, ruÞ is a normed linear
space.

Theorem 9. The sequence space C1ðΔ, ruÞ is a Banach space
normed by

fk k Δ,σð Þ = sup xk k≤1
f1 xð Þk k σ xð Þk k

xk k

+ supp≥1 sup xk k≤1
1
p
∑p

i=1 Δf i xð Þk k σ xð Þk k
xk k :

ð7Þ

Proof. Let ð f nðxÞÞ be a Cauchy sequence in C1ðΔ, ruÞ where

f n xð Þð Þ = f ni xð Þð Þ = f n1 xð Þ, f n2 xð Þ,⋯ð Þ ∈ C1 Δ, ruð Þ, for each i ∈N:

ð8Þ

Then,

f n xð Þ − f m xð Þk k Δ,σð Þ = sup xk k≤1
f n1 xð Þ − f m1 xð Þk k σ xð Þk k

xk k
+ supp≥1 sup xk k≤1

1
p

�∑
p
i=1 Δf ni xð Þ − Δf mi xð Þk k σ xð Þk k

xk k ⟶ 0:

ð9Þ

For all n,m ≥ n0,

f n xð Þ − f m xð Þk k Δ,σð Þ = sup xk k≤1
f n1 xð Þ − f m1 xð Þk k σ xð Þk k

xk k
+ supp≥1 sup xk k≤1

1
p

� ∑
p
i=1 Δf ni xð Þ − Δf mi xð Þk k σ xð Þk k

xk k < ε

2 :

ð10Þ

ð f n1ðxÞÞ is a Cauchy sequence in D w.r.t. σðxÞ for all x
∈D.

⇒ð f n1ðxÞÞ is convergent in D w.r.t. σðxÞ for all x ∈D.
Let limn⟶∞ f n1ðxÞ = f1ðxÞ, x ∈D.
Similarly, limn⟶∞ð1/pÞ∑p

i=1Δf
n
i ðxÞ = ð1/pÞ∑p

i=1Δf iðxÞ, x
∈D.

From the above equations we get,

limn⟶∞ f ni xð Þ = f i xð Þ, ð11Þ

for all x ∈D, for all i ∈N .
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From (10) we have

limm⟶∞
f n1 xð Þ − f m1 xð Þð Þσ xð Þk k

xk k = f n1 xð Þ − f1 xð Þð Þσ xð Þk k
xk k < ε

2 ,

ð12Þ

for all x ∈D.
Similarly,

limm⟶∞
1
p
∑p

i=1 Δf ni xð Þ − Δf mi xð Þð Þσ xð Þk k
xk k

= 1
p
∑p

i=1 Δf ni xð Þ − Δf i xð Þð Þσ xð Þk k
xk k < ε

2 ,
ð13Þ

for all x ∈D and i ∈N .
Since ε/2 is not dependent on i, we have

sup xk k≤1
f n1 xð Þ − f1 xð Þð Þσ xð Þk k

xk k < ε

2 ,

supp≥1 sup xk k≤1
1
p
∑p

i=1 Δf ni xð Þ − Δf i xð Þð Þσ xð Þk k
xk k < ε

2 :

ð14Þ

Evidently,

f n xð Þ − f xð Þk k Δ,σð Þ = sup xk k≤1
f n1 xð Þ − f1 xð Þk k σ xð Þk k

xk k
+ supp≥1 sup xk k≤1

1
p

�∑
p
i=1 Δf ni xð Þ − Δf i xð Þk k σ xð Þk k

xk k ≤ ε:

ð15Þ

⇒k f nðxÞ − f ðxÞkðΔ,σÞ ≤ ε, for all n ≥ n0, for all x ∈D.
Therefore, ð f nðxÞ − f ðxÞÞ ∈ C1ðΔ, ruÞ, for all n ≥ n0, for

all x ∈D.
Then, f ðxÞ = f nðxÞ − ð f nðxÞ − f ðxÞÞ ∈ C1ðΔ, ruÞ since C1

ðΔ, ruÞ is a linear space.

Theorem 10. The inclusion C1ðruÞ ⊂ C1ðΔ, ruÞ strictly holds.

Proof. The proof of the theorem is obvious and the strictness
of the inclusion is shown in the following example.

Example 1. Let 0 < a < 1 be a real number and D = ½a, 1�:
Consider the sequence of real valued functions ð f iðxÞÞ, f i
: ½a, 1�⟶ R, for all i ∈N , defined by

f i xð Þ = ix, for all x ∈ a, 1½ �,
Δf i xð Þ = f i xð Þ − f i+1 xð Þ = x, for all x ∈ a, 1½ �:

ð16Þ

ð f iðxÞÞ ∈ C1ðΔ, ruÞ w.r.t. the scale function σðxÞ = 1, for
all xin D, but ð f iðxÞÞ ∉ ℓ∞ðruÞ.

Hence, the inclusion is strict.

Theorem 11. The inclusion cðΔ, ruÞ ⊂ C1ðΔ, ruÞ strictly holds.

Proof. The proof is obvious and the strictness of the inclu-
sion is shown in the following example.

Example 2. Let 0 < a < 1 be a real number and D = ½a, 1�:
Consider the sequence of real valued functions ð f iðxÞÞ, f i
: ½a, 1�⟶ R, for all i ∈N , defined by

f i xð Þ =
x, for i is odd,
0, otherwise,

(

Δf i xð Þ =
x, for i is odd,
−x, otherwise:

( ð17Þ

We have ð f iðxÞÞ ∈ C1ðΔ, ruÞ w.r.t. the scale function σðxÞ
defined by

σ xð Þ = 1
x
,

�
for all x ∈ a, 1½ �, ð18Þ

but ð f iðxÞÞ ∉ cðΔ, ruÞ: Hence, the inclusion is strict.

Theorem 12. The sequence space C1ðΔ, ruÞ is not monotone.

Proof. The proof is shown in the following example.

Example 3. Let 0 < a < 1 be a real number and D = ½a, 1�:
Consider the sequence of real valued functions ð f iðxÞÞ, f i
: ½a, 1�⟶ R, for all i ∈N , defined by

f i xð Þ = ix, for all x ∈ a, 1½ �,
Δf i xð Þ = f i xð Þ − f i+1 xð Þ = x, for all x ∈ a, 1½ �:

ð19Þ

ð f iðxÞÞ ∈ C1ðΔ, ruÞ w.r.t. the scale function defined on D
by σðxÞ = 1.

Let ðgiðxÞÞ be the preimage of ð f iðxÞÞ defined by

gi xð Þ = i2x, for i = k2, k ∈N ,
0, otherwise:

(
ð20Þ

One cannot get a scale function that makes ðgiðxÞÞ ∈
C1ðΔ, ruÞ.

Hence C1ðΔ, ruÞ is not monotone.

Remark 13. The sequence space C1ðΔ, ruÞ is not solid since
C1ðΔ, ruÞ is not monotone.

Theorem 14. The sequence space C1ðΔ, ruÞ is not symmetric.

Proof. The proof of the theorem is shown with the help of
the following example.

Example 4. Let us consider the sequence of functions ð f iðxÞÞ
considered in Example 3. Let ðgiðxÞÞ be the rearrangement
sequence of functions of ð f iðxÞÞ defined by
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gi xð Þ =
i + 1ð Þx, for i = 2j − 1, j ∈N ,
i − 1ð Þx, for i = 2j, j ∈N:

(
ð21Þ

One cannot get a scale function that makes ðgiðxÞÞ ∈
C1ðΔ, ruÞ.

Hence, C1ðΔ, ruÞ is not symmetric.

Theorem 15. The sequence space C1ðΔ, ruÞ is not sequence
algebra.

Proof. The proof of the theorem is shown in the following
example.

Example 5. Let 0 < a < 1 be a real number and D = ½a, 1�:
Consider the sequences of real valued functions ð f iðxÞÞ, f i
: ½a, 1�⟶ R, and ðgiðxÞÞ, gi : ½a, 1�⟶ R, for all i ∈N ,
defined by

f i xð Þ = gi xð Þ = ix, for all i ∈N:

f i xð Þ:gi xð Þ = i2x2:
ð22Þ

We get that ð f iðxÞÞ, ðgiðxÞÞ ∈ C1ðΔ, ruÞ but one cannot
get a scale function that makes ð f iðxÞ:giðxÞÞ ∈ C1ðΔ, ruÞ.

Hence, C1ðΔ, ruÞ is not sequence algebra.

Theorem 16. The sequence space C1ðΔ, ruÞ is not conver-
gence free.

Proof. The proof of the theorem follows from example
below.

Example 6. Let 0 < a < 1 be a real number and D = ½a, 1�:
Consider the sequence of real valued functions ð f iðxÞÞ, f i
: ½a, 1�⟶ R, for all i ∈N , defined by

f i xð Þð Þ = x, for all x ∈ a, 1½ �,
Δf i xð Þ = 0:

ð23Þ

Therefore, ð f iðxÞÞ ∈ C1ðΔ, ruÞ w.r.t. the constant scale
function defined on D by σðxÞ = 1.

Let us consider another sequence of functions ðgiÞ, gi:
½a, 1�⟶ R defined by

gi xð Þ =
g1 xð Þ = x ;
gi+1 xð Þ = gm−1 xð Þ + n + 1ð Þx, form ≥ 2,m, n, i ∈N ,

(

C1 Δ, ruð Þ = −nx, n ≥ 2, n ∈N:

ð24Þ

One cannot find a scale function that makes ðgiðxÞÞ
∈ C1ðΔ, ruÞ.

Hence, the sequence space C1ðΔ, ruÞ is not convergence
free.

3.1. Matrix Transformation between Sequence of Functions.
In this section, we give certain matrix classes between the
sequence of functions.

Theorem 17. A ∈ ðC1ðΔ, ruÞ, ℓ∞ðruÞÞ if and only if supn≥1
∑∞

i=2ði − 1Þjanij <∞.

Proof. Let ð f iðxÞÞ ∈ C1ðΔ, ruÞ and supn≥1∑∞
i=2ði − 1Þjanij <∞.

〠
∞

i=1
ani f i xð Þσ xð Þ = −〠

∞

i=2
i − 1ð Þani

1
i − 1〠

i−1

t=1
Δf t xð Þσ xð Þ

 !

+ f1 xð Þσ xð Þ〠
∞

i=1
ani = 〠

∞

i=2
ani 〠

i−1

t=1
Δf t xð Þσ xð Þ:

ð25Þ

From the relation between dual and matrix map, we
know that cα = ℓ1. Hence,

〠
∞

i=2
ani 〠

i−1

t=1
Δf t xð Þσ xð Þ converges absolutely w:r:t:σ xð Þ: ð26Þ

For p ∈N , we have, ∑p
i−1ani f iðxÞσðxÞ = −∑p

i=1anið∑i−1
t=1Δ

f tðxÞσðxÞÞ + f1ðxÞσðxÞ∑p
i=1ani:

By the argument (10), we know that ∑p
i=1ani f iðxÞσðxÞ is

absolutely convergent w.r.t. scale function σðxÞ.
Then,

〠
∞

i=1
ani f i xð Þσ xð Þj j ≤ supn 〠

∞

i=2
i − 1ð Þ anij j

 !

� supx≤1 supi≥2
1

i − 1〠
i−1

t=1
Δf t xð Þσ xð Þj j

 !

+ f1 xð Þσ xð Þj j supn 〠
∞

i=2
i − 1ð Þ anij j:

ð27Þ

We have, ∑∞
i=1ani f iðxÞσðxÞ <∞ since supn≥1∑∞

i=2ði − 1Þj
anij <∞:

Conversely, we know that A is a bounded linear function
from C1ðΔ, ruÞ to ℓ∞ðruÞ, so we can write,

〠
∞

i=1
ani f i xð Þσ xð Þj j = Anfð Þσ xð Þj j ≤ supn Anfð Þσ xð Þj j

= Afð Þσ xð Þk k∞ ≤ Ak k fk k Δ,σð Þ:

ð28Þ

We choose a sequence of functions ð f iÞ, f i: ½0, 1�⟶ R
defined by

f i xð Þ =
i − 1ð Þxsgnani, for 1 < i ≤ r,
0, otherwise:

(
ð29Þ
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We get ð f iðxÞÞ ∈ C1ðΔ, ruÞ w.r.t. scale function σðxÞ = 1
/x with the norm k f kðΔ,σÞ = 1.

Putting the value of ð f iðxÞÞ in equation (26) and letting
the limit r⟶∞, we get

〠
∞

i=2
i − 1ð Þ anij j ≤ Ak k: ð30Þ

Theorem 18. A ∈ ðC1ðΔ, ruÞ, cðruÞ, PÞ if and only if

(i) supn∑∞
i=2ði − 1Þjanij <∞

(ii) limn∑
∞
i=2ði − 1Þani = −1

(iii) limnani = 0 for each i

(iv) limn∑iani = 0:

Proof. Let us assume that the conditions (i)-(iv) hold true
and let ð f iðxÞÞ ∈ C1ðΔ, ruÞ, i.e., limið1/iÞ∑i

t=1Δf tðxÞσðxÞ = f
ðxÞ (say).

We know from (i) that for each x ∈D and n ∈N , ∑iði
− 1Þjanij converges. It follows that ∑∞

i=2ði − 1Þaniðð1/ði − 1Þi
− 1Þ∑∞

i=2Δf tðxÞσðxÞÞ converges.

〠
i

ani f i xð Þσ xð Þ = −〠
∞

i=2
i − 1ð Þani

1
i − 1〠

i−1

t=1
Δf t xð Þσ xð Þ − f xð Þ

 !

− f xð Þ〠
i

i − 1ð Þani + f1 xð Þσ xð Þ〠
i

ani:

ð31Þ

For any n0 ∈N , we have

〠
∞

i=2
i − 1ð Þani

1
i − 1〠

i−1

t=1
Δf t xð Þσ xð Þ − f xð Þ

 !�����
�����

≤ supx≤1 supi
1

i − 1〠
i−1

t=1
Δf t xð Þσ xð Þ − f xð Þ

 !
〠
n0

i=2
i − 1ð Þ anij j

+ supn 〠
∞

i=2
i − 1ð Þani supx≤1 supi>n0

· 1
i − 1〠

i−1

t=1
Δf t xð Þσ xð Þ − f xð Þ

 !

limn sup 〠
∞

i=2
i − 1ð Þani

1
i − 1〠

i−1

t=1
Δf t xð Þσ xð Þ − f xð Þ

 !�����
�����

≤ supn 〠
∞

i=2
i − 1ð Þani supx≤1 supi>n0

1
i − 1〠

i−1

t=1
Δf t xð Þσ xð Þ − f xð Þ

 !
:

ð32Þ

Let n0 = 0, we get ∑∞
i=2ði − 1Þaniðð1/ði − 1Þi − 1Þ∑i−1

t=1Δf t
ðxÞσðxÞ − f ðxÞÞ⟶ 0:

Substituting this value in equation (31) and using condi-
tions (ii) and (iv), we get

∑iani f iðxÞσðxÞ converges to f ðxÞ w.r.t. the scale function
σðxÞ: Conversely, let A ∈ ðC1ðΔ, ruÞ, cðruÞ, PÞ. Then, ð∑iani
f iðxÞσðxÞÞ ∈ cðruÞ, for all

f i xð Þð Þ ∈ C1 Δ, ruð Þ: ð33Þ

Condition (i) can be proceed as same as shown in Theo-
rem 17.

(ii) Let ð f iÞ, f i: ½0, 1�⟶ R defined by

f i xð Þ = ix, for all i ∈N: ð34Þ

Then, f iðxÞ ∈ C1ðΔ, ruÞw:r:t:σðxÞ = 1/x:
Since Δf iðxÞ⟶ −1, we have limn∑iði − 1Þani = −1:
(iii) Let ð f iÞ, f i: ½0, 1�⟶ R defined by

f i xð Þ = eix, for all i ∈N: ð35Þ

Then, f iðxÞ ∈ C1ðΔ, ruÞw:r:t:σðxÞ = 1/x:
Since Δf iðxÞ⟶ 0, we have limnani = 0:
(iv) Let ð f iÞ, f i: ½0, 1�⟶ R defined by

f i xð Þ = x, for all i ∈N: ð36Þ

Then, f iðxÞ ∈ C1ðΔ, ruÞw:r:t:σðxÞ = 1/x:
Since Δf iðxÞ⟶ 0, we have limn∑iði − 1Þani = 0:
The following theorem is stated without proof and can

be proceeded the same as in Theorem 18.

Theorem 19. A ∈ ðC1ðΔ, ruÞ, c0ðruÞÞ if and only if

(i) supn∑∞
i=2ði − 1Þjanij <∞

(ii) limn∑
∞
i=2ði − 1Þani = 0

(iii) limnani = 0 for each i

(iv) limn∑iani = 0:

4. Conclusions

In this article, we studied the concept of Cesaŕo summability
from the aspects of relative uniform convergence of differ-
ence sequence of positive linear functions w.r.t. a scale func-
tion σðxÞ on a compact domain D. The class of difference
sequence of functions C1ðΔ, ruÞ is introduced, and its prop-
erties like solid, monotone, symmetric, sequence algebra,
and convergence free are discussed. We have also further
introduced characterization of matrix classes of ðC1ðΔ, ruÞ,
ℓ∞ðruÞÞ, ðC1ðΔ, ruÞ, cðruÞ, PÞ and ðC1ðΔ, ruÞ, c0ðruÞÞ.
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In the present study, we have constructed new Banach sequence spaces ℓpðLÞ,c0ðLÞ,cðLÞ, and ℓ∞ðLÞ, where L = ðlv,kÞ is a regular
matrix defined by lv,k =

ðlk/lv+2 − ðv + 2ÞÞ, 0 ≤ k ≤ v,
0, k > v,

(
for all v, k = 0, 1, 2,⋯, where l = ðlkÞ is a sequence of Leonardo numbers.

We study their topological and inclusion relations and construct Schauder bases of the sequence spaces ℓpðLÞ,c0ðLÞ, and cðLÞ:
Besides, α-, β- and γ-duals of the aforementioned spaces are computed. We state and prove results of the characterization of
the matrix classes between the sequence spaces ℓpðLÞ,c0ðLÞ,cðLÞ, and ℓ∞ðLÞ to any one of the spaces ℓ1,c0,c, and ℓ∞: Finally,
under a definite functional ρ and a weighted sequence of positive reals r, we introduce new sequence spaces ðc0ðL, rÞÞρ and

ðℓpðL, rÞÞρ. We present some geometric and topological properties of these spaces, as well as the eigenvalue distribution of

ideal mappings generated by these spaces and s-numbers.

1. Introduction and Preliminaries

Let ω denote the set of all real- or complex-valued
sequences. A linear subspace of ω is called a sequence
space. Some of the well-known examples of sequence
spaces are the space of absolutely p-summable sequences,
the space of null sequences, the space of convergent
sequences, and the space of bounded sequences, denoted
by ℓp,c0,c, and ℓ∞, respectively. Here and afterwards, 1 ≤
p <∞, unless stated otherwise. Let bs and cs denote the
spaces of all bounded and convergent series, respectively.
A Banach sequence space with continuous coordinates is

called a BK-space. The spaces Z and ℓp are BK-spaces
equipped with the supremum norm kzkℓ∞ = sup

k∈ℕ0

jzkj and

the ℓp norm kzkℓp = ð∑∞
k=0jzkjpÞ1/p, respectively, where ℕ0

is the set of nonnegative integers and Z is any one of
the spaces c0,c, or ℓ∞.

Let A = ðav,kÞ be an infinite matrix over the complex
field ℂ: The A-transform of a sequence z = ðzkÞ is a
sequence Az = fðAzÞvg = f∑∞

k=0av,kzkg, provided that the
series ∑∞

k=0 av,kzk exists, for each v ∈ℕ0. In addition, if Z
and U are two sequence spaces and Az ∈U, for every
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sequence z ∈Z, then the matrix A is said to define a matrix
mapping from Z to U: The notation ðZ,UÞ represents the
family of all matrices that map from Z to U: Furthermore,
the matrix A = ðav,kÞ is called a triangle if av,v ≠ 0 and
av,k = 0, for v < k: For any Z ⊂ ω, define ZA = fz ∈ ω : Az ∈
ωg: Then, ZA is a sequence space and is called the matrix
domain of A in the space Z: It is well known that if Z is a
BK-space and A is a triangle, then, the matrix domain ZA

is also a BK-space under the norm kzkZA
= kAzkZ:We refer

to [1–13] for papers related to theory of sequence spaces and
summability.

1.1. Some Special Integer Sequences and the Associated
Sequence Spaces. We shall briefly highlight the literature
concerning special integer sequences and the construction
of the associated sequence spaces.

Let ðfkÞ∞k=0 be the sequence of Fibonacci numbers defined
by the recurrence relation fv = fv−1 + fv−2,v ≥ 2, with f0 = 1
and f1 = 1: Several authors constructed different types of
sequence spaces involving Fibonacci numbers. For instance,
Kara [3] studied the Fibonacci sequence spaces ℓpðF̂Þ≔
ðℓpÞF̂ and ℓ∞ðF̂Þ≔ ðℓ∞ÞF̂ and examined certain topological

and geometrical structures of these Banach sequence spaces,
where F̂= ðfv,kÞ is a double band matrix of Fibonacci
numbers defined by

fv,k =

−
fv+1
fv

, k = v − 1,

fv
fv+1

, k = v,

0, otherwise:

8>>>>>><
>>>>>>:

ð1Þ

v, k ∈ℕ0: Besides, Basarir et al. [7] studied the sequence
spaces ℓpðF̂Þ≔ ðℓpÞF̂,c0ðF̂Þ≔ ðc0ÞF̂ and cðF̂Þ≔ ðcÞF̂, where
0 < p < 1: The studies on Fibonacci sequence spaces are
further strengthened by Kara and Basarir [4] by introducing
the matrix domain ZðFÞ≔ ðZÞF, where Z represents any

one of the sequence spaces ℓp,c0,c, or ℓ∞ and F= ð~fv,kÞ is a
regular matrix of Fibonacci numbers defined by

~fv,k =
f2k

fvfv+1
, 0 ≤ k ≤ v,

0, k > v,

8><
>: ð2Þ

for all v, k ∈ℕ0: Furthermore, another regular matrix �F=
ð�fv,kÞ of Fibonacci numbers is defined by Debnath and Saha
[1] as follows:

�fv,k =
fk

fv+2 − 1 , 0 ≤ k ≤ v,

0, k > v,

8><
>: ð3Þ

for all v, k ∈ℕ0: By using this matrix, Debnath and Saha
[1] and Ercan and Bektas [2] defined and studied the
matrix domains ℓpð�FÞ≔ ðℓpÞ�F,c0ð�FÞ≔ ðc0Þ�F,cð�FÞ≔ ðcÞ�F,
and ℓ∞ð�FÞ≔ ðℓ∞Þ�F: More studies concerning construction
of Banach sequence spaces involving Fibonacci numbers
can be tracked in the literature that are generalization
or extension of any one of the above discussed Fibo-
nacci sequence spaces. We refer to [5, 6, 8, 9], for such
studies.

The number sequence ðtvÞ∞v=0 ≔ ð1, 1, 2, 4, 7,13,24,⋯Þ
defined by the recurrence relation tv = tv−1 + tv−2 + tv−3,
v ≥ 3, with t0 = t1 = 1 and t2 = 2, is called tribonacci
sequence. Recently, Yaying and Hazarika [10] introduced
tribonacci sequence spaces ℓpðTÞ≔ ðℓpÞT and ℓ∞ðTÞ≔
ðℓ∞ÞT, where T = ð�tv,kÞ is an infinite matrix of tribonacci
numbers defined by

�tv,k =
2tk

tv+2 + tv − 1 , 0 ≤ k ≤ v,

0, k > v,

8<
: ð4Þ

for all v, k ∈ℕ0: Quite recently, Yaying and Kara [11] stud-
ied the matrix domains c0ðTÞ≔ ðc0ÞT and cðTÞ≔ ðcÞT:
Moreover, Yaying et al. [12] studied Banach sequence spaces
defined by the sequence of Padovan numbers ðpvÞ∞v=0 =
ð1, 1, 1, 2, 2, 3, 4, 5, 7,⋯Þ. Besides, A. M. Karakas and M.
Karakas [13] also constructed BK-sequence spaces defined by
using Lucas numbers ðl′vÞ

∞
v=0 = ð2, 1, 3, 4, 7,11,18,29,47,⋯Þ.

1.2. Leonardo Numbers. The number sequence 1, 1, 3, 5,
9,15,25,41,67,⋯ is termed as Leonardo sequence. Let lv ,
v = 0, 1, 2,⋯, denote the vth Leonardo number. Then, the
Leonardo numbers are defined by the following recurrence
relation:

lv = lv−1 + lv−2 + 1, v ≥ 2, with l0 = l1 = 1: ð5Þ

It is believed that Leonardo sequence is invented by
Leonardo de Pisa, also known as Leonardo Fibonacci. But
not much studies related to Leonardo numbers can be
traced in the literature due to scarcity of research related
to this integer sequence. Leonardo sequence has a very
close relationship with the well-known Fibonacci sequence
ðfvÞ∞v=0 and the Lucus sequence ðl′vÞ

∞
v=0:

lv = 2fv+1 − 1, lv =
2
5 l′v + l′v+2
� �

− 1, v ≥ 0: ð6Þ

Quite recently, Catarino and Borges [14] studied
basic properties of Leonardo numbers and established
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several interesting identities, some of which are listed
below:

Besides, Alp and Koçer [15] also established interesting
relationships between Fibonacci, Lucus, and Leonardo
numbers. Vieira et al. [16] worked in the matrix form of
the Leonardo numbers and established several interesting
relations. Moreover, Shannon [17] also worked on the exten-
sion and generalization of the Leonardo numbers.

Inspired by the above studies, we define an infinite
matrix L = ðlv,kÞ involving Leonardo numbers and construct
sequence spaces ℓpðLÞ,c0ðLÞ,cðLÞ, and ℓ∞ðLÞ: We study
their topological and inclusion properties and obtain
Schauder bases of the sequence spaces ℓpðLÞ,c0ðLÞ, and
cðLÞ: In Section 3, α-, β-, and γ-duals of these new spaces
are determined. In Section 4, matrix classes from the space
Z ∈ fℓpðLÞ, c0ðLÞ, cðLÞ, ℓ∞ðLÞg to any one of the spaces ℓ1,
c0,c, and ℓ∞ are characterized. In Sections 5 and 6, we intro-
duce new sequence spaces ðc0ðL, rÞÞρ and ðℓpðL, rÞÞρ under a
definite functional ρ and weighted sequence of positive reals
r and discuss certain geometric and topological properties of
ðℓpðL, rÞÞρ and the eigenvalue distribution of mappings ide-

ally generated by these spaces and s-numbers are presented.

2. Leonardo Sequence Spaces

Define an infinite matrix L = ðlv,kÞ by

lv,k =
lk

lv+2 − v + 2ð Þ , 0 ≤ k ≤ v,

0, k > v,

8><
>: ð8Þ

for all v, k ∈ℕ0: Equivalently,

L =

1 0 0 0 ⋯  
1
2

1
2 0 0 ⋯  

1
5

1
5

3
5 0 ⋯  

1
10

1
10

3
10

5
10 ⋯  

⋮ ⋮ ⋮ ⋮ ⋱  

2
666666666664

3
777777777775
: ð9Þ

The inverse of the matrix L = ðlv,kÞ is given by the matrix
L−1 = ðl−1v,kÞ defined by

l−1v,k =
−1ð Þv−k lk+2 − k + 2ð Þ

lv
, v ≤ k ≤ v + 1,

0, k > v,

8><
>: ð10Þ

for all v, k ∈ℕ0:
Now, we define the following sequence spaces:

ℓp Lð Þ≔ z = zkð Þ ∈ ω : 〠
∞

v=0
〠
v

k=0

lk
lv+2 − v + 2ð Þ zk

�����
�����
p

<∞

( )
,

c0 Lð Þ≔ z = zkð Þ ∈ ω : lim
v⟶∞

〠
v

k=0

lk
lv+2 − v + 2ð Þ zk = 0

( )
,

c Lð Þ≔ z = zkð Þ ∈ ω : lim
v⟶∞

〠
v

k=0

lk
lv+2 − v + 2ð Þ zk exists

( )
,

ℓ∞ Lð Þ≔ z = zkð Þ ∈ ω : sup
v∈ℕ0

〠
v

k=0

lk
lv+2 − v + 2ð Þ zk

�����
����� <∞

( )
,

ð11Þ

where the sequence w = ðwkÞ defined by

wv = Lzð Þv = 〠
v

k=0

lk
lv+2 − v + 2ð Þ zk, ð12Þ

for each v ∈ℕ0, which is known as the L-transform of the
sequence z = ðzkÞ: In what follows, the sequences z and w

are related by (12). It is trivial that the above defined
sequence spaces can be expressed in the form ZðLÞ = ðZÞL,
where Z represents any one of the spaces ℓp,c0,c, and ℓ∞:

That is, ZðLÞ is the domain of the matrix L in the sequence
space Z:

We observe by the definition of the matrix L = ðlv,kÞ that
∑v

k=0lv,k = 1: That is, sup
v∈ℕ0

∑v
k=0lv,k <∞ and lim

v⟶∞
∑∞

k=0lv,k = 1.

〠
v

k=0
lv = lv+2 − v + 2ð Þ, v ∈ℕ0,

l2v − lv−rlv+r = lv−r + lv+r − 2lv − −1ð Þv−r lv−1 + 1ð Þ2, v > r, r ≥ 1 Catalan′s identity
� �

,

l2v − lv−1lv+1 = lv−1 + lv−2 + 4 −1ð Þv , v ≥ 2 Cassini′s identity
� �

,

lv = 2 xv+1 − yv+1

x − y

� �
− 1, v ≥ 0, where x = 1 +

ffiffiffi
5

p

2 , y = 1 −
ffiffiffi
5

p

2 :

ð7Þ
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Additionally, limv⟶∞lv,k = 0, for each k ∈ℕ0: Thus, we
conclude that the matrix L is regular.

Theorem 1. The following inclusion relations hold:

(i) Z ⊂ZðLÞ, where Z is any one of the spaces ℓp,c0,c or
ℓ∞

(ii) ℓpðLÞ ⊂ c0ðLÞ ⊂ cðLÞ ⊂ ℓ∞ðLÞ
(iii) ℓpðLÞ ⊂ ℓqðLÞ for 1 ≤ p < q

Proof.

(i) The inclusion part is trivial. Assume that Z≔ c and
consider the sequence g = ð1, 0, 1, 0,⋯Þ: We observe
that g ∉ c: However

Lgð Þv = 〠
v

k=0

lk
lv+2 − v + 2ð Þ gk =

l0 + l2+⋯+lv
lv+2 − v + 2ð Þ   v ∈ℕ0ð Þ,

ð13Þ

which converges. Thus, g ∈ cðLÞ \ c: In the similar manner
strictness can be established for the other inclusions.

(ii) It is known that the matrix L is regular and the
inclusion ℓp ⊂ c0 ⊂ c ⊂ ℓ∞ holds. These imply that
the inclusion part holds. Now, consider the sequence
h = ð1, 1, 1, 1,⋯Þ. Then, ðLhÞv =∑v

k=0ðlk/lv+2 −
ðv + 2ÞÞhk = 1, for all v ∈ℕ0: Thus, Lh ∈ c \ c0: That
is, h ∈ cðLÞ \ c0ðLÞ: This verifies the strictness of the
inclusion c0ðLÞ ⊂ cðLÞ: In the similar fashion, strict-
ness of other inclusions can be established.

(iii) Assume that 1 ≤ p < q: Since L is regular and the
inclusion ℓp ⊂ ℓq holds, therefore the desired inclu-
sion holds. To prove the strictness part, we consider
a sequence g = ðgkÞ ∈ ℓq \ ℓp: Define a sequence
h = ðhkÞ by hk = ððgkðlk+2 − ðk + 2ÞÞ − gk−1ðlk+1 −
ðk + 1ÞÞÞ/lkÞ,k ∈ℕ0: Then, we get

Lhð Þv =
1

lv+2 − v + 2ð Þ〠
v

k=0
lkhk

= 1
lv+2 − v + 2ð Þ〠

v

k=0
gk lk+2 − k + 2ð Þð Þf

− gk−1 lk+1 − k + 1ð Þð Þg
= 1
lv+2 − v + 2ð Þ gv lv+2 − v + 2ð Þð Þ

= gv,

ð14Þ

for each v ∈ℕ0, where the terms with negative subscripts are
considered to be zero. Thus, we deduce that Lh = g ∈ ℓq \ ℓp
which implies h ∈ ℓqðLÞ \ ℓpðLÞ: Thus there exists at least

one sequence that is contained in ℓqðLÞ but not in ℓpðLÞ:
Hence, the desired inclusion is strict. This completes the
proof.

Theorem 2. We have the following results:

(i) The sequence spaces ℓ∞ðLÞ,c0ðLÞ, and cðLÞ are BK
-spaces equipped with the bounded norm kzkℓ∞ =
sup
k∈ℕ0

jðLzÞkj

(ii) The sequence space ℓpðLÞ is a BK-space equipped

with the norm kzkℓp = ð∑∞
v=0jðLzÞvjpÞ1/p

Proof. The proof is a routine exercise and so omitted.

Theorem 3. ZðLÞ ≅Z, where Z is any one of the spaces ℓp,c0,
c, or ℓ∞:

Proof. We present the proof for the space ℓp: Define the
mapping φ : ℓpðLÞ⟶ ℓp by w = φz =Lz, for all z ∈ ℓpðLÞ:
We observe that the mapping φ is linear and injective.

In view of the relation (12), we write

zk = 〠
k

j=k−1
−1ð Þk−j lj+2 − j + 2ð Þ

lk
wj, ð15Þ

for each k ∈ℕ0 and w = ðwkÞ ∈ ℓp: Then,

zk kpℓp Lð Þ = 〠
∞

v=0
〠
k

j=0

lj

lk+2 − k + 2ð Þ zj
�����

�����
p

= 〠
∞

v=0
〠
k

j=0

lj

lk+2 − k + 2ð Þ

�����
� 〠

j

u=j−1
−1ð Þj−u lu+2 − u + 2ð Þ

lj
wu

 !�����
p

= 〠
∞

v=0
wj jp = wk kpℓp :

ð16Þ

Thus, kzkℓpðLÞ = kwkℓp <∞: Thus, z ∈ ℓpðLÞ, and this

implies that φ is surjective and norm preserving. Thus,
ℓpðLÞ ≅ ℓp: In the similar manner, we can prove the exis-
tence of isomorphism between other given spaces. This
completes the proof.

Let us consider the following sequences:

g = 1, 1,− 23 , 0, 0,⋯
� �

, h = 1,−3, 23 , 0, 0,⋯
� �

: ð17Þ

Observe that Lg = ð1, 1, 0, 0, 0,⋯Þ and Lh = ð1,−1, 0, 0,
0,⋯Þ: Since L is linear, so Lðg + hÞ = ð2, 0, 0, 0,⋯Þ and
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Lðg − hÞ = ð0, 2, 0, 0,⋯Þ:With some elementary calculation,
we deduce that

g + hk k2ℓp Lð Þ + g − hk k2ℓp Lð Þ = 8 ≠ 22 1+ 1/pð Þð Þ

= 2 gk k2ℓp Lð Þ + hk k2ℓp Lð Þ
� �

:
ð18Þ

Thus, we realize that the norm k·kℓpðLÞ violates the paral-
lelogram identity for p ≠ 2: This immediately allows us to
write the following result.

Theorem 4. The sequence space ℓpðLÞ is not a Hilbert space
for p ≠ 2:

Proof. The proof is immediate from the above discussion.

We are well awarded that a matrix domain ZA, where A
is a triangle, has a basis, if and only if, Z has a basis (cf. [18]).
Thus, in the light of Theorem 3, we have the following result:

Theorem 5. Define the sequence bðkÞ = ðbðkÞv Þ by

b kð Þ
v =

−1ð Þv−k lk+2 − k + 2ð Þ
lv

, v − 1 ≤ k ≤ v + 1,

0, k > v

8><
>: ð19Þ

for each fixed k ∈ℕ0: Then,

(i) The sequence ðbðkÞÞk∈ℕ0
is the Schauder basis of the

sequence spaces ℓpðLÞ and c0ðLÞ, and every z in
ℓpðLÞ or c0ðLÞ is expressed uniquely in the form

z =∑∞
k=0b

ðkÞwk, where w = ðwkÞ is the L-transform
of the sequence z = ðzkÞ

(ii) The sequence ðe, bð0Þ, bð1Þ, bð2Þ,⋯Þ is the Schauder
basis of the sequence space cðLÞ, and every z in
cðLÞ is expressed uniquely in the form z = τe +
∑∞

k=0ðwk − τÞbðkÞ, where τ = limv⟶∞wv and e is
the unit sequence

(iii) The sequence space ℓ∞ðLÞ has no Schauder basis

Corollary 6. The sequence spaces ℓpðLÞ,c0ðLÞ, and cðLÞ are
separable spaces.

3. α-, β-, and γ-Duals

In this section, we obtain the α-, β-, and γ-duals of the
sequence spaces ℓpðLÞ,c0ðLÞ,cðLÞ, and ℓ∞ðLÞ: Before pro-
ceeding, we recall the definitions of α-, β-, and γ-duals.
Define the multiplier sequence space MðZ,UÞ by

M Z,Uð Þ≔ d = dkð Þ ∈ ω : dz = dkzkð Þ ∈U,∀z = zkð Þ ∈Uf g:
ð20Þ

In particular, if U is ℓ1,cs or bs, then, the sets

Zα =M Z, ℓ1ð Þ,Zβ =M Z, csð Þ,Zγ =M Z, bsð Þ ð21Þ

are, respectively, termed as α-, β-, and γ-dual of the sequence
space Z:

We present Lemma 7 which is essential to compute the
dual spaces. In what follows, we denote the collection of all
finite subsets of ℕ0 by N and q = p/p − 1.

Lemma 7 (see [19]). The following statements hold:

(i) A = ðav,kÞ ∈ ðℓ1, ℓ1Þ, if and only if, sup
k∈ℕ0

∑∞
v=0jav,kj <∞

(ii) A = ðav,kÞ ∈ ðℓp, ℓ1Þ, if and only if

sup
K∈N

〠
∞

v=0
〠
k∈K

av,k

�����
�����
q

<∞ ð22Þ

(iii) A = ðav,kÞ ∈ ðc0, ℓ1Þ = ðc, ℓ1Þ = ðℓ∞, ℓ1Þ, if and only if,
(22) holds with q = 1

(iv) A = ðav,kÞ ∈ ðℓ1, ℓ∞Þ, if and only if, sup
v,k∈ℕ0

jav,kj <∞

(v) A = ðav,kÞ ∈ ðℓp, ℓ∞Þ, if and only if,

sup
v∈ℕ0

〠
∞

k=0
av,k
�� ��q <∞ ð23Þ

(vi) A = ðav,kÞ ∈ ðc0, ℓ∞Þ = ðc, ℓ∞Þ = ðℓ∞, ℓ∞Þ, if and only
if (23) holds with q = 1

Theorem 8. Consider the following sets:

D
qð Þ
1 ≔ d = dkð Þ ∈ ω : 〠

∞

k=0

lk+2 − k + 2ð Þ
lk

dk

����
����
q

<∞

( )
,

D1 ≔ d = dkð Þ ∈ ω : sup
k∈ℕ0

lk+2 − k + 2ð Þ
lk

dk

����
���� <∞

( )
:

ð24Þ

Then, ½ℓ1ðLÞ�α ≔D1, ½ℓpðLÞ�α ≔D
ðqÞ
1 , and ½c0ðLÞ�α =

½cðLÞ�α = ½ℓ∞ðLÞ�α ≔D
ð1Þ
1 , where 1 < p <∞:

Proof. We observe that

dvzv = 〠
v

k=v−1
−1ð Þv−k lk+2 − k + 2ð Þ

lv
dvwk = Bwð Þv, ð25Þ

5Journal of Function Spaces



for each v ∈ℕ0 and d = ðdkÞ ∈ ω, where the matrixB = ðbv,kÞ
is defined by

bv,k =
−1ð Þv−k lk+2 − k + 2ð Þ

lv
dv, v − 1 ≤ k ≤ v,

0, k > v,

8><
>: ð26Þ

for all v, k ∈ℕ0. We notice that the sequence dz = ðdvzvÞ ∈ ℓ1
whenever z = ðzvÞ ∈ c0ðLÞ, if and only if, the sequence
Bw ∈ ℓ1 whenever the sequence w = ðwvÞ ∈ c0: We realize
that the sequence d = ðdvÞ ∈ ½c0ðLÞ�α, if and only if, B ∈
ðc0, ℓ1Þ: Thus, by employing Part (iii) of Lemma 7, we get that

sup
V∈N

〠
∞

k=0
〠
v∈V

bv,k

�����
����� <∞: ð27Þ

Moreover, for any V ∈N , (27) holds, if and only if,

〠
∞

k=0

lk+2 − k + 2ð Þ
lk

dk

����
���� <∞: ð28Þ

Consequently, ½c0ðLÞ�α ≔D
ð1Þ
1 :

In the similar manner, α-dual of the other sequence
spaces can be obtained by employing Part (i), Part (ii), and
Part (iii) of Lemma 7.

Theorem 9. Consider the following sets:

D
qð Þ
2 ≔ d = dkð Þ ∈ ω : 〠

∞

k=0
Δ

dk
lk

� �
lk+2 − k + 2ð Þð Þ

����
����
q

<∞

( )
,

D2 ≔ d = dkð Þ ∈ ω : sup
k∈ℕ0

Δ
dk
lk

� �
lk+2 − k + 2ð Þð Þ

����
���� <∞

( )
,

D3 ≔ d = dkð Þ ∈ ω : lim
k⟶∞

lk+2 − k + 2ð Þ
lk

dk = 0
� 	

,

D4 ≔ d = dkð Þ ∈ ω : lim
k⟶∞

lk+2 − k + 2ð Þ
lk

dk exists
� 	

,

ð29Þ

where Δðdk/lkÞ = ðdk/lkÞ − ðdk+1/lk+1Þ: Then, ½ℓ1ðLÞ�β ≔D1

∩D2,½ℓpðLÞ�β ≔D1 ∩D
ðqÞ
2 ,½c0ðLÞ�β ≔D1 ∩D

ð1Þ
2 ,½cðLÞ�β ≔

D
ð1Þ
2 ∩D4, and ½ℓ∞ðLÞ�β ≔D

ð1Þ
2 ∩D3, where 1 < p <∞:

Proof. Let d = ðdkÞ ∈ ω: Then, we have

〠
v

k=0
dkzk = 〠

v

k=0
〠
k

j=k−1
−1ð Þk−j l j+2 − j + 2ð Þ

lk
wjdk

= 〠
v−1

k=0

dk
lk

−
dk+1
lk+1

� �
lk+2 − k + 2ð Þð Þwk +

lv+2 − v + 2ð Þ
lv

dvwv

= 〠
v−1

k=0
Δ

dk
lk

� �
lk+2 − k + 2ð Þð Þwk +

lv+2 − v + 2ð Þ
lv

dvwv ,

ð30Þ

for each v ∈ℕ0: By employing Theorem 2 and Corollary 1 of
Malkowsky and Savas [20], we get

ℓ1 Lð Þ½ �β ≔ d = dkð Þ ∈ ω : Δ
dk
lk

� �
lk+2 − k + 2ð Þð Þ

� ��

∈ ℓ∞ and lv+2 − v + 2ð Þ
lv

� �
∈ ℓ∞

	
,

ℓp Lð Þ
 �β ≔ d = dkð Þ ∈ ω : Δ
dk
lk

� �
lk+2 − k + 2ð Þð Þ

� ��

∈ ℓq,
lv+2 − v + 2ð Þ

lv

� �
∈ ℓ∞

	
,

c0 Lð Þ½ �β ≔ d = dkð Þ ∈ ω : Δ
dk
lk

� �
lk+2 − k + 2ð Þð Þ

� ��

∈ ℓ1,
lv+2 − v + 2ð Þ

lv

� �
∈ ℓ∞

	
,

c Lð Þ½ �β ≔ d = dkð Þ ∈ ω : Δ
dk
lk

� �
lk+2 − k + 2ð Þð Þ

� ��

∈ ℓ1,
lv+2 − v + 2ð Þ

lv

� �
∈ c
	
,

ℓ∞ Lð Þ½ �β ≔ d = dkð Þ ∈ ω : Δ
dk
lk

� �
lk+2 − k + 2ð Þð Þ

� ��

∈ ℓ1,
lv+2 − v + 2ð Þ

lv

� �
∈ c0

	
:

ð31Þ

This completes the proof.

Theorem 10. We have the following results:

(i) ½ℓ1ðLÞ�γ ≔D1 ∩D2:

(ii) ½ℓpðLÞ�γ ≔D1 ∩D
ðqÞ
2 , where 1 < p <∞

(iii) ½c0ðLÞ�γ = ½cðLÞ�γ = ½ℓ∞ðLÞ�γ ≔D1 ∩D
ð1Þ
2

Proof. It can be obtained by using relation (30) and Parts
(iv), (v), and (vi) of Lemma 7, respectively.

4. Characterization of Matrix Classes

Let A = ðav,kÞ be an infinite matrix over the field of complex
numbers. Denote

~Av ≔
lv+2 − v + 2ð Þ

lv
Av

= lv+2 − v + 2ð Þ
lv

av,k

� �∞

k=0
, for each v ∈ℕ0,

ð32Þ
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mv,k ≔ lk+2 − k + 2ð Þð ÞΔ av,k
lk

� �
, for all v, k ∈ℕ0: ð33Þ

Now, we state the following result:

Lemma 11. Let Z denote either of the spaces ℓp or c0,
1 ≤ p ≤∞: Then, A ∈ ðZL,UÞ, if and only if, ~A ∈MðZ, c0Þ,
for each v ∈ℕ0, and M ∈ ðZ,UÞ, where ~A and M = ðmv,kÞ
are defined in (32) and (33), respectively.

Proof. It follows straightly from ([20], Theorem 3]).

Lemma 12. A ∈ ðcðLÞ,UÞ, if and only if,

~Av ∈ c, that is lim
k⟶∞

lv+2 − v + 2ð Þ
lv

av,k = αv v ∈N0ð Þ, ð34Þ

M ∈ c0,Uð Þ = ℓ∞,Uð Þ, ð35Þ
αvð Þ∞v=0 ∈U: ð36Þ

Proof. Assume that A ∈ ðcðLÞ,UÞ: Then, Av ∈ ½cðLÞ�β which
immediately shows the necessity of condition (35). Also, it is
known that ððcÞL,UÞ ⊂ ððc0ÞL,UÞ: Hence, by employing
Lemma 11, we get that M ∈ ðc0,UÞ: Thus, in the light of
(30), we get that

〠
∞

k=0
av,kzk = 〠

∞

k=0
mv,kwk + zαv: ð37Þ

It is clear from the assumptions that Az ∈U and
Mw ∈U: These together yield ðαvÞ∞v=0 ∈U:

Conversely, we assume that conditions (34), (35), and
(36) hold. We realize that conditions (34) and (35) together
imply that Av ∈ ½cðLÞ�β: Again condition (34) implies (37).
By condition (35), Mw ∈U, for all w ∈ c: This together with
condition (36) implies that Az ∈U, for all z ∈ cðLÞ: This
proves that A ∈ ðcðLÞ,UÞ:

Now, using Lemmas 11 and 12 together with the proper-
ties Mðℓp, c0Þ =Mðc0, c0Þ = ℓ∞ð1 ≤ p<∞Þ,Mðc, cÞ = c, and
Mðℓ∞, c0Þ = c0, we deduce the following results:

Corollary 13. The following statements hold:

(i) A ∈ ðℓ1ðLÞ, ℓ∞Þ, if and only if

sup
k∈ℕ0

lv+2 − v + 2ð Þ
lv

av,k

����
���� <∞, ð38Þ

sup
v,k∈ℕ0

mv,k
�� �� <∞ ð39Þ

(ii) Let 1 < p <∞: Then A ∈ ðℓpðLÞ, ℓ∞Þ, if and only if,
(38) holds, and

sup
v∈ℕ0

〠
∞

k=0
mv,k
�� ��q <∞ ð40Þ

(iii) A ∈ ðc0ðLÞ, ℓ∞Þ, if and only if, (38) holds, and (40)
holds with q = 1

(iv) A ∈ ðcðLÞ, ℓ∞Þ, if and only if, (34) and (40) hold
with q = 1, and

sup
v∈ℕ0

αvj j <∞, ð41Þ

also holds

(v) A ∈ ðℓ∞ðLÞ, ℓ∞Þ, if and only if,

lim
k⟶∞

lv+2 − v + 2ð Þ
lv

av,k = 0, for all v ∈ℕ0, ð42Þ

and (40) holds with q = 1

Corollary 14. The following statements hold:

(i) A ∈ ðℓ1ðLÞ, c0Þ, if and only if, (38) and (39) hold,
and

lim
v⟶∞

mv,k = 0, for all k ∈ℕ0, ð43Þ

also holds

(ii) Let 1 < p <∞: Then, A ∈ ðℓpðLÞ, c0Þ, if and only if,
(38), (40), and (43) hold

(iii) A ∈ ðc0ðLÞ, c0Þ, if and only if, (38) and (40) hold
with q = 1, and (43) also holds

(iv) A ∈ ðcðLÞ, c0Þ, if and only if, (34), (40) with q = 1
and (43) hold, and

lim
v⟶∞

αv = 0, ð44Þ

also holds

(v) A ∈ ðℓ∞ðLÞ, c0Þ, if and only if, (42) holds, and

lim
v⟶∞

〠
∞

k=0
mv,k
�� �� = 0, ð45Þ

also holds

Corollary 15. The following statements hold:

(i) A ∈ ðℓ1ðLÞ, cÞ, if and only if, (38), (39), and

lim
v⟶∞

mv,k exists, for all k ∈ℕ0, ð46Þ

also holds

(ii) Let 1 < p <∞: Then A ∈ ðℓpðLÞ, cÞ, if and only if,
(38), (40) and (46) holds
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(iii) A ∈ ðc0ðLÞ, cÞ, if and only if, (38) holds, (40) with
q = 1 and (46) hold

(iv) A ∈ ðcðLÞ, cÞ, if and only if, (34), (40) with q = 1 and
(46) hold, and

lim
v⟶∞

αv exists ð47Þ

also holds

(v) A ∈ ðℓ∞ðLÞ, cÞ, if and only if, (42) and (46) hold,
and

〠
∞

k=0
mv,k
�� �� converges uniformly in v ð48Þ

also holds

Corollary 16. The following statements hold:

(i) A ∈ ðℓ1ðLÞ, ℓ1Þ, if and only if, (38) holds and

sup
v∈ℕ0

〠
∞

v=0
mv,k
�� �� <∞, ð49Þ

also holds

(ii) Let 1 < p <∞: Then A ∈ ðℓpðLÞ, ℓ1Þ, if and only if,
(38) holds, and

sup
V∈N

〠
∞

k=0
〠
v∈V

mv,k

�����
�����
q

<∞, ð50Þ

also holds

(iii) A ∈ ðc0ðLÞ, ℓ1Þ, if and only if, (38) holds, and (50)
holds with q = 1

(iv) A ∈ ðcðLÞ, ℓ1Þ, if and only if, (34) and (50) hold with
q = 1, and

〠
∞

v=0
αvj j <∞, ð51Þ

also holds

(v) A ∈ ðℓ∞ðLÞ, ℓ1Þ, if and only if, (42) and (50) hold
with q = 1

5. Mapping Ideal

In this section, we construct s-type mapping ideals on
Leonardo sequence spaces ðc0ðL, rÞÞρ and ðℓpðL, rÞÞρ: By

B, we denote the class of all bounded linear mappings
between any two Banach spaces. In particular, BðX,YÞ
denote the class of all bounded linear mappings acting from

Banach space X to Banach space Y: We note down certain
notations and definitions before moving to our results:

Definition 17 (see [21, 22]). Let ω+ represent the set of non-
negative real sequences. Then, s-number is a mapping s :
BðX,YÞ⟶ ω+ that satisfies the following settings:

(i) kϕk = s0ðϕÞ ≥ s1ðϕÞ ≥ s2ðϕÞ ≥⋯≥0, for each ϕ ∈
BðX,YÞ

(ii) sa+b−1ðϕ + ψÞ ≤ saðϕÞ + sbðψÞ, for each ϕ, ψ ∈BðX,
YÞ and a, b ∈ℕ0

(iii) saðϕθψÞ ≤ kϕksaðθÞkψk, for all ϕ ∈BðX0,XÞ,
θ ∈BðX,YÞ, and ψ ∈BðY,Y0Þ, where X0 and Y0
are any two Banach sequence spaces

(iv) Let ϕ ∈BðX,YÞ and ν ∈ℂ: Then, saðνϕÞ = jνjsaðϕÞ
(v) If rank ðϕÞ ≤ a, then saðϕÞ = 0 for all ϕ ∈BðX,YÞ
(vi) svðIaÞ = 0 for v ≥ a or svðIaÞ = 1 for v < a, where

Ia denotes the identity mapping on the a-dimen-
sional Hilbert space ℓa2

In an assorted illustration of s-numbers, we intimate the
next settings:

(1) The a-th Kolmogorov number, denoted by daðXÞ, is
defined as

da Xð Þ = infdim J≤a sup fk k≤1 infg∈J Xf − gk k ð52Þ

(2) The a-th approximation number, denoted by αaðXÞ,
is defined as

αa Xð Þ = inf X − Yk k: Y ∈B X,Yð Þ, rank Yð Þ ≤ af g
ð53Þ

Definition 18 (see [23]). Let W ⊂B and denote W ðX,YÞ =
W ∩BðX,YÞ: Then, W is known as a mapping ideal if it
satisfies the following settings:

(i) ID ∈W , where D is a Banach sequence space of
one dimension

(ii) W ðX,YÞ is a linear space over ℂ
(iii) If ψ ∈BðX0,XÞ,θ ∈BðX,YÞ and ϕ ∈BðY0,YÞ,

then ϕθψ ∈BðX0,Y0Þ, where X0 and Y0 are any
two normed spaces

Definition 19 (see [24]). A prequasi norm on the idealW is a
mapping μ : W ⟶ ω+ satisfying the following settings:

(i) μðϕÞ ≥ 0 and μðϕÞ = 0 if and only if ϕ = 0, for all
ϕ ∈W ðX,YÞ

8 Journal of Function Spaces



(ii) There exists m0 ≥ 1 such that μðςϕÞ ≤m0jςjμðϕÞ, for
all ϕ ∈W ðX,YÞ

(iii) There exists n0 ≥ 1 such that μðϕ + ψÞ ≤ n0ðμðϕÞ +
μðψÞÞ, for all ϕ, ψ ∈W ðX,YÞ

(iv) There exists p0 ≥ 1 such that μðϕθψÞ ≤ p0kϕkμðθÞk
ψk whenever ψ ∈BðX0,XÞ,θ ∈BðX,YÞ and ϕ ∈
BðY0,YÞ

Definition 20 (see [24]). The subspace Z ⊂ ω is said to be a
private sequence space (or in short pss) if it satisfies the
following settings:

(i) ev ∈Z, for each v ∈ℕ0, where ev denotes the
sequence with 1 in the vth position and 0 elsewhere

(ii) If g = ðgvÞ ∈ ω,jhj = ðjhvjÞ ∈Z and jgvj ≤ jhvj, for
v ∈ℕ0, then jgj ∈Z

(iii) ðjg½v/2�jÞ ∈Z whenever ðjgvjÞ ∈Z, where ½v/2�
denotes the integral part of v/2

Definition 21 (see [24]). A subspace of the pss is said to be a
premodular pss, if there is a function υ : Z⟶ ½0,∞Þ satis-
fying the following conditions:

(i) For every j ∈Z, j = 0⇔ υðjjjÞ = 0, and υðjÞ ≥ 0, with
0 is the zero vector of Z

(ii) If j ∈Z and ρ ∈ℂ, then there are E0 ≥ 1 with
υðρjÞ ≤ jρjE0υðjÞ

(iii) υðh + jÞ ≤G0ðυðhÞ + υðjÞÞ holds for some G0 ≥ 1,
with f , g ∈Z

(iv) Assume x ∈ℕ0, jhxj ≤ jjxj, we have υððjhxjÞÞ ≤
υððjjxjÞÞ

(v) The inequality, υððjjxjÞÞ ≤ υððjj½x/2�jÞÞ ≤D0υððjjxjÞÞ
verifies, for D0 ≥ 1

(vi) �C =Zυ, where �C denotes the closure of the space of
all sequences with infinite zero coordinates

(vii) We have η > 0 such that υðρ, 0, 0, 0,⋯Þ ≥ ηjρjυð1,
0, 0, 0,⋯Þ, with ρ ∈ℂ

Definition 22 (see [24]). The pssZυ is said to be a prequasi
normed pss, if υ confirms the setups (i)-(iii) of Definition
21. If Z is complete equipped with υ, then Zυ is called a
prequasi Banach pss.

Lemma 23 (see [24]). Every premodular pss is a prequasi
normed pss:

In what follows, we will use the following inequality:

g + hj jp ≤ 2p−1 gj jp + hj jp� 
, ð54Þ

where 1 ≤ p <∞ and g, h ∈ℂ: For detailed studies concerning
s-numbers and mapping ideals, we refer to [23–28].

Definition 24. We define the following sequence spaces:

ℓp L, rð Þ� 
ρ1

≔ z = zkð Þ ∈ ω : ρ1 zð Þ = 〠
∞

v=0
〠
v

k=0

rklk
lv+2 − v + 2ð Þ zk

�����
�����
p

<∞

( )
,

c0 L, rð Þð Þρ2
≔ z = zkð Þ ∈ ω : lim

v⟶∞
〠
v

k=0

rklk
lv+2 − v + 2ð Þ zk = 0

( )
,

ð55Þ

where r = ðrkÞ ∈ ω+ and ρ2ðzÞ = supv∈ℕ0
j∑v

k=0ðrklk/ðlv+2 −
ðv + 2ÞÞÞzkj.

By I↗ and I↘, we will denote the space of all mono-
tonic increasing and decreasing sequences of positive reals,
respectively.

Theorem 25. c0ðL, rÞ is a pss, whenever ðrklkÞ∞k=0 ∈I↘ or
ðrklkÞ∞k=0 ∈I↗ ∩ ℓ∞, and there exists C ≥ 1 such that r2k+1
l2k+1 ≤ Crklk.

Proof.

(i) Let g, h ∈ c0ðL, rÞ, we obtain

sup
v∈ℕ0

〠
v

k=0

rklk
lv+2 − v + 2ð Þ gk + hkð Þ

�����
�����

≤ sup
v∈ℕ0

〠
v

k=0

rklk
lv+2 − v + 2ð Þ gk

�����
�����

+ sup
v∈ℕ0

〠
v

k=0

rklk
lv+2 − v + 2ð Þ hk

�����
����� <∞

ð56Þ

Thus, g + h ∈ c0ðL, rÞ:
Assume that ς ∈ℂ and g ∈ c0ðL, rÞ: Then, we have

sup
v∈ℕ0

〠
v

k=0

rklk
lv+2 − v + 2ð Þ ςgkð Þ

�����
����� = ςj j sup

v∈ℕ0

〠
v

k=0

rklk
lv+2 − v + 2ð Þ gk

�����
����� <∞:

ð57Þ

Thus c0ðL, rÞ is a linear space. Moreover

sup
v∈ℕ0

〠
v

k=0

rklk
lv+2 − v + 2ð Þ eað Þk

�����
����� = rala sup

v∈ℕ0

1
lv+2 − v + 2ð Þ
� �

<∞:

ð58Þ

This implies ea ∈ c0ðL, rÞ, for each a ∈ℕ0:
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(ii) Assume that jgkj ≤ jhkj, for all k ∈ℕ0 and jhj ∈
c0ðL, rÞ: Then, we have

sup
v∈ℕ0

〠
v

k=0

rklk
lv+2 − v + 2ð Þ gkj j

�����
�����

≤ sup
v∈ℕ0

〠
v

k=0

rklk
lv+2 − v + 2ð Þ hkj j

�����
����� <∞

ð59Þ

This concludes that jgj ∈ c0ðL, rÞ:

(iii) Let ðjgkjÞ ∈ c0ðL, rÞ, ðrklkÞ∞k=0 ∈IZ ∩ ℓ∞, and there
exists C ≥ 1 such that r2k+1l2k+1 ≤ Crklk. Then, we
have

sup
v∈ℕ0

〠
v

k=0

rklk
lv+2 − v + 2ð Þ g k

2½ �
��� ���

 !

≤ sup
v∈ℕ0

〠
2v

k=0

rklk
l2v+2 − 2v + 2ð Þ g k

2½ �
��� ���

 !

+ sup
v∈ℕ0

〠
2v+1

k=0

rklk
l2v+3 − 2v + 3ð Þ g k

2½ �
��� ���

 !

≤ sup
v∈ℕ0

1
l2v+2 − 2v + 2ð Þ
�

� r2vl2v gvj j + 〠
v

k=0
r2kl2k gkj j + r2k+1l2k+1 gkj jð Þ

( )#

+ sup
v∈ℕ0

1
l2v+3 − 2v + 3ð Þ
�

� 〠
v

k=0
r2kl2k gkj j + r2k+1l2k+1 gkj jð Þ

#

≤ sup
v∈ℕ0

C
lv+2 − v + 2ð Þ〠

v

k=0
rklk gkj j

 !

+ sup
v∈ℕ0

2C
lv+2 − v + 2ð Þ〠

v

k=0
rklk gkj j

 !

+ sup
v∈ℕ0

2C
lv+2 − v + 2ð Þ〠

v

k=0
rklk gkj j

 !

≤ 5C sup
v∈ℕ0

1
lv+2 − v + 2ð Þ〠

v

k=0
lk gkj j

 !
<∞

ð60Þ

Thus, ðg½k/2�Þ ∈ c0ðL, rÞ:
This completes the proof.

Theorem 26. ℓpðL, rÞ is a pss, whenever 1 < p <∞,
ðrklkÞ∞k=0 ∈I↗ or ðrklkÞ∞k=0 ∈IZ ∩ ℓ∞, and there exists C ≥ 1
such that r2k+1l2k+1 ≤ Crklk.

Proof.

(i) Let g, h ∈ ℓpðL, rÞ: By using (54), we obtain

〠
∞

v=0
〠
v

k=0

rklk
lv+2 − v + 2ð Þ gk + hkð Þ

�����
�����
p

≤ 2p−1 〠
∞

v=0
〠
v

k=0

rklk
lv+2 − v + 2ð Þ gk

�����
�����
p(

+ 〠
∞

v=0
〠
v

k=0

rklk
lv+2 − v + 2ð Þ hk

�����
�����
p)

<∞

ð61Þ

Thus, g + h ∈ ℓpðL, rÞ:
Assume that ς ∈ℂ and g ∈ ℓpðL, rÞ: Then, we have

〠
∞

v=0
〠
v

k=0

rklk
lv+2 − v + 2ð Þ ςgkð Þ

�����
�����
p

= ςj jp 〠
∞

v=0
〠
v

k=0

rklk
lv+2 − v + 2ð Þ gk

�����
�����
p

<∞:

ð62Þ

Thus, ℓpðL, rÞ is a linear space. Moreover,

〠
∞

v=0
〠
v

k=0

rklk
lv+2 − v + 2ð Þ eað Þk

�����
�����
p

= rpal
p
a 〠

∞

v=r

1
lv+2 − v + 2ð Þ
� �p

<∞:

ð63Þ

This implies ea ∈ ℓpðL, rÞ for each a ∈ℕ0:

(ii) Assume that jgkj ≤ jhkj, for all k ∈ℕ0 and jhj ∈ ℓpðL,
rÞ: Then, we have

〠
∞

v=0
〠
v

k=0

rklk
lv+2 − v + 2ð Þ gkj j

�����
�����
p

≤ 〠
∞

v=0
〠
v

k=0

rklk
lv+2 − v + 2ð Þ hkj j

�����
�����
p

<∞

ð64Þ

This concludes that jgj ∈ ℓpðL, rÞ:
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(iii) Let ðjgkjÞ ∈ ℓpðL, rÞ, ðrklkÞ∞k=0 ∈IZ ∩ ℓ∞, and there
exists C ≥ 1 such that r2k+1l2k+1 ≤ Crklk. Then, we
have

〠
∞

v=0
〠
v

k=0

rklk
lv+2 − v + 2ð Þ g k/2½ �

��� ���
 !p

= 〠
∞

v=0
〠
2v

k=0

rklk
l2v+2 − 2v + 2ð Þ g k/2½ �

��� ���
 !p

+ 〠
∞

v=0
〠
2v+1

k=0

rklk
l2v+3 − 2v + 3ð Þ g k/2½ �

��� ���
 !p

≤ 〠
∞

v=0

1
l2v+2 − 2v + 2ð Þ
�

� r2vl2v gvj j + 〠
v

k=0
r2kl2k gkj j + r2k+1l2k+1 gkj jð Þ

( )#p

+ 〠
∞

v=0

1
l2v+3 − 2v + 3ð Þ〠

v

k=0
r2kl2k gkj j + r2k+1l2k+1 gkj jð Þ

" #p

≤ 2p−1 〠
∞

v=0

C
lv+2 − v + 2ð Þ〠

v

k=0
rklk gkj j

 !p"

+ 〠
∞

v=0

2C
lv+2 − v + 2ð Þ〠

v

k=0
rklk gkj j

 !p #

+ 〠
∞

v=0

2C
lv+2 − v + 2ð Þ〠

v

k=0
rklk gkj j

 !p

≤ 22p−1 + 2p + 2p−1
� 

Cp

� 〠
∞

v=0

1
lv+2 − v + 2ð Þ〠

v

k=0
lk gkj j

 !p

<∞

ð65Þ

Thus, ðg½k/2�Þ ∈ ℓpðL, rÞ:
This completes the proof.

Define the setsBs
ZðX,YÞ,Bα

ZðX,YÞ, andBd
ZðX,YÞ by

Bs
Z X,Yð Þ≔ ϕ ∈B X,Yð Þ: sa ϕð Þð Þ ∈Zf g,

Bα
Z X,Yð Þ≔ ϕ ∈B X,Yð Þ: αa ϕð Þð Þ ∈Zf g,

Bd
Z X,Yð Þ≔ ϕ ∈B X,Yð Þ: da ϕð Þð Þ ∈Zf g,

ð66Þ

where X and Y are any two Banach sequence spaces.
We denote Bs

Z ≔ fBs
ZðX,YÞg:, Bα

Z ≔ fBα
ZðX,YÞg, and

Bd
Z ≔ fBd

ZðX,YÞg, respectively.

Lemma 27 (see [24]). Let the linear sequence space Z be a
pss: Then, Bs

Z is a mapping ideal.

Theorem 28. Let ðrklkÞ∞k=0 ∈I↘ or ðrklkÞ∞k=0 ∈I↗ ∩ ℓ∞, and
there exists C ≥ 1 such that r2k+1l2k+1 ≤ Crklk. Then, B

s
c0ðL,rÞ

is a mapping ideal.

Proof. It follows straightly from Lemma 27.

Theorem 29. Let 1 < p <∞,ðrklkÞ∞k=0 ∈I↘ or ðrklkÞ∞k=0 ∈
I↗ ∩ ℓ∞, and there exists C ≥ 1 such that r2k+1l2k+1 ≤ Crklk.
Then, Bs

ℓpðL,rÞ is a mapping ideal.

Proof. It follows straightly from Lemma 27.

Theorem 30. Let ðrklkÞ∞k=0 ∈I↘ or ðrklkÞ∞k=0 ∈I↗ ∩ ℓ∞,
and there exists C ≥ 1 such that r2k+1l2k+1 ≤ Crklk. Then,
ðc0ðL, rÞÞρ is a premodular pss:

Proof.

(i) Clearly, for all g ∈ ðc0ðL, rÞÞρ that ρðgÞ ≥ 0 and
ρðjgjÞ = 0, if and only if, g = 0

(ii) For any ε ≥ 1: Then ρðαgÞ ≤ εjαjρðgÞ, for all g ∈
c0ðL, rÞ and α ∈ℂ

(iii) Observe that ρðg + hÞ ≤ ρðgÞ + ρðhÞ, for all g, h ∈
c0ðL, rÞ

(iv) We have ρððjgkjÞÞ ≤ ρððjhkjÞÞ, whenever jgkj ≤ jhkj
(see Proof Part (ii), Theorem 25).

(v) It is immediate from Proof Part (iii) of Theorem 25
that ρððjgkjÞÞ ≤ ρððjg½k/2�jÞÞ ≤ δρððjgkjÞÞ with δ = 5C.

�C = c0 L, rð Þ ð67Þ

(vi) We have, when α ≠ 0 then 0 < γ ≤ 1, for ρðα, 0,
0,⋯Þ ≥ γjαjρð1, 0, 0,⋯Þ and when α = 0 then γ > 0

This completes the proof.

Theorem 31. Let 1 < p <∞,ðrklkÞ∞k=0 ∈I↘ or ðrklkÞ∞k=0 ∈
I↘ ∩ ℓ∞, and there exists C ≥ 1 such that r2k+1l2k+1 ≤ Crklk.
Then, ðℓpðL, rÞÞρ is a premodular pss:

Proof.

(i) Clearly, for all g ∈ ðℓpðL, rÞÞρ that ρðgÞ ≥ 0 and

ρðjgjÞ = 0, if and only if, g = 0

(ii) Let ε =max f1, jαjp−1g ≥ 1: Then, ρðαgÞ ≤ εjαjρðgÞ,
for all g ∈ ℓpðL, rÞ and α ∈ℂ

(iii) Observe that ρðg + hÞ ≤ 2p−1ðρðgÞ + ρðhÞÞ, for all
g, h ∈ ℓpðL, rÞ

(iv) We have ρððjgkjÞÞ ≤ ρððjhkjÞÞ, whenever jgkj ≤ jhkj
(see Proof Part (ii), Theorem 26).

(v) It is immediate from Proof Part (iii) of Theorem 26
that ρððjgkjÞÞ ≤ ρððjg½k/2�jÞÞ ≤ δρððjgkjÞÞ with δ =
ð22p−1 + 2p + 2p−1ÞCp

�C = ℓp L, rð Þ ð68Þ
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(vi) We have, when α ≠ 0 then 0 < γ < jαjp−1, for ρðα, 0,
0,⋯Þ ≥ γjαjρð1, 0, 0,⋯Þ, and when α = 0 then γ > 0

This completes the proof.

Theorem 32. Assume that ðrklkÞ∞k=0 ∈I↘ or ðrklkÞ∞k=0 ∈
I↘ ∩ ℓ∞, and there exists C ≥ 1 such that r2k+1l2k+1 ≤ Crklk.
Then, ðc0ðL, rÞÞρ is a prequasi Banach pss:

Proof. In view of Theorem 30 and Lemma 23, it is enough to
prove that every Cauchy sequence in ðc0ðL, rÞÞρ is conver-

gent in ðc0ðL, rÞÞρ:We assume that gðmÞ = ðgðmÞ
k Þ is a Cauchy

sequence in ðc0ðL, rÞÞρ: Then, for all ε ∈ ð0, 1Þ there exists
n0 ∈ℕ0 such that

ρ g mð Þ − g nð Þ
� �

= sup
v=0

∞ 1
lv+2 − v + 2ð Þ〠

v

k=0
lk g

mð Þ
k − g nð Þ

� �
k

�����
����� < ε,

ð69Þ

for all m, n ≥ n0: This implies that ðgðmÞ − gðnÞÞ < ε, for all
m, n ≥ n0: Thus, ðgðmÞÞ is a Cauchy sequence in ℂ: Since

ℂ is complete, lim
m⟶∞

g
ðmÞ
k = gk, for a fixed k ∈ℕ0: This

yields, by using (69), that ρðgðmÞ − gÞ < ε, for all m ≥ n0:
Besides, we have ρðgÞ ≤ ρðgðmÞ − gÞ + ρðgðmÞÞ <∞: This con-
cludes that g ∈ ðc0ðL, rÞÞρ: Thus, ðc0ðL, rÞÞρ is a prequasi
Banach pss:

Theorem 33. Assume that 1 < p <∞,ðrklkÞ∞k=0 ∈I↘ or
ðrklkÞ∞k=0 ∈IZ ∩ ℓ∞, and there exists C ≥ 1 such that r2k+1
l2k+1 ≤ Crklk. Then, ðℓpðL, rÞÞρ is a prequasi Banach pss:

Proof. In view of Theorem 31 and Lemma 23, it is enough to
prove that every Cauchy sequence in ðℓpðL, rÞÞρ is conver-

gent in ðℓpðL, rÞÞρ:We assume that gðmÞ = ðgðmÞ
k Þ is a Cauchy

sequence in ðℓpðL, rÞÞρ: Then, for all ε ∈ ð0, 1Þ there exists

n0 ∈ℕ0 such that

ρ g mð Þ − g nð Þ
� �

= 〠
∞

v=0

1
lv+2 − v + 2ð Þ〠

v

k=0
lk g

mð Þ
k − g nð Þ

� �
k

�����
����� < εp,

ð70Þ

for all m, n ≥ n0: This implies that ðgðmÞ − gðnÞÞ < ε, for all
m, n ≥ n0: Thus, ðgðmÞÞ is a Cauchy sequence in ℂ: Since ℂ

is complete, lim
m⟶∞

g
ðmÞ
k = gk, for a fixed k ∈ℕ0: This yields,

by using (70), that ρðgðmÞ − gÞ < εp, for all m ≥ n0: Besides,
we have ρðgÞ ≤ 2p−1ðρðgðmÞ − gÞ + ρðgðmÞÞÞ <∞: This con-
cludes that g ∈ ðℓpðL, rÞÞρ: Thus ðℓpðL, rÞÞρ is a prequasi

Banach pss:

Theorem 34 (see [27]). Suppose s − type Eρ ≔ fh = ðsxðHÞÞ
∈ ω+ : H ∈BðX,YÞand ρðhÞ<∞g: If Bs

Eρ
is a mapping

ideal, then the following conditions are verified:

(1) C ⊂ s − typeEρ

(2) Suppose ðsxðH1ÞÞ∞x=0 ∈ s − typeEρ and ðsxðH2ÞÞ∞x=0 ∈
s − typeEρ; then ðsxðH1 +H2ÞÞ∞x=0 ∈ s − typeEρ

(3) Assume λ ∈ℂ and ðsxðHÞÞ∞x=0 ∈ s − typeEρ; then
jλjðsxðHÞÞ∞x=0 ∈ s − typeEρ

(4) The sequence space Eρ is solid; i.e., if ðsxðJÞÞ∞x=0 ∈ s −
typeEρ and sxðHÞ ≤ sxðJÞ, for all x ∈ℕ0 and H, J ∈
BðX,YÞ; then ðsxðHÞÞ∞x=0 ∈ s − typeEρ

In view of Theorem 34, we construct the next properties of
the s − type ðc0ðL, rÞÞρ and the s − type ðℓpðL, rÞÞρ.

Theorem 35. Let s − type ðc0ðL, rÞÞρ ≔ f f = ðsnðXÞÞ ∈
ω+ : X ∈BðX,YÞ and ρð f Þ<∞g: The next conditions are
established:

(1) One has s − type ðc0ðL, rÞÞρ ⊃C

(2) Suppose ðsrðX1ÞÞ∞r=0 ∈ s − type ðc0ðL, rÞÞρ and ðsr
ðX2ÞÞ∞r=0 ∈ s − type ðc0ðL, rÞÞρ; then ðsrðX1 + X2ÞÞ∞r=0
∈ s − type ðc0ðL, rÞÞρ

(3) Assume λ ∈ℂ and ðsrðXÞÞ∞r=0 ∈ s − type ðc0ðL, rÞÞρ;
hence jλjðsrðXÞÞ∞r=0 ∈ s − type ðc0ðL, rÞÞρ

(4) The s − type ðc0ðL, rÞÞρ is solid

Theorem 36. Let s − type ðℓpðL, rÞÞρ ≔ f f = ðsnðXÞÞ ∈ ω+

: X ∈BðX,YÞ and ρð f Þ<∞g: The next conditions are
established:

(1) One has s − type ðℓpðL, rÞÞρ ⊃C

(2) Suppose ðsrðX1ÞÞ∞r=0 ∈ s − type ðℓpðL, rÞÞρ and ðsr
ðX2ÞÞ∞r=0 ∈ s − type ðℓpðL, rÞÞρ; then ðsrðX1 + X2ÞÞ∞r=0
∈ s − type ðℓpðL, rÞÞρ

(3) Assume λ ∈ℂ and ðsrðXÞÞ∞r=0 ∈ s − type ðℓpðL, rÞÞρ;
hence jλjðsrðXÞÞ∞r=0 ∈ s − type ðℓpðL, rÞÞρ

(4) The s − type ðℓpðL, rÞÞρ is solid

6. Characteristics of the Prequasi Ideal

The conventions listed below will be followed throughout
the article; if the species is preowned, we will give it to
you.
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Conventions 1. Please see the following conventions:
F : the ideal of finite rank mappings between any arbi-

trary Banach spaces
A : the ideal of approximable mappings between any

arbitrary Banach spaces
K : the ideal of compact mappings between any arbi-

trary Banach spaces
FðX,YÞ: the space of finite rank mappings from a

Banach space X into a Banach space Y
FðXÞ: the space of finite rank mappings from a Banach

space X into itself
AðX,YÞ: the space of approximable mappings from a

Banach space X into a Banach space Y
AðXÞ: the space of approximable mappings from a

Banach space X into itself
KðX,YÞ: the space of compact mappings from a

Banach space X into a Banach space Y
KðXÞ: the space of compact mappings from a Banach

space X into itself

Lemma 37 (see [28]). If M ∈BðX,YÞ and M ∉AðX,YÞ,
then there are operators Q ∈BðXÞ and L ∈BðYÞ so that
LMQex = ex, for all x ∈ℕ0.

Definition 38 (see [28]). A Banach space E is called simple if
the algebra BðEÞ includes one and only one nontrivial
closed ideal.

Theorem 39 (see [28]). Suppose E is a Banach space with
dim ðEÞ =∞; then

F Eð Þ ⊂A Eð Þ ⊂K Eð Þ ⊂B Eð Þ: ð71Þ

In this section, firstly, we introduce the enough setups
(not necessary) on ðc0ðL, rÞÞρ and ðℓpðL, rÞÞρ such that �F =
Bs

ðc0ðL,rÞÞρ and �F =Bs
ðℓpðL,rÞÞρ

. This investigates a negative

answer of Rhoades [29] open problem about the linearity
of s − type ðc0ðL, rÞÞρ and ðℓpðL, rÞÞρ spaces. Secondly, for

which conditions on ðc0ðL, rÞÞρ and ðℓpðL, rÞÞρ, are

Bs
ðc0ðL,rÞÞρ and Bs

ðℓpðL,rÞÞρ
closed and complete? Thirdly, we

explain the enough setups on ðc0ðL, rÞÞρ and ðℓpðL, rÞÞρ
such that Bs

ðc0ðL,rÞÞρ and Bs
ðℓpðL,rÞÞρ

are strictly contained for

different weights and powers. We offer the setups so that
Bα

ðℓpðL,rÞÞρ
is minimum. Fourthly, we introduce the condi-

tions so that the Banach prequasi ideal Bs
ðc0ðL,rÞÞρ and

Bs
ðℓpðL,rÞÞρ

are simple Banach spaces. Fifthly, we investigate

the enough conditions on ðc0ðL, rÞÞρ and ðℓpðL, rÞÞρ such

that the space of all bounded linear operators which
sequence of eigenvalues in ðc0ðL, rÞÞρ and ðℓpðL, rÞÞρ equal

Bs
ðc0ðL,rÞÞρ and Bs

ðℓpðL,rÞÞρ
, respectively.

6.1. Finite Rank Prequasi Ideal

Theorem 40. Bs
ðc0ðL,rÞÞρðX,YÞ = �FðX,YÞ; suppose the setups

ðrklkÞ∞k=0 ∈I↘ or ðrklkÞ∞k=0 ∈IZ ∩ ℓ∞, and there exists C ≥ 1
such that r2k+1l2k+1 ≤ Crklk are satisfied. But the converse is
not necessarily true.

Proof. To investigate that �FðX,YÞ ⊆Bs
ðc0ðL,rÞÞρðX,YÞ, as

el ∈ ðc0ðL, rÞÞρ, for every l ∈ℕ0,ðc0ðL, rÞÞρ is a linear space.

Let Z ∈ FðX,YÞ, one gets ðslðZÞÞ∞l=0 ∈C. To explain that
Bs

ðc0ðL,rÞÞρðX,YÞ ⊆ �FðX,YÞ, assume Z ∈Bs
ðc0ðL,rÞÞρðX,YÞ,

we obtain ðslðZÞÞ∞l=0 ∈ ðc0ðL, rÞÞρ. Since ρðslðZÞÞ∞l=0<∞, let

ρ ∈ ð0, 1Þ; hence, there is l0 ∈ℕ0 − f0g with ρððslðZÞÞ∞l=l0Þ <
ρ/16d, for some d ≥ 1. Since slðZÞ ∈I�, we get

sup
l=l0+1

2l0 ∑l
j=0r jljs2l0 Zð Þ
ll+2 − l + 2ð Þ ≤ sup

l=l0+1

2l0 ∑l
j=0rjljsj Zð Þ

ll+2 − l + 2ð Þ

≤ sup
l=l0

∞ ∑l
j=0r jljsj Zð Þ

ll+2 − l + 2ð Þ < ρ

16d :
ð72Þ

Hence, there is Y ∈ F2l0ðX,YÞ so that rankðYÞ ≤ 2l0 and

sup
l=2l0+1

3l0 ∑l
j=0r jlj Z − Yk k
ll+2 − l + 2ð Þ ≤ sup

l=l0+1

2l0 ∑l
j=0rjlj Z − Yk k
ll+2 − l + 2ð Þ < ρ

16d ,

ð73Þ

we have

〠
l0

j=0
rjlj Z − Yk k < ρ

16 : ð74Þ

Therefore, one has

sup
l=0

l0 ∑l
j=0r jlj Z − Yk k
ll+2 − l + 2ð Þ < ρ

16d : ð75Þ

In view of inequalities (72)–(75), and ðrklkÞ∞k=0 ∈I�, one
gets

d Z, Yð Þ = ρ sl Z − Yð Þð Þ∞l=0

≤ sup
l=0

3l0−1∑
l
j=0rjljsj Z − Yð Þ
ll+2 − l + 2ð Þ + sup

l=3l0

∞ ∑l
j=0rjljsj Z − Yð Þ
ll+2 − l + 2ð Þ

≤ sup
l=0

3l0 ∑l
j=0rjljsj Z − Yð Þ
ll+2 − l + 2ð Þ + sup

l=l0

∞ ∑l+2l0
j=0 r jljsj Z − Yð Þ

ll+2l0+2 − l + 2l0 + 2ð Þ

≤ sup
l=0

3l0 ∑l
j=0rjljsj Z − Yð Þ
ll+2 − l + 2ð Þ + sup

l=l0

∞ ∑l+2l0
j=0 r jljsj Z − Yð Þ
ll+2 − l + 2ð Þ
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≤ 3 sup
l=0

l0 ∑l
j=0r jlj Z − Yk k
ll+2 − l + 2ð Þ

+ sup
l=l0

∞ ∑2l0−1
j=0 rjljsj Z − Yð Þ +∑l+2l0

j=2l0r jljsj Z − Yð Þ
ll+2 − l + 2ð Þ

 !

≤ 3 sup
l=0

l0 ∑l
j=0r jlj Z − Yk k
ll+2 − l + 2ð Þ + sup

l=l0

∞ ∑2l0−1
j=0 r jljsj Z − Yð Þ
ll+2 − l + 2ð Þ

+ sup
l=l0

∞ ∑l+2l0
j=2l0rjljsj Z − Yð Þ
ll+2 − l + 2ð Þ

≤ 3 sup
l=0

l0 ∑l
j=0r jlj Z − Yk k
ll+2 − l + 2ð Þ + sup

l=l0

∞ ∑2l0−1
j=0 r jljsj Z − Yð Þ
ll+2 − l + 2ð Þ

+ sup
l=l0

∞ ∑l
j=0rj+2l0lj+2l0 sj+2l0 Z − Yð Þ

ll+2 − l + 2ð Þ

≤ 3 sup
l=0

l0 ∑l
j=0r jlj Z − Yk k
ll+2 − l + 2ð Þ + 2〠

l0

j=0
ljr j Z − Yk k

+ sup
l=l0

∞ ∑l
j=0rjljsj Zð Þ

ll+2 − l + 2ð Þ < ρ:

ð76Þ

On the opposite side, one has a negative example as I3
∈Bs

ðc0ðL,rÞÞρðX,YÞ, where r = ð0, 0, 0, 1, 0, 1, 0,Þ. This shows
the proof.

Theorem 41. Bs
ðℓpðL,rÞÞρ

ðX,YÞ = �FðX,YÞ; suppose the setups
1 < p <∞,ðrklkÞ∞k=0 ∈I↘ or ðrklkÞ∞k=0 ∈IZ ∩ ℓ∞, and there
exists C ≥ 1 such that r2k+1l2k+1 ≤ Crklk are confirmed. But
the converse is not necessarily true.

Proof. To investigate that �FðX,YÞ ⊆Bs
ðℓpðL,rÞÞρ

ðX,YÞ, as

el ∈ ðℓpðL, rÞÞρ, for every l ∈ℕ0, ðℓpðL, rÞÞρ is a linear space.
Let Z ∈ FðX,YÞ; one gets ðslðZÞÞ∞l=0 ∈C. To explain that
Bs

ðℓpðL,rÞÞρ
ðX,YÞ ⊆ �FðX,YÞ, assume Z ∈Bs

ðℓpðL,rÞÞρ
ðX,YÞ;

we obtain ðslðZÞÞ∞l=0 ∈ ðℓpðL, rÞÞρ. Since ρðslðZÞÞ∞l=0<∞, let

ρ ∈ ð0, 1Þ, hence, there is l0 ∈ℕ0 − f0g with ρððslðZÞÞ∞l=l0Þ
< ðρ/2p+3ηdÞ, for some d ≥ 1, where η =max f1,∑∞

l=l0
ð1/ðll+2 − ðl + 2ÞÞÞpg: Since slðZÞ ∈I�, we get

〠
2l0

l=l0+1

∑l
j=0rjljs2l0 Zð Þ
ll+2 − l + 2ð Þ

 !p

≤ 〠
2l0

l=l0+1

∑l
j=0rjljsj Zð Þ

ll+2 − l + 2ð Þ

 !p

≤ 〠
∞

l=l0

∑l
j=0r jljsj Zð Þ

ll+2 − l + 2ð Þ

 !p

< ρ

2p+3ηd :

ð77Þ

Hence, there is Y ∈ F2l0ðX,YÞ so that rankðYÞ ≤ 2l0
and

〠
3l0

l=2l0+1

∑l
j=0rjlj Z − Yk k
ll+2 − l + 2ð Þ

 !p

≤ 〠
2l0

l=l0+1

∑l
j=0rjlj Z − Yk k
ll+2 − l + 2ð Þ

 !p

< ρ

2p+3ηd :

ð78Þ

Since 1 < p <∞, we have

〠
l0

j=0
rjlj Z − Yk k

 !p

< ρ

22p+2η : ð79Þ

Therefore, one has

〠
l0

l=0

∑l
j=0r jlj Z − Yk k
ll+2 − l + 2ð Þ

 !p

< ρ

2p+3ηd : ð80Þ

In view of inequalities (54), (77)–(80), and ðrklkÞ∞k=0 ∈
I�, one gets

d Z, Yð Þ = ρ sl Z − Yð Þð Þ∞l=0

= 〠
3l0−1

l=0

∑l
j=0r jljsj Z − Yð Þ
ll+2 − l + 2ð Þ

 !p

+ 〠
∞

l=3l0

∑l
j=0r jljsj Z − Yð Þ
ll+2 − l + 2ð Þ

 !p

≤ 〠
3l0

l=0

∑l
j=0rjljsj Z − Yð Þ
ll+2 − l + 2ð Þ

 !p

+ 〠
∞

l=l0

∑l+2l0
j=0 r jljsj Z − Yð Þ

ll+2l0+2 − l + 2l0 + 2ð Þ

 !p

≤ 〠
3l0

l=0

∑l
j=0rjljsj Z − Yð Þ
ll+2 − l + 2ð Þ

 !p

+ 〠
∞

l=l0

∑l+2l0
j=0 r jljsj Z − Yð Þ
ll+2 − l + 2ð Þ

 !p

≤ 3〠
l0

l=0

∑l
j=0rjlj Z − Yk k
ll+2 − l + 2ð Þ

 !p

+ 〠
∞

l=l0

∑2l0−1
j=0 r jljsj Z − Yð Þ +∑l+2l0

j=2l0r jljsj Z − Yð Þ
ll+2 − l + 2ð Þ

 !p

≤ 3〠
l0

l=0

∑l
j=0rjlj Z − Yk k
ll+2 − l + 2ð Þ

 !p
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+ 2p−1 〠
∞

l=l0

∑2l0−1
j=0 rjljsj Z − Yð Þ
ll+2 − l + 2ð Þ

 !p
2
4

+ 〠
∞

l=l0

∑l+2l0
j=2l0r jljsj Z − Yð Þ
ll+2 − l + 2ð Þ

 !p35

≤ 3〠
l0

l=0

∑l
j=0rjlj Z − Yk k
ll+2 − l + 2ð Þ

 !p

+ 2p−1 〠
∞

l=l0

∑2l0−1
j=0 rjljsj Z − Yð Þ
ll+2 − l + 2ð Þ

 !p
2
4

+ 〠
∞

l=l0

∑l
j=0r j+2l0lj+2l0 sj+2l0 Z − Yð Þ

ll+2 − l + 2ð Þ

 !p#

≤ 3〠
l0

l=0

∑l
j=0rjlj Z − Yk k
ll+2 − l + 2ð Þ

 !p

+ 2p 〠
l0

j=0
ljr j Z − Yk k

 !p

� 〠
∞

l=l0

1
ll+2 − l + 2ð Þ
� �p

+ 2p−1 〠
∞

l=l0

∑l
j=0rjljsj Zð Þ

ll+2 − l + 2ð Þ

 !p

< ρ:

ð81Þ

On the opposite side, one has a negative example as
I4 ∈B

s
ðℓ0:5ðL,rÞÞρðX,YÞ, where r = ð0, 0, 0, 0, 1, 1,Þ. This shows

the proof.

6.2. Banach and Closed Prequasi Ideal

Theorem 42 (see [24]). The functionΨ is a prequasi norm on
Bs

ðEÞρ , whereΨðYÞ = ρðsbðYÞÞ∞b=0, for every Y ∈Bs
ðEÞρðX,YÞ,

if ðEÞρ is a premodular pss.

Theorem 43. If the setups ðrklkÞ∞k=0 ∈I↘ or ðrklkÞ∞k=0 ∈IZ
∩ ℓ∞, and there exists C ≥ 1 such that r2k+1l2k+1 ≤ Crklk with
r0 > 0 are satisfied, then ðBs

ðc0ðL,rÞÞρ ,ΨÞ is a prequasi Banach

ideal, where ψðXÞ = ρððslðXÞÞ∞l=0Þ.

Proof. As ðc0ðL, rÞÞρ is a premodular pss, hence from
Theorem 42, Ψ is a prequasi norm on Bs

ðc0ðL,rÞÞρ . Suppose

ðXbÞb∈ℕ0
is a Cauchy sequence in Bs

ðc0ðL,rÞÞρðX,YÞ. As

BðX,YÞ ⊇Bs
ðc0ðL,rÞÞρðX,YÞ, one obtains

Ψ Xa − Xbð Þ = sup
l∈ℕ0

∑l
j=0r jljsj Xa − Xbð Þ
ll+2 − l + 2ð Þ ≥ r0 Xa − Xbk k:

ð82Þ

Hence, ðXbÞb∈ℕ0
is a Cauchy sequence in BðX,YÞ.

Since BðX,YÞ is a Banach space, then there is X ∈
BðX,YÞ with limb⟶∞ kXb − Xk = 0: Since ðslðXbÞÞ∞l=0 ∈

ðc0ðL, rÞÞρ, every b ∈ℕ0. According to Definition 21 setups
(ii), (iii), and (v), one gets

Ψ Xð Þ = sup
l∈ℕ0

∑l
j=0rjljsj Xð Þ

ll+2 − l + 2ð Þ

≤ sup
l∈ℕ0

∑l
j=0rjljs j/2½ � X − Xbð Þ
ll+2 − l + 2ð Þ + sup

l∈ℕ0

∑l
j=0r jljs j/2½ � Xbð Þ
ll+2 − l + 2ð Þ

≤ sup
l∈ℕ0

∑l
j=0rjlj X − Xbk k
ll+2 − l + 2ð Þ +D0 sup

l∈ℕ0

∑l
j=0r jljsj Xbð Þ
ll+2 − l + 2ð Þ <∞:

ð83Þ

Therefore, ðslðXÞÞ∞l=0 ∈ ðc0ðL, rÞÞρ; then X ∈Bs
ðc0ðL,rÞÞρ

ðX,YÞ.

Theorem 44. If the setups 1 < p <∞,ðrklkÞ∞k=0 ∈I↘ or
ðrklkÞ∞k=0 ∈IZ ∩ ℓ∞, and there exists C ≥ 1 such that r2k+1
l2k+1 ≤ Crklk with r0 > 0 are confirmed; then ðBs

ðℓpðL,rÞÞρ
,ΨÞ

is a prequasi Banach ideal, where ψðXÞ = ρððslðXÞÞ∞l=0Þ.

Proof. As ðℓpðL, rÞÞρ is a premodular pss, hence from

Theorem 42, Ψ is a prequasi norm on Bs
ðℓpðL,rÞÞρ

. Sup-

pose ðXbÞb∈ℕ0
is a Cauchy sequence in Bs

ðℓpðL,rÞÞρ
ðX,YÞ.

As BðX,YÞ ⊇Bs
ðℓpðL,rÞÞρ

ðX,YÞ, one obtains

Ψ Xa − Xbð Þ = 〠
∞

l=0

∑l
j=0rjljsj Xa − Xbð Þ
ll+2 − l + 2ð Þ

 !p

≥ r0 Xa − Xbk kð Þp:

ð84Þ

Hence, ðXbÞb∈ℕ0
is a Cauchy sequence in BðX,YÞ.

Since BðX,YÞ is a Banach space, then there is X ∈
BðX,YÞ with limb⟶∞ kXb − Xk = 0:Since ðslðXbÞÞ∞l=0 ∈
ðℓpðL, rÞÞρ, every b ∈ℕ0. According to Definition 21

setups (ii), (iii), and (v), one gets

Ψ Xð Þ = 〠
∞

l=0

∑l
j=0rjljsj Xð Þ

ll+2 − l + 2ð Þ

 !p

≤ 2p−1 〠
∞

l=0

∑l
j=0rjljs j/2½ � X − Xbð Þ
ll+2 − l + 2ð Þ

 !p

+ 2p−1 〠
∞

l=0

∑l
j=0rjljs j/2½ � Xbð Þ
ll+2 − l + 2ð Þ

 !p

≤ 2p−1 〠
∞

l=0

∑l
j=0rjlj X − Xbk k
ll+2 − l + 2ð Þ

 !p

+ 2p−1D0 〠
∞

l=0

∑l
j=0r jljsj Xbð Þ
ll+2 − l + 2ð Þ

 !p

<∞:

ð85Þ
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Therefore, ðslðXÞÞ∞l=0 ∈ ðℓpðL, rÞÞρ; then X ∈Bs
ðℓpðL,rÞÞρ

ðX,YÞ.

Theorem 45. Assume X, Y are normed spaces; the setups
ðrklkÞ∞k=0 ∈I↘ or ðrklkÞ∞k=0 ∈IZ ∩ ℓ∞; and there exists C ≥ 1
such that r2k+1l2k+1 ≤ Crklk with r0 > 0 are satisfied; then
ðBs

ðc0ðL,rÞÞρ ,ΨÞ is a prequasi closed ideal, where ΨðXÞ =
ρððslðXÞÞ∞l=0Þ.

Proof. As ðc0ðL, rÞÞρ is a premodular pss, by using Theorem
42, Ψ is a prequasi norm on Bs

ðc0ðL,rÞÞρ . Assume Xb ∈
Bs

ðc0ðL,rÞÞρðX,YÞ, every b ∈ℕ0 and limb⟶∞ΨðXb − XÞ = 0.
As BðX,YÞ ⊇Bs

ðc0ðL,rÞÞρðX,YÞ, we have

Ψ X − Xbð Þ = sup
l∈ℕ0

∑l
j=0rjljsj X − Xbð Þ
ll+2 − l + 2ð Þ ≥ r0 X − Xbk k: ð86Þ

Hence, ðXbÞb∈ℕ0
is a convergent sequence in BðX,YÞ.

Since ðslðXbÞÞ∞l=0 ∈ ðc0ðL, rÞÞρ, for every b ∈ℕ0. In view of
Definition 21 setups (ii), (iii), and (v), one has

Ψ Xð Þ = sup
l∈ℕ0

∑l
j=0r jljsj Xð Þ

ll+2 − l + 2ð Þ

≤ sup
l∈ℕ0

∑l
j=0r jljs j/2½ � X − Xbð Þ
ll+2 − l + 2ð Þ + sup

l∈ℕ0

∑l
j=0rjljs j/2½ � Xbð Þ
ll+2 − l + 2ð Þ

≤ sup
l∈ℕ0

∑l
j=0r jlj X − Xbk k
ll+2 − l + 2ð Þ +D0 sup

l∈ℕ0

∑l
j=0r jljsj Xbð Þ
ll+2 − l + 2ð Þ <∞:

ð87Þ

We get ðslðXÞÞ∞l=0 ∈ ðc0ðL, rÞÞρ, so X ∈Bs
ðc0ðL,rÞÞρðX,YÞ.

Theorem 46. Assume X, Y are normed spaces; the setups 1
< p <∞,ðrklkÞ∞k=0 ∈I↘ or ðrklkÞ∞k=0 ∈IZ ∩ ℓ∞; and there
exists C ≥ 1 such that r2k+1l2k+1 ≤ Crklk with r0 > 0 are satis-
fied; hence, ðBs

ðℓpðL,rÞÞρ
,ΨÞ is a prequasi closed ideal, where

ΨðXÞ = ρððslðXÞÞ∞l=0Þ.

Proof. As ðℓpðL, rÞÞρ is a premodular pss, by using Theorem

42, Ψ is a prequasi norm on Bs
ðℓpðL,rÞÞρ

. Assume Xb ∈

Bs
ðℓpðL,rÞÞρ

ðX,YÞ, for every b ∈ℕ0 and limb⟶∞ΨðXb − XÞ
= 0. As BðX,YÞ ⊇Bs

ðℓpðL,rÞÞρ
ðX,YÞ, we have

Ψ X − Xbð Þ = 〠
∞

l=0

∑l
j=0r jljsj X − Xbð Þ
ll+2 − l + 2ð Þ

 !p

≥ r0 X − Xbk kð Þp:

ð88Þ

Hence, ðXbÞb∈ℕ0
is a convergent sequence in BðX,YÞ.

Since ðslðXbÞÞ∞l=0 ∈ ðℓpðL, rÞÞρ, every b ∈ℕ0. In view of Defi-

nition 21 setups (ii), (iii), and (v), one has

Ψ Xð Þ = 〠
∞

l=0

∑l
j=0rjljsj Xð Þ

ll+2 − l + 2ð Þ

 !p

≤ 2p−1 〠
∞

l=0

∑l
j=0rjljs j/2½ � X − Xbð Þ
ll+2 − l + 2ð Þ

 !p

+ 2p−1 〠
∞

l=0

∑l
j=0rjljs j/2½ � Xbð Þ
ll+2 − l + 2ð Þ

 !p

≤ 2p−1 〠
∞

l=0

∑l
j=0rjlj X − Xbk k
ll+2 − l + 2ð Þ

 !p

+ 2p−1D0 〠
∞

l=0

∑l
j=0r jljsj Xbð Þ
ll+2 − l + 2ð Þ

 !p

<∞:

ð89Þ

We get ðslðXÞÞ∞l=0 ∈ ðℓpðL, rÞÞρ, so X ∈Bs
ðℓpðL,rÞÞρ

ðX,YÞ.

6.3. Minimum Prequasi Ideal

Theorem 47. Suppose X and Y are Banach spaces with
dim ðXÞ = dim ðYÞ =∞, and the setups ðrklkÞ∞k=0 ∈I� or
ðrklkÞ∞k=0 ∈IZ ∩ ℓ∞, and there exists C ≥ 1 such that r2k+1
l2k+1 ≤ Crklk are confirmed with 0 < rð2Þl ≤ rð1Þl , for all l ∈ℕ0,
hence

Bs
c0 L, r 1ð Þ

l

� � � 
ρ

X,Yð Þ ⊂Bs
c0 L, r 2ð Þ

l

� � � 
ρ

X,Yð Þ ⊂B X,Yð Þ:

ð90Þ

Proof. Let Z ∈Bs
ðc0ðL,ðrð1Þl ÞÞÞ

ρ

ðX,YÞ; then ðslðZÞÞ ∈
ðc0ðL, ðrð1Þl ÞÞÞρ. One obtains

sup
l∈ℕ0

∑l
j=0r

2ð Þ
j ljsj Zð Þ

ll+2 − l + 2ð Þ ≤ sup
l∈ℕ0

∑l
j=0r

1ð Þ
j ljsj Zð Þ

ll+2 − l + 2ð Þ <∞: ð91Þ

Then, Z ∈Bs
ðc0ðL,ðrð2Þl ÞÞÞ

ρ

ðX,YÞ. Next, if we choose

ðslðZÞÞ∞l=0 with ∑l
j=0r

ð1Þ
j ljsjðZÞ = ll+2 − ðl + 2Þ and ∑l

j=0r
ð1Þ
j lj

sjðZÞ = ðll+2 − ðl + 2ÞÞ/ðl + 1Þðll+2 − ðl + 2Þ/l + 1Þ, one gets
Z ∈BðX,YÞ such that Z ∉Bs

ðc0ðL,ðrð1Þl ÞÞÞ
ρ

ðX,YÞ and Z ∈

Bs
ðc0ðL,ðrð2Þl ÞÞÞ

ρ

ðX,YÞ.
Clearly, Bs

ðc0ðL,ðrð2Þl ÞÞÞ
ρ

ðX,YÞ ⊂BðX,YÞ. Next, if we put

ðslðZÞÞ∞l=0 such that ∑l
j=0r

ð2Þ
j ljsjðZÞ = ll+2 − ðl + 2Þ. We have

Z ∈BðX,YÞ such that Z ∉Bs
ðc0ðL,ðrð2Þl ÞÞÞ

ρ

ðX,YÞ. This explains
the proof.
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Theorem 48. Suppose X and Y are Banach spaces with
dim ðXÞ = dim ðYÞ =∞, and the setups ðrklkÞ∞k=0 ∈I↘ or
ðrklkÞ∞k=0 ∈IZ ∩ ℓ∞, and there exists C ≥ 1 such that r2k+1
l2k+1 ≤ Crklk are confirmed with 1 < hð1Þ < hð2Þ and 0 < rð2Þl

≤ rð1Þl for all l ∈ℕ0; hence,

Bs
ℓ
h 1ð Þ L, r 1ð Þ

l

� � � 
ρ

X,Yð Þ ⊂Bs
ℓ
h 2ð Þ L, r 2ð Þ

l

� � � 
ρ

X,Yð Þ

⊂B X,Yð Þ:
ð92Þ

Proof. Let Z ∈Bs
ðℓ

hð1Þ ðL,ðr
ð1Þ
l ÞÞÞ

ρ

ðX,YÞ; then ðslðZÞÞ ∈

ðℓhð1Þ ðL, ðrð1Þl ÞÞÞ
ρ
. One obtains

〠
∞

l=0

∑l
j=0r

2ð Þ
j ljsj Zð Þ

ll+2 − l + 2ð Þ

 !h 2ð Þ

< 〠
∞

l=0

∑l
j=0r

1ð Þ
j ljsj Zð Þ

ll+2 − l + 2ð Þ

 !h 1ð Þ

<∞:

ð93Þ

Then Z ∈Bs
ðℓ

hð2Þ ðL,ðr
ð2Þ
l ÞÞÞ

ρ

ðX,YÞ. Next, if we choose

ðslðZÞÞ∞l=0 with ∑l
j=0r

ð1Þ
j ljsjðZÞ = ðll+2 − ðl + 2ÞÞ/ ffiffiffiffiffiffiffiffiffi

l + 1h1
p ðll+2

− ðl + 2Þ/ ffiffiffiffiffiffiffiffiffi
l + 1h1

p Þ, one gets Z ∈BðX,YÞ such that

〠
∞

l=0

∑l
j=0r

1ð Þ
j ljsj Zð Þ

ll+2 − l + 2ð Þ

 !h 1ð Þ

= 〠
∞

l=0

1
l + 1 =∞,

〠
∞

l=0

∑l
j=0r

2ð Þ
j ljsj Zð Þ

ll+2 − l + 2ð Þ

 !h 2ð Þ

≤ 〠
∞

l=0

∑l
j=0r

1ð Þ
j ljsj Zð Þ

ll+2 − l + 2ð Þ

 !h 2ð Þ

= 〠
∞

l=0

1
l + 1

� �h 2ð Þ
h 1ð Þ

<∞:

ð94Þ

Therefore, Z ∉Bs
ðℓ

hð1Þ ðL,ðr
ð1Þ
l ÞÞÞ

ρ

ðX,YÞ and Z ∈

Bs
ðℓ

hð2Þ ðL,ðr
ð2Þ
l ÞÞÞ

ρ

ðX,YÞ.
Clearly, Bs

ðℓ
hð2Þ ðL,ðr

ð2Þ
l ÞÞÞ

ρ

ðX,YÞ ⊂BðX,YÞ. Next, if we

put ðslðZÞÞ∞l=0 such that ∑l
j=0r

ð2Þ
j ljsjðZÞ = ðll+2 − ðl + 2ÞÞ/ffiffiffiffiffiffiffiffiffi

l + 1h2
p

. We have Z ∈BðX,YÞ such that Z ∉Bs
ðℓ

hð2Þ ðL,ðr
ð2Þ
l ÞÞÞ

ρ

ðX,YÞ. This explains the proof.

Theorem 49. Let X and Y be Banach spaces with dim ðXÞ
= dim ðYÞ =∞, and the setups 1 < p <∞,ðrklkÞ∞k=0 ∈I↘ or
ðrklkÞ∞k=0 ∈IZ ∩ ℓ∞, and there exists C ≥ 1 such that r2k+1
l2k+1 ≤ Crklk are established with ðð∑l

j=0rjljÞ/ðll+2 − ðl +
2ÞÞÞl∈ℕ0

∉ ℓp; then, Bα
ðℓpðL,rÞÞρ

is minimum.

Proof. Suppose the enough setups are confirmed; then
ðBα

ðℓpðL,rÞÞρ
,ΨÞ, where ΨðZÞ =∑∞

l=0ðð∑l
j=0r jljαjðZÞÞ/ðll+2 −

ðl + 2ÞÞÞp, is a prequasi Banach ideal. Suppose Bα
ðℓpðL,rÞÞρ

ðX,

YÞ =BðX,YÞ; hence, there is η > 0 with ΨðZÞ ≤ ηkZk, for
every Z ∈BðX,YÞ. According to Dvoretzky’s Theorem
[23], for every b ∈ℕ0, one obtains quotient spaces X/Yb

and subspaces Mb of Y which can be mapped onto ℓb2 by
isomorphisms Vb and Xb with kVbkkV−1

b k ≤ 2 and kXbk
kX−1

b k ≤ 2. Let Ib be the identity operator on ℓb2 and Tb
be the quotient operator from X onto X/Yb, and Jb is
the natural embedding operator from Mb into Y. Suppose
mz is the Bernstein numbers [26]; then

1 =mz Ibð Þ =mz XbX
−1
b IbVbV

−1
b

� 
≤ Xbk kmz X−1

b IbVb

� 
V−1

b

�� ��
= Xbk kmz JbX

−1
b IbVb

� 
V−1

b

�� ��
≤ Xbk kdz JbX

−1
b IbVb

� 
V−1

b

�� ��
= Xbk kdz JbX

−1
b IbVbTb

� 
V−1

b

�� ��
≤ Xbk kαz JbX

−1
b IbVbTb

� 
V−1

b

�� ��,

ð95Þ

for 0 ≤ l ≤ b. We have

∑l
j=0rjlj

ll+2 − l + 2ð Þ ≤
∑l

z=0 Xbk krzlzαz JbX
−1
b IbVbTb

� 
V−1

b

�� ��
ll+2 − l + 2ð Þ

⟹
∑l

j=0rjl j
ll+2 − l + 2ð Þ

 !p

≤ Xbk k V−1
b

�� ��� p ∑l
z=0rzlzαz JbX

−1
b IbVbTb

� 
ll+2 − l + 2ð Þ

 !p

:

ð96Þ

Hence, for some ρ ≥ 1, one gets

〠
b

l=0

∑l
j=0rjlj

ll+2 − l + 2ð Þ

 !p

≤ ρ Xbk k V−1
b

�� ��
�〠

b

l=0

∑l
z=0rzlzαz JbX

−1
b IbVbTb

� 
ll+2 − l + 2ð Þ

 !p

⟹ 〠
b

l=0

∑l
j=0r jlj

ll+2 − l + 2ð Þ

 !p

≤ ρ Xbk k V−1
b

�� ��Ψ JbX
−1
b IbVbTb

� 
⟹ 〠

b

l=0

∑l
j=0r jlj

ll+2 − l + 2ð Þ

 !p

≤ ρη Xbk k V−1
b

�� �� JbX
−1
b IbVbTb

�� ��
⟹ 〠

b

l=0

∑l
j=0r jlj

ll+2 − l + 2ð Þ

 !p

≤ ρη Xbk k V−1
b

�� �� JbX
−1
b

�� �� Ibk k VbTbk k
= ρη Xbk k V−1

b

�� �� X−1
b

�� �� Ibk k Vbk k ≤ 4ρη:
ð97Þ
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Therefore, we have a contradiction, if b⟶∞. Then,
X and Y both cannot be infinite dimensional if
Bα

ðℓpðL,rÞÞρ
ðX,YÞ =BðX,YÞ. This shows the proof.

By the same manner, we can easily conclude the next
theorem.

Theorem 50. Let X and Y be Banach spaces with dim ðXÞ =
dim ðYÞ =∞, and the setups 1 < p <∞,ðrklkÞ∞k=0 ∈I↘ or
ðrklkÞ∞k=0 ∈IZ ∩ ℓ∞, and there exists C ≥ 1 such that r2k+1
l2k+1 ≤ Crklk are established with ðð∑l

j=0rjljÞ/ðll+2 − ðl +
2ÞÞÞl∈ℕ0

∉ ℓp; then Bd
ðℓpðL,rÞÞρ

is minimum.

6.4. Simple Banach Prequasi Ideal

Theorem 51. Suppose X and Y are Banach spaces with
dim ðXÞ = dim ðYÞ =∞, and the setups ðrklkÞ∞k=0 ∈I↘ or
ðrklkÞ∞k=0 ∈IZ ∩ ℓ∞, and there exists C ≥ 1 such that r2k+1
l2k+1 ≤ Crklk are confirmed with 0 < rð2Þl ≤ rð1Þl , for all l ∈ℕ0;
then

B Bs
c0 L, r 2ð Þ

l

� � � 
ρ

X,Yð Þ,Bs
c0 L, r 1ð Þ

l

� � � 
ρ

X,Yð Þ
� �

=A Bs
c0 L, r 2ð Þ

l

� � � 
ρ

X,Yð Þ,Bs
c0 L, r 1ð Þ

l

� � � 
ρ

X,Yð Þ
� �

:

ð98Þ

Proof. Let X ∈BðBs
ðc0ðL,ðrð2Þl ÞÞÞ

ρ

ðX,YÞ,Bs
ðc0ðL,ðrð1Þl ÞÞÞ

ρ

ðX,YÞÞ
and X ∉AðBs

ðc0ðL,ðrð2Þl ÞÞÞ
ρ

ðX,YÞ,Bs
ðc0ðL,ðrð1Þl ÞÞÞ

ρ

ðX,YÞÞ. In

view of Lemma 37, there are Y ∈BðBs
ðc0ðL,ðrð2Þl ÞÞÞ

ρ

ðX,YÞÞ
and Z ∈BðBs

ðc0ðL,ðrð1Þl ÞÞÞ
ρ

ðX,YÞÞ with ZXYIb = Ib. Therefore,

for every b ∈ℕ0, we get

Ibk kBs

c0 L, r
1ð Þ
l

� � � 
ρ

X,Yð Þ = sup
l∈ℕ0

∑l
j=0r

1ð Þ
j ljsj Ibð Þ

ll+2 − l + 2ð Þ
≤ ZXYk k Ibk kBs

c0 L, r
2ð Þ
l

� � � 
ρ

X,Yð Þ

≤ sup
l∈ℕ0

∑l
j=0r

2ð Þ
j ljsj Ibð Þ

ll+2 − l + 2ð Þ :

ð99Þ

This contradicts Theorem 47. Then X ∈AðBs
ðc0ðL,ðrð2Þl ÞÞÞ

ρ

ðX,YÞ,Bs
ðc0ðL,ðrð1Þl ÞÞÞ

ρ

ðX,YÞÞ, which finishes the proof.

Corollary 52. Assume X and Y are Banach spaces with
dim ðXÞ = dim ðYÞ =∞, and the setups ðrklkÞ∞k=0 ∈I↘ or
ðrklkÞ∞k=0 ∈IZ ∩ ℓ∞, and there exists C ≥ 1 such that r2k+1

l2k+1 ≤ Crklk are established with 0 < rð2Þl ≤ rð1Þl , for all l ∈
ℕ0; then

B Bs
c0 L, r 2ð Þ

l

� � � 
ρ

X,Yð Þ,Bs
c0 L, r 1ð Þ

l

� � � 
ρ

X,Yð Þ
� �

=K Bs
c0 L, r 2ð Þ

l

� � � 
ρ

X,Yð Þ,Bs
c0 L, r 1ð Þ

l

� � � 
ρ

X,Yð Þ
� �

:

ð100Þ

Proof. Clearly,A ⊂K .

Theorem 53. Suppose X and Y are Banach spaces with
dim ðXÞ = dim ðYÞ =∞, and the setups ðrklkÞ∞k=0 ∈I↘ or
ðrklkÞ∞k=0 ∈IZ ∩ ℓ∞, and there exists C ≥ 1 such that r2k+1
l2k+1 ≤ Crklk are confirmed with 1 < hð1Þ < hð2Þ and 0 < rð2Þl

≤ rð1Þl , for all l ∈ℕ0; then

B Bs
ℓ
h 2ð Þ L, r 2ð Þ

l

� � � 
ρ

X,Yð Þ,Bs
ℓ
h 1ð Þ L, r 1ð Þ

l

� � � 
ρ

X,Yð Þ
� �

=A Bs
ℓ
h 2ð Þ L, r 2ð Þ

l

� � � 
ρ

X,Yð Þ,Bs
ℓ
h 1ð Þ L, r 1ð Þ

l

� � � 
ρ

X,Yð Þ
� �

:

ð101Þ

Proof. Let X ∈BðBs
ðℓ

hð2Þ ðL,ðr
ð2Þ
l ÞÞÞ

ρ

ðX,YÞ,Bs
ðℓ

hð1Þ ðL,ðr
ð1Þ
l ÞÞÞ

ρ

ðX,
YÞÞ and X ∉AðBs

ðℓ
hð2Þ ðL,ðr

ð2Þ
l ÞÞÞ

ρ

ðX,YÞ,Bs
ðℓ

hð1Þ ðL,ðr
ð1Þ
l ÞÞÞ

ρ

ðX,YÞÞ.
In view of Lemma 37, there are Y ∈BðBs

ðℓ
hð2Þ ðL,ðr

ð2Þ
l ÞÞÞ

ρ

ðX,YÞÞ
andZ ∈BðBs

ðℓ
hð1Þ ðL,ðr

ð1Þ
l ÞÞÞ

ρ

ðX,YÞÞwithZXYIb = Ib. Therefore,

for every b ∈ℕ0, we get

Ibk kBs

ℓ
h 1ð Þ L, r

1ð Þ
l

� � � 
ρ

X,Yð Þ = 〠
∞

l=0

∑l
j=0r

1ð Þ
j ljsj Ibð Þ

ll+2 − l + 2ð Þ

 !h 1ð Þ

≤ ZXYk k Ibk kBs

ℓ
h 2ð Þ L, r

2ð Þ
l

� � � 
ρ

X,Yð Þ

≤ 〠
∞

l=0

∑l
j=0r

2ð Þ
j ljsj Ibð Þ

ll+2 − l + 2ð Þ

 !h 2ð Þ

:

ð102Þ

This contradicts Theorem 48. Then X ∈AðBs
ðℓ

hð2Þ ðL,ðr
ð2Þ
l ÞÞÞ

ρ

ðX,YÞ,Bs
ðℓ

hð1Þ ðL,ðr
ð1Þ
l ÞÞÞ

ρ

ðX,YÞÞ, which finishes the proof.

Corollary 54. Assume X and Y are Banach spaces with
dim ðXÞ = dim ðYÞ =∞, and the setups ðrklkÞ∞k=0 ∈I↘ or
ðrklkÞ∞k=0 ∈IZ ∩ ℓ∞, and there exists C ≥ 1 such that r2k+1
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l2k+1 ≤ Crklk are established with 1 < hð1Þ < hð2Þ and 0 < rð2Þl

≤ rð1Þl , for all l ∈ℕ0; then

B Bs
ℓ
h 2ð Þ L, r 2ð Þ

l

� � � 
ρ

X,Yð Þ,Bs
ℓ
h 1ð Þ L, r 1ð Þ

l

� � � 
ρ

X,Yð Þ
� �

=K Bs
ℓ
h 2ð Þ L, r 2ð Þ

l

� � � 
ρ

X,Yð Þ,Bs
ℓ
h 1ð Þ L, r 1ð Þ

l

� � � 
ρ

X,Yð Þ
� �

:

ð103Þ

Proof. Clearly,A ⊂K .

Theorem 55. Suppose X and Y are Banach spaces with
dim ðXÞ = dim ðYÞ =∞, and the setups ðrklkÞ∞k=0 ∈I↘ or
ðrklkÞ∞k=0 ∈IZ ∩ ℓ∞, and there exists C ≥ 1 such that r2k+1
l2k+1 ≤ Crklk are confirmed with 1 < h <∞ and 0 < rð2Þl ≤
rð1Þl , for all l ∈ℕ0, then

B Bs
c0 L, r 2ð Þ

l

� � � 
ρ

X,Yð Þ,Bs
ℓh L, r 1ð Þ

l

� � � 
ρ

X,Yð Þ
� �

=A Bs
c0 L, r 2ð Þ

l

� � � 
ρ

X,Yð Þ,Bs
ℓh L, r 1ð Þ

l

� � � 
ρ

X,Yð Þ
� �

:

ð104Þ

Proof. Let X ∈BðBs
ðc0ðL,ðrð2Þl ÞÞÞ

ρ

ðX,YÞ,Bs
ðℓhðL,ðrð1Þl ÞÞÞ

ρ

ðX,YÞÞ
and X ∉AðBs

ðc0ðL,ðrð2Þl ÞÞÞ
ρ

ðX,YÞ,Bs
ðℓhðL,ðrð1Þl ÞÞÞ

ρ

ðX,YÞÞ. In

view of Lemma 37, there are Y ∈BðBs
ðc0ðL,ðrð2Þl ÞÞÞ

ρ

ðX,YÞÞ
and Z ∈BðBs

ðℓhðL,ðrð1Þl ÞÞÞ
ρ

ðX,YÞÞ with ZXYIb = Ib. Therefore,

for every b ∈ℕ0, we get

Ibk kBs

ℓh L, r
1ð Þ
l

� � � 
ρ

X,Yð Þ = 〠
∞

l=0

∑l
j=0r

1ð Þ
j ljsj Ibð Þ

ll+2 − l + 2ð Þ

 !h

≤ ZXYk k Ibk kBs

c0 L, r
2ð Þ
l

� � � 
ρ

X,Yð Þ

≤ sup
l∈ℕ0

∑l
j=0r

2ð Þ
j ljsj Ibð Þ

ll+2 − l + 2ð Þ :

ð105Þ

This contradicts ℓhðL, ðrð1Þl ÞÞ ⊂ c0ðL, ðrð2Þl ÞÞ. Then X ∈A

ðBs
ðc0ðL,ðrð2Þl ÞÞÞ

ρ

ðX,YÞ,Bs
ðℓhðL,ðrð1Þl ÞÞÞ

ρ

ðX,YÞÞ, which finishes

the proof.

Theorem 56. Let X and Y be Banach spaces with dim ðXÞ
= dim ðYÞ =∞, and the setups ðrklkÞ∞k=0 ∈I↘ or ðrklkÞ∞k=0
∈IZ ∩ ℓ∞, and there exists C ≥ 1 such that r2k+1l2k+1 ≤
Crklk are satisfied; hence, Bs

ðc0ðL,rÞÞρ is simple.

Proof. Assume the closed idealKðBs
ðc0ðL,rÞÞρðX,YÞÞ includes

an operator X ∉AðBs
ðc0ðL,rÞÞρðX,YÞÞ. In view of Lemma 37,

we have Y , Z ∈BðBs
ðc0ðL,rÞÞρðX,YÞÞ with ZXYIb = Ib.

This gives that IBs
ðc0ðL,rÞÞρ ðX,YÞ ∈KðBs

ðc0ðL,rÞÞρðX,YÞÞ. Then,
BðBs

ðc0ðL,rÞÞρðX,YÞÞ =KðBs
ðc0ðL,rÞÞρðX,YÞÞ. Hence,Bs

ðc0ðL,rÞÞρ
is simple Banach space.

Theorem 57. Let X and Y be Banach spaces with dim ðXÞ
= dim ðYÞ =∞, and the setups 1 < p <∞,ðrklkÞ∞k=0 ∈I↘ or
ðrklkÞ∞k=0 ∈IZ ∩ ℓ∞, and there exists C ≥ 1 such that r2k+1
l2k+1 ≤ Crklk are satisfied; hence, B

s
ðℓpðL,rÞÞρ

is simple.

Proof. Assume the closed ideal KðBs
ðℓpðL,rÞÞρ

ðX,YÞÞ
includes an operator X ∉AðBs

ðℓpðL,rÞÞρ
ðX,YÞÞ. In view of

Lemma 37, we have Y , Z ∈BðBs
ðℓpðL,rÞÞρ

ðX,YÞÞ with ZXYIb
= Ib. This gives that IBs

ðℓpðL,rÞÞρ
ðX,YÞ ∈KðBs

ðℓpðL,rÞÞρ
ðX,YÞÞ.

Then, BðBs
ðℓpðL,rÞÞρ

ðX,YÞÞ =KðBs
ðℓpðL,rÞÞρ

ðX,YÞÞ. Hence,

Bs
ðℓpðL,rÞÞρ

is simple Banach space.

6.5. Eigenvalues of S-Type Operators

Conventions 2. Please see the following conventions:

Bs
Eð Þρ ≔ Bs

Eð Þρ X,Yð Þ ;X andY are Banach Spacesf g, where
Bs

Eð Þρ X,Yð Þ≔ X ∈B X,Yð Þ: ρl Xð Þð Þ∞n=0
��

∈E and X − ρl Xð ÞIk k is not invertible, for all l ∈ℕ0g
ð106Þ

Theorem 58. Let X and Y be Banach spaces with dim ðXÞ
= dim ðYÞ =∞, and the setups ðrklkÞ∞k=0 ∈I↘ or ðrklkÞ∞k=0
∈IZ ∩ ℓ∞, and there exists C ≥ 1 such that r2k+1l2k+1 ≤
Crklk are verified with inf l∈ℕ0

ðð∑l
j=0r jljÞ/ðll+2 − ðl + 2ÞÞÞ

> 0; then ðBs
ðc0ðL,rÞÞρÞ

ρðX,YÞ =Bs
ðc0ðL,rÞÞρðX,YÞ:

Proof. Let X ∈ ðBs
ðc0ðL,rÞÞρÞ

ρðX,YÞ; hence, ðρlðXÞÞ∞l=0 ∈
ðc0ðL, rÞÞρ and kX − ρlðXÞIk = 0, for all l ∈ℕ0. We have X
= ρlðXÞI, for all l ∈ℕ0; hence, slðXÞ = slðρlðXÞIÞ = jρlðXÞj,
for every l ∈ℕ0. Therefore, ðslðXÞÞ∞l=0 ∈ ðc0ðL, rÞÞρ; then
X ∈Bs

ðc0ðL,rÞÞρðX,YÞ.
Secondly, suppose X ∈Bs

ðc0ðL,rÞÞρðX,YÞ. Then ðslðXÞÞ∞l=0
∈ ðc0ðL, rÞÞρ. Hence, we have

lim
l⟶∞

∑l
j=0rjljsj Xð Þ

ll+2 − l + 2ð Þ ≥ inf
l∈ℕ0

∑l
j=0r jlj

ll+2 − l + 2ð Þ lim
l⟶∞

sl Xð Þ: ð107Þ

Therefore, lim
l⟶∞

slðXÞ = 0: Assume kX − slðXÞIk−1 exists,
for every l ∈ℕ0. Hence, kX − slðXÞIk−1 exists and bounded,
for every l ∈ℕ0. Then, lim

l⟶∞
kX − slðXÞIk−1 = kXk−1 exists
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and bounded. As ðBs
ðc0ðL,rÞÞρ ,ΨÞ is a prequasi operator ideal,

we get

I = XX−1 ∈Bs
c0 L,rð Þð Þρ X,Yð Þ

⟹ sl Ið Þð Þ∞l=0 ∈ c0 L, rð Þð Þρ ⟹ lim
l⟶∞

sl Ið Þ = 0:
ð108Þ

So we have a contradiction, since lim
l⟶∞

slðIÞ = 1. Hence,

kX − slðXÞIk = 0, for every l ∈ℕ0. This gives X ∈
ðBs

ðc0ðL,rÞÞρÞ
ρðX,YÞ. This shows the proof.

Theorem 59. Let X and Y be Banach spaces with dim ðXÞ
= dim ðYÞ =∞, and the setups 1 < p <∞,ðrklkÞ∞k=0 ∈I↘ or
ðrklkÞ∞k=0 ∈IZ ∩ ℓ∞, and there exists C ≥ 1 such that r2k+1
l2k+1 ≤ Crklk are satisfied with inf lðð∑l

j=0rjljÞ/ðll+2 − ðl +
2ÞÞÞp > 0; then ðBs

ðℓpðL,rÞÞρ
ÞρðX,YÞ =Bs

ðℓpðL,rÞÞρ
ðX,YÞ:

Proof. Assume X ∈ ðBs
ðℓpðL,rÞÞρ

ÞρðX,YÞ; hence, ðρlðXÞÞ∞l=0 ∈
ðℓpðL, rÞÞρ and kX − ρlðXÞIk = 0, for all l ∈ℕ0. We have X

= ρlðXÞI, for all l ∈ℕ0; hence, slðXÞ = slðρlðXÞIÞ = jρlðXÞj,
for every l ∈ℕ0. Therefore, ðslðXÞÞ∞l=0 ∈ ðℓpðL, rÞÞρ; then

X ∈Bs
ðℓpðL,rÞÞρ

ðX,YÞ.
Secondly, suppose X ∈Bs

ðℓpðL,rÞÞρ
ðX,YÞ. Then ðslðXÞÞ∞l=0

∈ ðℓpðL, rÞÞρ. Hence, we have

〠
∞

l=0

∑l
j=0r jljsj Xð Þ

ll+2 − l + 2ð Þ

 !p

≥ inf
l

∑l
j=0rjlj

ll+2 − l + 2ð Þ

 !p

〠
∞

l=0
sl Xð Þ½ �p:

ð109Þ

Therefore, lim
l⟶∞

slðXÞ = 0: Assume kX − slðXÞIk−1 exists,
for every l ∈ℕ0. Hence, kX − slðXÞIk−1 exists and bounded,
for every l ∈ℕ0. Then, lim

l⟶∞
kX − slðXÞIk−1 = kXk−1 exists

and bounded. As ðBs
ðℓpðL,rÞÞρ

,ΨÞ is a prequasi operator ideal,
we get

I = XX−1 ∈Bs
ℓp L,rð Þð Þ

ρ

X,Yð Þ
⟹ sl Ið Þð Þ∞l=0 ∈ ℓp L, rð Þ� 

ρ
⟹ lim

l⟶∞
sl Ið Þ = 0:

ð110Þ

So we have a contradiction, since lim
l⟶∞

slðIÞ = 1. Hence,

kX − slðXÞIk = 0, for every l ∈ℕ0. This gives X ∈

ðBs
ðℓpðL,rÞÞρ

ÞρðX,YÞ. This shows the proof.
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In this work, the novel iterative transformation technique and homotopy perturbation transformation technique are used to
calculate the fractional-order gas dynamics equation. In this technique, the novel iteration method and homotopy perturbation
method are combined with the Elzaki transformation. *e current methods are implemented with four examples to show the
efficacy and validation of the techniques. *e approximate solutions obtained by the given techniques show that the methods are
accurate and easy to apply to other linear and nonlinear problems.

1. Introduction

Fractional calculus (FC) has been there since classical cal-
culus, but it has recently gained much attention due to its
reaction to the requirements as mentioned above. *e
framework of Liouville and Riemann is used to analyze FC
using differential and integral operators. Following that, it
was widely used to investigate a variety of phenomena. Many
academics, however, pointed out some limitations in en-
gaging this operator, in particular, the physical meaning of
the initial condition and the nonzero derivative of a con-
stant. Caputo then presented a unique and new fractional
operator that incorporated all of the abovementioned
constraints.*e Caputo operator is used to study most of the
models studied and analyzed under the FC framework. For
many ideas of FC, senior academics propose many pio-
neering directions, and they are the ones who provide the
groundwork for the concept [1–5].*e theory and core ideas
of FC have been applied to a variety of real-world problems,
including biomathematics, financial models, chaos theory,
optics, and other fields [6–12].

Gas dynamic equations are mathematical representations
defined as the physical laws of energy conservation, mass
conservation, momentum conservation, etc. Nonlinear frac-
tional-order gas dynamics equations are applied in shock
fronts, unusual factions, and connection discontinuities. Gas
dynamics is a study in the field of fluid dynamics that studies
gasmotion and its effect on physical constructions based on the
concept of fluid mechanics and fluid dynamics. *e science
emerges from research of gas flows, mostly around or within
human minds, several instances for these research involve, and
not restricted to, choked flows in nozzles and pipes, gas fuel
streams in a rocket engine, aerodynamic heating on atmo-
spheric reentry cars, and shock waves around aircraft [13, 14].

Consider the nonlinear fractional-order gas dynamics
equation:

z
φυ

zηφ
+ υ

zυ
zη

− υ(1 − υ) � 0, η ∈ R, 0< δ ≤ 1. (1)

*e initial condition is Φ(I, 0) � g(I), where δ is a
parameter that describes the fractional-order derivatives.
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When φ � 1, (1) improves the equation of classical gas
dynamics.

Since certain physical processes, both in engineering and
applied sciences, can be successfully explained by the cre-
ation of models with the aid of fractional calculus theory.
*e response of the fractional-order equations eventually
converges to the equations of the integer order, attracting
particular interest nowadays. Due to a broad variety of
applications for mathematical modeling of real-world
problems, fractional differentiations are very efficient, e.g.,
traffic flow models, earthquake modeling, regulation, dif-
fusion model, and relaxation processes [15–17]. In the past
decade, the gas dynamic equations are obtained by using
different numerical analytical techniques [13, 14]. *e ho-
mogeneous and nonhomogeneous nonlinear gas dynamics
equations have been used the differential transformation
technique [18]. Many techniques have been applied to the
gas dynamics model such as fractional reduced differential
transform technique [19], Elzaki transform homotopy
perturbation technique [20], q-homotopy analysis technique
[21], Adomian decomposition technique [22], variational
iteration technique [23, 24], fractional homotopy analysis
transform technique [25], homotopy perturbation algorithm
using Laplace transform [26], and natural decomposition
technique [27].

*e goal of this study is to show how, applying the novel
iterative technique and the homotopy perturbation

technique, the Elzaki transform can be used to obtain ap-
proximate solutions for linear and nonlinear fractional-
order differential equations. *e homotopy perturbation
technique was developed by Chinese mathematician J.H. In
1998, he played an important role [28]. *is approach is
equitable, efficient, and effective, as it eliminates an un-
conditioned matrix, infinite series, and complicated inte-
grals. *is technique does not necessitate the use of any
unique problem parameter. Tarig Elzaki, in 2010, develops a
new transformation known as the Elzaki transform (E.T).
E.T. is a new transform of Laplace and Sumudu transfor-
mations [29–32]. Many other researchers use HPTM to solve
various equations, such as heat-like models [33], Navier–
Stokes models [34], hyperbolic and Fisher’s equations [35],
and gas dynamic problem [36].

Jafari and Daftardar-Gejji presented a new iterative
approach for solving nonlinear equations in 2006 [37]. Jafari
et al. first apply the iterative technique and Laplace trans-
formation and combine it. *ey developed an iterative
Laplace transformation method, which is a modified
straightforward method [38] to solve the FPDE system
[39, 40].

2. Basic Definitions

2.1. Definition. *e fractional-order Riemann operator Dφ

of order φ is defined as [29]

D
φ](ζ) �

d
ℓ

dζℓ
](ζ), φ � ℓ,

1
Δ(ℓ − φ)

d

dζℓ

ζ

0

](ζ)

(ζ − ψ)
φ− ℓ+1dψ , ℓ − 1<φ< ℓ,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(2)

where ℓ ∈ Z+, φ ∈ R+, and

D
− φ](ζ) �

1
Γ(φ)


ζ

0
(ζ − ψ)

φ− 1](ψ)dψ , 0<φ≤ 1. (3)

2.2. Definition. *e Riemann fractional-order integral op-
erator Jψ is presented by [29]

J
φ](ζ) �

1
Γ(φ)


ζ

0
(ζ − ψ)

φ− 1](ζ)dζ , ζ > 0, φ> 0. (4)

*e basic properties of the operator are presented as

J
φζℓ �
Γ(ℓ + 1)

Γ(ℓ + φ + 1)
ζℓ+ψ ,

D
φζℓ �
Γ(ℓ + 1)

Γ(ℓ − φ + 1)
ζℓ− ψ

.

(5)

2.3. Definition. *e Caputo fractional operator Dφ of φ is
defined as [29]

CD
φ](ζ) �

1
Γ(ℓ − φ)


ζ

0

]ℓ(ψ)

(ζ − ψ)
φ− ℓ+1 dψ , ℓ − 1<φ< ℓ,

d
ℓ

dζℓ
](ζ), ℓ � φ.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(6)

2.4. Definition. *e Elzaki transformation Caputo frac-
tional-order operator is defined as

E D
φ
ζ g(ζ)  � s

− φ
D

φ
ζ g(ζ)  − 

ℓ− 1

k�0
s
2− φ+k

g
(k)

(0),

where ℓ − 1<φ< ℓ.

(7)
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3. New Iterative Transformation Technique

We consider

D
φ
ηυ(I, η) + Mυ(I, η) + Nυ(I, η) � h(I, η),

ℓ ∈ N, ℓ − 1<φ≤ ℓ,
(8)

whereM and N are linear and nonlinear terms. We consider
the initial condition as

υℓ(I, 0) � gℓ(I). (9)

Using the Elzaki transformation of (8), we obtain

E D
φ
ηυ(I, η)  + E[Mυ(I, η) + Nυ(I, η)] � E[h(I, η)].

(10)

Implement the Elzaki differentiation property:

E[υ(I, η)] � 
m

ℓ�0
s
2− φ+ℓυ(ℓ)

(I, 0) + s
φ
E[h(I, η)] − s

φ
E[Mυ(I, η) + Nυ(I, η)]. (11)

Using the inverse Elzaki transformation (11),

υ(I, η) � E
− 1



m

ℓ�0
s
2− φ+ℓυℓ(I, 0) + s

φ
E[h(I, η)]

⎧⎨

⎩

⎫⎬

⎭
⎡⎣ ⎤⎦ − E

− 1
s
φ
E[Mυ(I, η) + Nυ(I, η)] . (12)

*en, we reach

υ(I, η) � 
∞

ℓ�0
υℓ(I, η), (13)

N 
∞

ℓ�0
υℓ(I, η)⎛⎝ ⎞⎠ � 

∞

ℓ�0
N υℓ(I, η) . (14)

We consider the nonlinear term N by

N 
∞

ℓ�0
υℓ(I, η)⎛⎝ ⎞⎠ � υ0(I, η) + N 

m

ℓ�0
υℓ(I, η)⎛⎝ ⎞⎠ − M 

m

ℓ�0
υℓ(I, η)⎛⎝ ⎞⎠. (15)

Replacing equations (12), (13), and (15) in (12) yields



∞

ℓ�0
υℓ(I, η) � E

− 1
s
φ



m

ℓ�0
s
2− I+ℓυℓ(I, η) + E[h(I, η)]⎛⎝ ⎞⎠⎡⎢⎢⎣ ⎤⎥⎥⎦ − E

− 1
s
φ
E M 

m

ℓ�0
υℓ(I, η)⎛⎝ ⎞⎠ − N 

m

ℓ�0
υℓ(I, η)⎛⎝ ⎞⎠⎡⎢⎢⎣ ⎤⎥⎥⎦⎡⎢⎢⎣ ⎤⎥⎥⎦. (16)

We describe the iterative method:

υ0(I, η) � E
− 1

s
φ



ℓ

ℓ�0
s
2− I+ℓυℓ(I, 0) + s

φ
E(g(I, η))⎛⎝ ⎞⎠⎡⎢⎢⎣ ⎤⎥⎥⎦,

υ1(I, η) � − E
− 1

s
φ
E M υ0(I, η)  + N υ0(I, η)  ,

υℓ+1(I, η) � − E
− 1

s
φ
E − M 

ℓ

ℓ�0
υℓ(I, η)⎛⎝ ⎞⎠ − N 

ℓ

ℓ�0
υℓ(I, η)⎛⎝ ⎞⎠⎡⎢⎢⎣ ⎤⎥⎥⎦⎡⎢⎢⎣ ⎤⎥⎥⎦, ℓ ≥ 1.

(17)
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Finally, we can write as

υ(I, η) � υ0(I, η) + υ1(I, η) + υ2(I, η) + · · · + υℓ(I, η), m � 1, 2, . . . . (18)

4. Homotopy Perturbation Transform Method

In this section, we give the general solution of FPDEs via the
homotopy perturbation method:

υD
φ
ηυ(I, η) + Mυ(I, η) + Nυ(I, η) � h(I, η), η> 0, 0<φ≤ 1,

υ(I, 0) � g(I), ] ∈ R.
(19)

Applying Elzaki transformation of (16),

E D
φ
ηυ(I, η) + Mυ(I, η) + Nυ(I, η)  � E[h(I, η)], η> 0, 0<φ≤ 1,

υ(I, η) � s
2
g(I) + s

φ
E[h(I, η)] − s

φ
E[Mυ(I, η) + Nυ(I, η)].

(20)

Now, we use Elzaki inverse transformation, and we
obtain

υ(I, η) � F(x, η) − E
− 1

s
φ
E Mυ(I, η) + Nυ(I, η)  ,

(21)

where

F(I, η) � E
− 1

s
2
g(I) + s

φ
E[h(I, η)]  � g(]) + E

− 1
s
φ
E[h(I, η)] . (22)

Now, the parameter p shows the producer of
perturbation:

υ(I, η) � 
∞

ℓ�0
p

mυℓ(I, η). (23)

*e nonlinear term can be defined as

Nυ(I, η) � 
∞

ℓ�0
p
ℓ
Hℓ υℓ( , (24)

where Hℓ are He’s polynomial in terms of υ0, υ1, υ2, . . . , υℓ
and can be calculated as

Hn υ0, υ1, . . . , υn(  �
1

φ(n + 1)
D

ℓ
p N 

∞

ℓ�0
p
ℓυℓ⎛⎝ ⎞⎠⎡⎢⎢⎣ ⎤⎥⎥⎦

p�0

. (25)

Substituting (24) and (25) in (21), we achieve as



∞

ℓ�0
p
ℓυℓ(I, η) � F(I, η) − p × E

− 1
s
φ
E M 

∞

ℓ�0
p
ℓυℓ(I, η) + 

∞

ℓ�0
p
ℓ
Hℓ υℓ( 

⎧⎨

⎩

⎫⎬

⎭

⎧⎨

⎩

⎫⎬

⎭
⎡⎣ ⎤⎦. (26)

Comparison of coefficients p on both sides, we obtain
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p
0
: υ0(I, η) � F(I, η),

p
1
: υ1(I, η) � E

− 1
s
φ
E Mυ0(I, η) + H0(υ)(  ,

p
2
: υ2(I, η) � E

− 1
s
φ
E Mυ1(I, η) + H1(υ)(  ,

⋮

p
ℓ
: υℓ(I, η) � E

− 1
s
φ
E Mυℓ− 1(I, η) + Hℓ− 1(υ)(  , ℓ > 0, ℓ ∈ N.

(27)

*e υℓ(I, η) components can be calculated easily which
is a fast convergence series. We can obtain p⟶ 1:

υ(I, η) � limM⟶∞

M

ℓ�1
υℓ(I, η). (28)

4.1. Example. Consider the fractional-order gas dynamics
equation:

z
φυ

zηφ
+ υ

zυ
zη

− υ(1 − υ) � 0, 0<φ≤ 1, (29)

with initial condition,

υ(I, 0) � e
− I

. (30)

First on both sides apply Elzaki transformation in (29),
we have

E[υ(I, η)] � s
2

e
− I

  − s
φ
E υ

zυ
zη

− υ(1 − υ) . (31)

Using inverse Elzaki transform on the above equation,

υ(I, η) � e
− I

− E
− 1

s
φ
E υ

zυ
zη

− υ(1 − υ)  . (32)

We use the NITM:

υ0(I, η) � e
− I

,

υ1(I, η) � − E
− 1

s
φ
E υ0

zυ0
zη

− υ0 1 − υ0(    �
e

− Iηφ

Γ(φ + 1)
,

υ2(I, η) � − E
− 1

s
φ
E υ1

zυ1
zη

− υ1 1 − υ1(    �
e

− Iη2φ

Γ(2φ + 1)
,

υ3(I, η) � − E
− 1

s
φ
E υ2

zυ2
zη

− υ2 1 − υ2(    �
e

− Iη3φ

Γ(3φ + 1)
,

⋮

υℓ+1(I, η) � − E
− 1

s
φ
E υℓ

zυℓ
zη

− υℓ 1 − υl(    �
e

− Iηℓφ

Γ(lφ + 1)
.

(33)

*e series solution form is given as

υ(I, η) � υ0(I, η) + υ1(I, η) + υ2(I, η) + υ3(I, η)

+ · · · υℓ(I, η).
(34)

*e approximate solution is achieved as

υ(I, η) � e
− I

+
e

− Iηφ

Γ(φ + 1)
+

e
− Iη2φ

Γ(2φ + 1)
+

e
− Iη3φ

Γ(3φ + 1)

+ · · · +
e

− Iηℓφ

Γ(lφ + 1)
.

(35)

Now, we apply the HPTM, and we obtain



∞

ℓ�0
p
ℓυℓ(I, η) � e

− I
  + p E

− 1
s
φ
E 
∞

ℓ�0
p
ℓ
Hℓ(υ)⎡⎣ ⎤⎦⎛⎝ ⎞⎠

⎧⎨

⎩

⎫⎬

⎭.

(36)

*en, we have

p
0
: υ0(I, η) � e

− I
,

p
1
: υ1(I, η) � E

− 1
s
φ
E H0(υ)(    �

e
− Iηφ

Γ(φ + 1)
,

p
2
: υ2(I, η) � E

− 1
s
φ
E H1(υ)(    �

e
− Iη2φ

Γ(2φ + 1)
,

p
3
: υ3(I, η) � E

− 1
s
φ
E H2(υ)(    �

e
− Iη3φ

Γ(3φ + 1)
,

⋮

p
n
: υn(I, η) � E

− 1
s
φ
E Hn− 1(υ)(    �

e
− Iηnφ

Γ(ηφ + 1)
.

(37)

*en, the series form solution of HPTM is presented:

υ(I, η) � 
∞

n�0
p

nυn(I, η). (38)

*e approximate solution of Example 1 is given by

υ(I, η) � e
− I

+
e

− Iηφ

Γ(φ + 1)
+

e
− Iη2φ

Γ(2φ + 1)
+

e
− Iη3φ

Γ(3φ + 1)

+ · · · +
e

− Iηmφ

Γ(mφ + 1)
,

υ(I, η) � e
− I



∞

n�0

ηφ( 
n

Γ(nφ + 1)
� e

− I
Eφ ηφ( .

(39)

*e exact result of (29):
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υ(I, η) � e
− I+η

. (40)

In Figure 1, the actual and analytical solutions are proved
at φ � 1 of Example 4.1. In Figure 2, the three-dimensional
figure for numerous fractional orders are described which
demonstrates that the modified decomposition technique
and new iterative transform technique approximated ob-
tained results are in close contact with the analytical and the
exact results. In Figure 3, the analytical solution graph of
fractional order φ � 0.4 of problem 3.1. *is comparative
shows a strong connection among the homotopy pertur-
bation transform method and actual solutions. Conse-
quently, the homotopy perturbation transform method and
new iterative transformation technique are accurate inno-
vative techniques which need less calculation time and is
very simple andmore flexible as compared to other methods.

4.2. Example. We take into consideration

z
φυ

zηφ
+ υ

zυ
zη

− υ(1 − υ)logb � 0, b> 0, 0<φ≤ 1, (41)

with initial condition,

υ(I, 0) � b
− I

. (42)

Applying the Elzaki transformation in (40) gives

E[υ(I, η)] � s
2

b
− I

  − s
φ
E υ

zυ
zη

− υ(1 − υ)logb . (43)

Using inverse Elzaki transform on the above equation,

υ(I, η) � b
− I

− E
− 1

s
φ
E υ

zυ
zη

− υ(1 − υ)logb  . (44)

We use the NITM:

υ0(I, η) � b
− I

,

υ1(I, η) � − E
− 1

s
φ
E υ0

zυ0
zη

− υ0 1 − υ0( logb   � b
− I logbηφ

Γ(φ + 1)
,

υ2(I, η) � − E
− 1

s
φ
E υ1

zυ1
zη

− υ1 1 − υ1( logb   � b
− I(logb)

2η2φ

Γ(2φ + 1)
,

υ3(I, η) � − E
− 1

s
φ
E υ2

zυ2
zη

− υ2 1 − υ2( logb   � b
− I(logb)

2η3φ

Γ(3φ + 1)
,

⋮

υn+1(I, η) � − E
− 1

s
φ
E υℓ

zυn

zη
− υn 1 − υn( logb   � b

− I(logb)
2ηnφ

Γ(nφ + 1)
.

(45)

*e series solution form is presented by

υ(I, η) � υ0(I, η) + υ1(I, η) + υ2(I, η)

+ υ3(I, η) + · · · υn(I, η).
(46)

*e approximate solution is achieved as

υ(I, η) � b
− I

+ b
− I logbηφ

Γ(φ + 1)
+ b

− I(logb)
2η2φ

Γ(2φ + 1)
+ b

− I(logb)
3η3φ

Γ(3φ + 1)
+ · · · + b

− I logbηφ( 
m

( 

Γ(mφ + 1)
,

υ(I, η) � b
− I



∞

m�0

logbηφ( 
m

Γ(mφ + 1)
� b

− I
Eφ logbηφ( .

(47)
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Now, we apply the HPTM; we obtain



∞

ℓ�0
p
ℓυℓ(I, η) � b

− I
  + p E

− 1
s
φ
E 
∞

ℓ�0
p
ℓ
Hℓ(υ)⎡⎣ ⎤⎦⎛⎝ ⎞⎠

⎧⎨

⎩

⎫⎬

⎭,

(48)

where the polynomial signifying the nonlinear expressions is
Hℓ(υ). For instance, the components of He’s polynomials
are obtained through the recursive correlation
Hℓ(υ) � υℓ(zυℓ/zη) − υℓ(1 − υℓ)log b, ∀ℓ ∈ N. Now, both
sides as the equivalent power coefficient of p are compared;
the following calculation is obtain by
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Figure 1: Simulations of the solutions of problem 3.1.
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Figure 2: *e fractional order of φ � 0.8 and 0.6 of problem 3.1.
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p
0
: υ0(I, η) � b

− I
,

p
1
: υ1(I, η) � E

− 1
s
φ
E H0(υ)(    � b

− I logbηφ

Γ(φ + 1)
,

p
2
: υ2(I, η) � E

− 1
s
φ
E H1(υ)(    � b

− I(logb)
2η2φ

Γ(2φ + 1)
,

p
3
: υ3(I, η) � E

− 1
s
φ
E H2(υ)(    � b

− I(logb)
3η3φ

Γ(3φ + 1)
,

⋮

p
n
: υn(I, η) � E

− 1
s
φ
E Hn− 1(υ)(    � b

− I(logb)
lηnφ

Γ(lφ + 1)
.

(49)

*us, we obtain

υ(I, η) � 
∞

ℓ�0
p
ℓυℓ(I, η). (50)

*e approximate solution of Example 2 is given as

υ(I, η) � b
− I

+ b
− I logbηφ

Γ(φ + 1)
+ b

− I(logb)
2η2φ

Γ(2φ + 1)

+ b
− I(logb)

3η3φ

Γ(3φ + 1)
+ · · · + b

− I logbηφ( 
m

( 

Γ(mφ + 1)
,

υ(I, η) � b
− I



∞

m�0

logbηφ( 
m

Γ(mφ + 1)
� b

− I
Eφ logbηφ( .

(51)

*e exact result of (40) is

υ(I, η) � b
− I+η

. (52)

In Figure 4, the actual and analytical solutions are proved
at φ � 1 of Example 4.2. In Figure 5, the three-dimensional
figure for numerous fractional order is described which
demonstrates that the modified decomposition technique
and new iterative transform technique approximated ob-
tained results are in close contact with the analytical and the
exact results. In Figure 6, the analytical solution graph of
fractional order φ � 0.4 of problem 3.2. *is comparative
result shows a strong connection between the homotopy
perturbation transform method and actual solutions.
Consequently, the homotopy perturbation transform
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Figure 3: *e fractional order of φ � 0.4 of problem 3.1.
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method and new iterative transformation technique are
accurate innovative techniques which needs less calculation
time and is very simple and more flexible as compare to
other methods.

4.3. Example. We take into consideration the fractional-
order nonlinear homogeneous gas dynamics equation:

z
φυ

zηφ
+ υ

zυ
zη

− υ(1 − υ) + e
− I+η

� 0, 0<φ≤ 1, (53)

with initial condition,

υ(I, 0) � 1 − e
− I

. (54)

Applying the Elzaki transformation in (52) yields

E[υ(I, η)] � s
2 1 − e

− I
  − s

φ
E υ

zυ
zη

− υ(1 − υ) + e
− I+η

 .

(55)

Using inverse Elzaki transform on the above equation,

υ(I, η) � 1 − e
− I

− E
− 1

s
φ
E υ

zυ
zη

− υ(1 − υ) + e
− I+η

  .

(56)

We use the NITM:
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Figure 4: Simulations of the solutions of problem 3.2.
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Figure 5: *e fractional order of φ � 0.8 and 0.6 of problem 3.2.
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υ0(I, η) � 1 − e
− I

,

υ1(I, η) � − E
− 1

s
φ
E υ0

zυ0
zη

− υ0 1 − υ0(  + e
− I+η

   � − e
− I ηφ

Γ(φ + 1)
− e

− I η2φ

Γ(2φ + 1)
,

υ2(I, η) � − E
− 1

s
φ
E υ1

zυ1
zη

− υ1 1 − υ1(  + e
− I+η

   � e
− I η3φ

Γ(3φ + 1)
,

υ3(I, η) � − E
− 1

s
φ
E υ2

zυ2
zη

− υ2 1 − υ2(  + e
− I+η

   � b
− I η4φ

Γ(4φ + 1)
,

⋮

υℓ+1(I, η) � − E
− 1

s
φ
E υℓ

zυℓ
zη

− υℓ 1 − υℓ(  + e
− I+η

  .

(57)

*e series solution form is given as

υ(I, η) � υ0(I, η) + υ1(I, η) + υ2(I, η)

+ υ3(I, η) + · · · υn(I, η).
(58)

*e approximate solution is achieved as

υ(I, η) � 1 − e
− I

− e
− I ηφ

Γ(φ + 1)
− e

− I η2φ

Γ(2φ + 1)
− e

− I η3φ

Γ(3φ + 1)
− · · · − e

− I ηmφ

Γ(mφ + 1)
,

υ(I, η) � e
− I



∞

m�0

ηφ( 
m

Γ(mφ + 1)
� e

− I
Eφ ηφ( .

(59)
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Figure 6: *e fractional order of φ � 0.4 of problem 3.2.
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Now, we apply the HPTM, and we obtain



∞

ℓ�0
p
ℓυℓ(I, η) � 1 − e

− I
+ p E

− 1
s
φ
E 
∞

ℓ�0
p
ℓ
Hℓ(υ) + e

− I+η⎡⎣ ⎞⎠⎛⎝
⎫⎬

⎭,
⎧⎨

⎩ (60)

where the polynomial signifying the nonlinear expressions is
Hℓ(υ). For instance, the components of He’s polynomials
are obtained through the recursive correlation

Hℓ(υ) � υℓ(zυℓ/zη) − υℓ(1 − υℓ)log b, ∀ℓ ∈ N. Now, both
sides of the equivalent power coefficient of p is compared;
the following calculation is obtain by
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Figure 7: Simulations of the solutions of Example 4.3.
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Figure 8: *e fractional order of φ � 0.8 and 0.6 of problem 3.4.
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p
0
: υ0(I, η) � 1 − e

− I
,

p
1
: υ1(I, η) � E

− 1
s
φ
E H0(υ)(  + e

− I+η
   � − e

− I ηφ

Γ(φ + 1)
,

p
2
: υ2(I, η) � E

− 1
s
φ
E H1(υ)(  + e

− I+η
   � − e

− I η2φ

Γ(2φ + 1)
,

p
3
: υ3(I, η) � E

− 1
s
φ
E H2(υ)(  + e

− I+η
   � − e

− I η3φ

Γ(3φ + 1)
,

⋮

p
n
: υn(I, η) � E

− 1
s
φ
E Hn− 1(υ)(  + e

− I+η
   � − e

− I ηnφ

Γ(ηφ + 1)
.

(61)

*en, the series-form solution of HPTM is given as

υ(I, η) � 
∞

ℓ�0
p
ℓυℓ(I, η). (62)

*e approximate solution of example in this section is
given as

υ(I, η) � 1 − e
− I

− e
− I ηφ

Γ(φ + 1)
− e

− I η2φ

Γ(2φ + 1)
− e

− I η3φ

Γ(3φ + 1)
− · · · − e

− I ηmφ

Γ(mφ + 1)
,

υ(I, η) � e
− I



∞

ℓ�0

ηφ( 
ℓ

Γ(ℓφ + 1)
� e

− I
Eφ ηφ( .

(63)

*e exact result of (52) is

u(I, η) � 1 − e
− I+η

. (64)

In Figure 7, the actual and analytical solutions are proved
at φ � 1 of Example 4.3. In Figure 8, the three-dimensional
figure for numerous fractional order is described, which

demonstrates that the modified decomposition technique
and new iterative transform technique approximated ob-
tained results are in close contact with the analytical and the
exact results. In Figure 9, the analytical solution graph of
fractional order φ � 0.4 of problem 3.3. *is comparative
shows a strong connection among the homotopy
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Figure 9: *e fractional order of φ � 0.4 of problem 3.4.
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perturbation transform method and actual solutions.
Consequently, the homotopy perturbation transform
method and new iterative transformation technique are
accurate innovative techniques which need less calculation
time and is very simple and more flexible as compared to
other methods.

5. Conclusion

In this paper, we analyzed the time factional of gas dynamics
equation by applying two analytical techniques. It is also
used that the suggested methods’ rate of convergence is
sufficient for the solution of fractional-order partial differ-
ential equations. *e computations of these methods are
very straightforward and simple. *erefore, these methods
can be applied to fractional partial differential equations.
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In the present paper, we defined lacunary sequence spaces of fractional difference operator of order ðα, βÞ over n-normed
spaces via Musielak-Orlicz function M = ðIkÞ. Our aim in this paper is to study some topological properties and

inclusion relation between the spaces I −Nβ
αðA,M, u, θ, ΔðγÞ, k·,⋯, · kÞ0, I −Nβ

αðA,M, u, θ, ΔðγÞ, k·,⋯, · kÞ, and I −Nβ
α

ðA,M, u, θ, ΔðγÞ, k·,⋯, · kÞ∞.

1. Introduction and Preliminaries

The concept of statistical convergence was introduced by
Fast [1] and Schoenberg [2] independently. Many authors
studied the concept of statistical convergence from the past
few years we may refer to ([3–19]) and references therein.

The sequence ξ = ðξkÞ is statistically convergent of order
α to ℓ (see Çolak) if there is a complex number ℓ such that

lim
n⟶∞

1
nα

k ≤ n : ξk − ℓj j ≥ εf gj j = 0: ð1Þ

Let 0 < α ≤ β ≤ 1. We define the ðα, βÞ-density of the
subset E of ℕ by

δβα Eð Þ = lim
n

1
nα

k ≤ n : k ∈ Ef gj jβ, ð2Þ

provided the limit exists, where jfk ≤ n : k ∈ Egjβ denotes
the βth power of number of elements of E not exceeding
n ([20–22]).

By a lacunary sequence θ = ðθrÞ, we mean a sequence
of positive integers such that θ0 = 0, 0 < θr < θr+1, and ϕr =
θr − θr−1 ⟶∞ as r⟶∞. The intervals determined by θ
will be denoted by Jr = ðθr−1, θr� and tr = θr/θr−1. Freedman
et al. [23] defined the space of lacunary strongly convergent
sequences by

Nθ = ξ ∈w : lim
r⟶∞

1
ϕr

〠
k∈Jr

ξk − lj j = 0, for some l
( )

: ð3Þ

Definition 1. Let θ = ðθrÞ be a lacunary sequence. The
sequence ξ = ðξkÞ is SβαðθÞ-statistically convergent (or lacun-
ary statistically convergent of order ðα, βÞ) (see [20]) if there
is a real number L such that

lim
r⟶∞

1
ϕαr

k ∈ Jr : ξk − Lj j ≥ εf gj jβ = 0, ð4Þ

where Jr = ðθr−1, θr� and ϕαr denotes the αth power ðϕrÞα of
ϕr , that is, ϕα = ðϕαr Þ = ðϕα1 , ϕα2 ,⋯,ϕαr ,⋯Þ. In this case, we
write SβαðθÞ − limξk = L: The set of all SβαðθÞ-statistically
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convergent sequences is denoted by SβαðθÞ. If α = β = 1 and
θ = ð2rÞ, then, we will write S instead of SβαðθÞ.

A family I ⊂ 2X of subsets of a nonempty set X is said to
be an ideal in X if

(1) ϕ ∈I

(2) A, B ∈I imply A ∪ B ∈I

(3) A ∈I , B ⊂ A imply B ∈I

while an admissible ideal I of X further satisfies fξg ∈I for
each ξ ∈ X (see [24]).

A sequence ðξnÞn∈ℕ in X is said to be I -convergent to
ξ ∈ X (see [24]), if AðεÞ = fn ∈ℕ : kξn − ξk ≥ εg ∈I , for
each ε > 0:

A sequence ðξnÞn∈ℕ in X is said to be I -bounded to
ξ ∈ X if there exists an K > 0 such that fn ∈ℕ : jξnj > Kg ∈
I . Many authors studied the topological properties and appli-
cations of ideal, we refer to ([25–37]) and references therein.

The concept of difference sequence spaces was intro-
duced in [38] and further generalized in [39].

In [40], Baliarsingh defined the fractional difference
operator as follows:

Let ξ = ðξkÞ ∈w and γ be a real number, then, the frac-
tional difference operator ΔðγÞ is defined by

Δ γð Þξk = 〠
k

i=0

−γð Þi
i!

ξk−i, ð5Þ

where ð−γÞi denotes the Pochhammer symbol defined as

The concept of difference sequences, Orlicz function,
Musielak-Orlicz function, and n-normed spaces was used
by many authors and proves some topological properties
(see [41–50]) and references therein. For details about n-
normed spaces, we refer to ([51–55]), difference sequence
spaces ([38, 39]), Orlicz function ([56–58]). Ideal conver-
gence and fractional difference operator Δα has been studied

in [59, 60]. We continue in this connection and construct
new sequence spaces as follows.

Let M = ðIkÞ be a Musielak-Orlicz function, u = ðukÞ be
a bounded sequence of positive real numbers, and 0 < α ≤
β ≤ 1. We define the following sequence spaces in the
present paper

If we take MðξÞ = ξ, the above spaces reduces to I −
Nβ

αðA, u, θ, ΔðγÞ, k·,⋯, · kÞ0, I −Nβ
αðA, u, θ, ΔðγÞ, k·,⋯, · kÞ,

and I −Nβ
αðA, u, θ, ΔðγÞ, k·,⋯, · kÞ∞.

If we take u = ðukÞ = 1, the above spaces reduces to

I −Nβ
αðA,M, θ, ΔðγÞ, k·,⋯, · kÞ0, I −Nβ

αðA,M, θ, ΔðγÞ,
k·,⋯, · kÞ, and I −Nβ

αðA,M, θ, ΔðγÞ, k·,⋯, · kÞ∞.

−γð Þi =
1, if γ = 0 or i = 0, γ γ + 1ð Þ γ + 2ð Þ⋯ γ + i − 1ð Þ, otherwise,
γ γ + 1ð Þ γ + 2ð Þ⋯ γ + i − 1ð Þ, otherwise:

(
ð6Þ

I −Nβ
α A,M, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

0
= ξ ∈w : I − lim

r

1
ϕαr

〠
k∈Jr

Ik

Ak Δ γð Þξ
� �
ρ

, x1,⋯,xn−1

������
������

0
@

1
A

2
4

3
5
uk2

4
3
5
β

= 0, for some ρ > 0

8><
>:

9>=
>;,

ð7Þ

I −Nβ
α A,M, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

= ξ ∈w : I − lim
r

1
ϕαr

〠
k∈Jr

Ik

Ak Δ γð Þξ
� �

− L

ρ
, x1,⋯,xn−1

������
������

0
@

1
A

2
4

3
5
uk2

4
3
5
β

= 0, for some L and ρ > 0

8><
>:

9>=
>;,

ð8Þ

I −Nβ
α A,M, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

∞
= ξ ∈w :

1
ϕαr

〠
k∈Jr

Ik

Ak Δ γð Þξ
� �
ρ

, x1,⋯,xn−1

������
������

0
@

1
A

2
4

3
5
uk2

4
3
5
β

is bounded, for some ρ > 0

8><
>:

9>=
>;:

ð9Þ
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The following inequality will be used in the proceeding
results. If 0 ≤ uk ≤ sup uk =H, D =max ð1, 2H−1Þ, then

rk + skj juk ≤D rkj juk + skj jukf g, ð10Þ

for all k and rk, sk ∈ℂ. Also jrjuk ≤max ð1, jrjHÞ for all r ∈ℂ.

2. Main Results

In this section, we study topological properties and prove
some inclusion relations. In what follows, we will take M =
ðIkÞ a Musielak-Orlicz function and u = ðukÞ a bounded
sequence of positive real numbers.

Theorem 2. The spaces I −Nβ
αðA,M, u, θ, ΔðγÞ, k·,⋯, · k,

I −Nβ
αðA,M, u, θ, ΔðγÞ, k·,⋯, · kÞ, and I −Nβ

αðA,M, u, θ,
ΔðγÞ, k·,⋯, · kÞ∞ are linear spaces.

Proof. Let ξ1, ξ2 ∈I −Nβ
αðA,M, u, θ, ΔðγÞ, k·,⋯, · kÞ0 and let

μ, ν be scalars. Then, there exist two positive numbers ρ1
and ρ2 for ε > 0

D1 = r ∈ℕ :
1
ϕαr

〠
k∈Jr

Ik

Ak Δ γð Þξ1
� �
ρ1

, x1,⋯,xn−1

������
������

0
@

1
A

2
4

3
5
uk2

4
3
5
β

≥
ε

2D

8><
>:

9>=
>;

∈I ,
ð11Þ

D2 = r ∈ℕ :
1
ϕαr

〠
k∈Jr

Ik

Ak Δ γð Þξ2
� �
ρ2

, x1,⋯,xn−1

������
������

0
@

1
A

2
4

3
5
uk2

4
3
5
β

≥
ε

2D

8><
>:

9>=
>;

∈I :

ð12Þ
Let ρ3 = max f2jμjρ1, 2jνjρ2g and by inequality (1), we

have

1
ϕαr

〠
k∈Jr

Ik

Ak Δ γð Þ μξ1 + νξ2ð Þ
� �

ρ3
, x1,⋯,xn−1

������
������

0
@

1
A

2
4

3
5
uk2

4
3
5
β

≤
1
ϕαr

〠
k∈Jr

Ik

μAk Δ γð Þξ1
� �
ρ3

, x1,⋯,xn−1

������
������

0
@

1
A

2
4

3
5
uk2

4
3
5
β

+ 1
ϕαr

〠
k∈Jr

Ik

νAk Δ γð Þξ2
� �
ρ3

, x1,⋯,xn−1

������
������

0
@

1
A

2
4

3
5
uk2

4
3
5
β

≤
1
ϕαr

〠
k∈Jr

Ik

Ak Δ γð Þξ1
� �
ρ1

, x1,⋯,xn−1

������
������

0
@

1
A

2
4

3
5
uk2

4
3
5
β

+ 1
ϕαr

〠
k∈Jr

Ik

Ak Δ γð Þξ2
� �
ρ2

, x1,⋯,xn−1

������
������

0
@

1
A

2
4

3
5
uk2

4
3
5
β

:

ð13Þ

Now by (11) and (12), we get

r ∈ℕ :
1
ϕαr

〠
k∈Jr

Ik

Ak Δ γð Þ μξ1 + νξ2ð Þ
� �

ρ3
, x1,⋯,xn−1
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> ε
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>;

⊂D1 ∪D2:

ð14Þ

Therefore, μξ1 + νξ2 ∈I −Nβ
αðA,M, u, θ, ΔðγÞ, k·,⋯, · kÞ0.

Hence, I −Nβ
αðA,M, u, θ, ΔðγÞ, k·,⋯, · kÞ0 is a linear space.

On a similar way, we can prove that I −Nβ
αðA,M, u, θ,

ΔðγÞ, k·,⋯, · kÞ and I −Nβ
αðA,M, u, θ, ΔðγÞ, k·,⋯, · kÞ∞ are

linear spaces.

Theorem 3. The inclusions I −Nβ
αðA,M, u, θ, ΔðγÞ, k·,⋯, · kÞ0

⊂I −Nβ
αðA,M, u, θ, ΔðγÞ, k·,⋯, · kÞ ⊂I −Nβ

αðA,M, u, θ, ΔðγÞ,
k·,⋯, · kÞ∞ hold.

Proof. The inclusion I −Nβ
αðA,M, u, θ, ΔðγÞ, k·,⋯, · kÞ0 ⊂

I −Nβ
αðA,M, u, θ, ΔðγÞ, k·,⋯, · kÞ is obvious. We prove I

−Nβ
αðA,M, u, θ, ΔðγÞ, k·,⋯, · kÞ ⊂I −Nβ

αðA,M, u, θ, ΔðγÞ,
k·,⋯, · kÞ∞. For this, let ξ ∈I −Nβ

αðA,M, u, θ, ΔðγÞ, k·,⋯,
· kÞ. Then, there exists ρ1 > 0 such that for every ε > 0

B1 = r ∈ℕ :
1
ϕαr

〠
k∈Jr

Ik

Ak Δ γð Þξ
� �

− L

ρ1
, x1,⋯,xn−1
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≥ ε
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9>=
>;

∈I :

ð15Þ

We put ρ = 2ρ1 and M = ðIkÞ is a Musielak-Orlicz
function, we have

Ik

Ak Δ γð Þξ
� �
ρ

, x1,⋯,xn−1

������
������

0
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A

≤Ik

Ak Δ γð Þξ
� �

− L

ρ1
, x1,⋯,xn−1
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������

0
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A

+Ik
L
ρ1

, x1,⋯,xn−1
����

����
� �

:

ð16Þ

Suppose that r ∉ B1. Hence by above inequality and (1),
we have

1
ϕαr

〠
k∈Jr

Ik

Ak Δ γð Þξ
� �
ρ

, x1,⋯,xn−1
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1
ϕαr

〠
k∈Jr

Ik

Ak Δ γð Þξ
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+ 1
ϕαr

〠
k∈Jr

Ik
L
ρ1

, x1,⋯,xn−1
����

����
� �� �uk" #β

9=
;

<D ε + 1
ϕαr

〠
k∈Jr

Ik
L
ρ
, x1,⋯,xn−1

����
����

� �� �uk" #β
8<
:

9=
;: ð17Þ

By using ½IkðkðL/ρ1Þ, x1,⋯,xn−1kÞ�uk ≤max f1, ½IkðkðL/ρ1Þ,
x1,⋯,xn−1kÞ�Hg, we have

1
ϕαr

〠
k∈Jr

Ik
L
ρ
, x1,⋯,xn−1

����
����

� �� �uk" #β

<∞: ð18Þ

Put K =Dfε + 1/ϕαr ½∑k∈Jr ½IkðkðL/ρÞ, x1,⋯,xn−1kÞ�uk �βg:
It follows that

r ∈ℕ :
1
ϕαr

〠
k∈Jr

Ik

Ak Δ γð Þξ
� �
ρ

, x1,⋯,xn−1

������
������
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5
uk2

4
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5
β

> K

8><
>:

9>=
>;

∈I :

ð19Þ

This shows that ξ ∈I −Nβ
αðA,M, u, θ, ΔðγÞ, k·,⋯, · kÞ∞,

which completes the proof.

Theorem 4. The space I −Nβ
αðA,M, u, θ, ΔðγÞ, k·,⋯, · kÞ∞

is a paranormed space with paranorm defined by

g xð Þ = inf ρ > 0 :
1
ϕαr

〠
k∈Jr

Ik

Ak Δ γð Þξ
� �
ρ

, x1,⋯,xn−1

������
������
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5
uk2

4
3
5
β

≤ 1
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9>=
>;:

ð20Þ

Proof. Since gðξÞ = gð−ξÞ and Ikð0Þ = 0, we have gð0Þ = 0.
Let ξ1, ξ2 ∈I −Nβ

αðA,M, u, θ, ΔðγÞ, k·,⋯, · kÞ∞. Let

B ξ1ð Þ = ρ > 0 :
1
ϕαr

〠
k∈Jr

Ik

Ak Δ γð Þξ1
� �

ρ
, x1,⋯,xn−1
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������
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β

≤ 1
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9>=
>;,

ð21Þ

B ξ2ð Þ = ρ > 0 :
1
ϕαr

〠
k∈Jr

Ik

Ak Δ γð Þξ2
� �

ρ
, x1,⋯,xn−1
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������
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5
uk2
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β

≤ 1
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9>=
>;:

ð22Þ

Let ρ1 ∈ Bðξ1Þ and ρ2 ∈ Bðξ2Þ and ρ = ρ1 + ρ2, we have

1
ϕαr

〠
k∈Jr

Ik

Ak Δ γð Þ ξ1 + ξ2ð Þ
� �

ρ
, x1,⋯,xn−1
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≤
ρ1

ρ1 + ρ2

� � 1
ϕαr

〠
k∈Jr
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Ak Δ γð Þξ1
� �
ρ1

, x1,⋯,xn−1

������
������
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〠
k∈Jr
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� �
ρ2

, x1,⋯,xn−1
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:

ð23Þ

Thus, 1/ϕαr ½∑k∈Jr ½IkðkðAkðΔðγÞðξ1 + ξ2ÞÞ/ρ1 + ρ2Þ, x1,⋯,
xn−1kÞ�uk �β ≤ 1 and

g ξ1 + ξ2ð Þ ≤ inf ρ1 + ρ2ð Þ > 0 : ρ1 ∈ B ξ1ð Þ, ρ2 ∈ B ξ2ð Þf g
≤ inf ρ1 > 0 : ρ1 ∈ B ξ1ð Þf g

+ inf ρ2 > 0 : ρ2 ∈ B ξ2ð Þf g
= g ξ1ð Þ + g ξ2ð Þ:

ð24Þ

Let σs ⟶ σ where σ, σs ∈ℂ and let gðξs − ξÞ⟶ 0
as s⟶∞. We have to show that gðσsξs − σξÞ⟶ 0 as
s⟶∞. Let

B ξs
	 


= ρs > 0 :
1
ϕαr

〠
k∈Jr
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Ak Δ γð Þξs
� �
ρs

, x1,⋯,xn−1

������
������

0
@

1
A

2
4

3
5
uk2

4
3
5
β

≤ 1

8><
>:

9>=
>;,
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B ξs − ξ
	 


= ρs′> 0 :
1
ϕαr

〠
k∈Jr

Ik

Ak Δ γð Þ ξs − ξ
	 
� �
ρs′
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>;:

ð26Þ

If ρs ∈ BðξsÞ and ρs′∈ Bðξs − ξÞ; then, we have

1
ϕαr

〠
k∈Jr

Ik

Ak Δ γð Þ σsξs − σξ
	 
� �

ρs ∣ σs − σ∣+ρs′ ∣ σ ∣
, x1,⋯,xn−1
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Ak Δ γð Þ σsξs − σξs
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ρs σ
s − σj j + ρs′ σj j
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� ���� ���
ρs σ

s − σj j + ρs′ σj j
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≤
σs − σj jρs

ρs σ
s − σj j + ρs′ σj j

1
ϕαr

� 〠
k∈Jr
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Ak Δ γð Þ ξs
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ρs
, x1,⋯,xn−1
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ρs σ
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ϕαr
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:

ð27Þ

From the above inequality, it follows that

1
ϕαr

〠
k∈Jr

Ik

Ak Δ γð Þ σsξs − σξ
	 
� �

ρs ∣ σs − σ∣+ρs′ ∣ σ ∣
, x1,⋯,xn−1
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ð28Þ

and consequently,

g σsξs − σξ
	 


≤ inf ρs σ
s − σj j + ρs′ σj j

� �
> 0 : ρs ∈ B ξs

	 

, ρs′∈ B ξs − ξ

	 
n o
≤ σs − σj jð Þ > 0 inf ρ > 0 : ρs ∈ B ξs

	 
� 
+ σj jð Þ

> 0 inf ρs′
� �un/H

: ρs′∈ B ξs − ξ
	 
� �

⟶ 0 as s⟶∞,

ð29Þ

which completes the proof.

Theorem 5. Let M = ðIkÞ and M′ = ðIk′Þ be Musielak-
Orlicz functions that satisfy the Δ2-condition. Then

I −Nβ
α A,M, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

0

⊆I −Nβ
α A,M′ ∘M, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

0
,

ð30Þ

I −Nβ
α A,M, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

⊆I −Nβ
α A,M′ ∘M, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

,
ð31Þ

I −Nβ
α A,M, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

∞

⊆I −Nβ
α A,M′ ∘M, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

∞
:

ð32Þ

Proof. (i) Let ξ ∈I −Nβ
αðA,M, u, θ, ΔðγÞ, k·,⋯, · kÞ0. Then,

there exists K1 > 0 such that

B1 = r ∈ℕ :
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ϕαr

〠
k∈Jr
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ρ
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8><
>:

9>=
>;

∈I ,
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for ρ > 0. Since M′ is a Musielak-Orlicz function which
satisfies Δ2-condition, we have
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ϕαr
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Ak Δ γð Þξ
� �
ρ
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for K ≥ 1. By continuity of M′, we have
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Suppose r ∉ B1. Then, by using (34) and (35), we have
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K1 + max εh, εH
n o

= K2: ð36Þ

Hence, r ∉ B2 = fr ∈ℕ : 1/ϕαr ½∑k∈Jr ½Ik′ðIkðkAkðΔðγÞξÞ/ρ,
x1,⋯,xn−1kÞÞ�uk �β > K2g and so B2 ⊂ B1 which implies B2 ∈
I . This shows that I −Nβ

αðA,M′ ∘M, u, θ, ΔðγÞ, k·,⋯, · kÞ0.
Hence, I −Nβ

αðA,M, u, θ, ΔðγÞ, k·,⋯, · kÞ0 ⊆I −Nβ
αðA,M′ ∘

M, u, θ, ΔðγÞ, k·,⋯, · kÞ0. Similarly, we can prove (ii) and
(iii) part.

Corollary 6. Let M = ðIkÞ satisfy Δ2-condition. Then,

I −Nβ
α A, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

0

⊆I −Nβ
α A,M, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

0
,

ð37Þ

I −Nβ
α A, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

⊆I −Nβ
α A,M, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

,
ð38Þ

I −Nβ
α A, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

∞

⊆I −Nβ
α A,M, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

∞
:

ð39Þ

Proof. If we put IkðxÞ = x and Ik′ðxÞ =IkðxÞ∀x ∈ ½0,∞Þ in
Theorem 5, the result follows.

Theorem 7. Let M = ðIkÞ and M′ = ðIk′Þ be Musielak-
Orlicz functions that satisfy the Δ2-condition. Then,

I −Nβ
α A,M, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

0

∩I −Nβ
α A,M′, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

0

⊆I −Nβ
α A,M′ +M, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

0
,

ð40Þ

I −Nβ
α A,M, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

∩I −Nβ
α A,M′, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

⊆I −Nβ
α A,M′ +M, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

,

ð41Þ

I −Nβ
α A,M, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

∞

∩I −Nβ
α A,M, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

∞

⊆I −Nβ
α A,M′ +M, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

∞
:

ð42Þ

Proof. (i) Let ξ ∈I −Nβ
αðA,M, u, θ, ΔðγÞ, k·,⋯, · kÞ0 ∩I −

Nβ
αðA,M′, u, θ, ΔðγÞ, k·,⋯, · kÞ0. Then, there exists K1 > 0

and K2 > 0 such that
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B2 = r ∈ℕ :
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∈I ,
ð44Þ

for some ρ > 0. Let r ∉ B1 ∪ B2. Then, we have
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< K1 + K2f g:
ð45Þ

r ∉ B = fr ∈ℕ : 1/ϕαr ½∑k∈Jr ½ðIk′ +IkÞðAkðΔðγÞξÞ/ρ, x1,⋯,
xn−1Þ�uk �β > Kg. We have B1 ∪ B2 ∈I and so B ⊂ B1 ∪ B2
which implies B ∈I . This shows that x ∈I −Nβ

αðA,
M′ +M, u, θ, ΔðγÞ, k·,⋯, · kÞ0. Hence, I −Nβ

αðA,M, u, θ,
ΔðγÞ, k·,⋯, · kÞ0 ∩I −Nβ

αðA,M′, u, θ, ΔðγÞ, k·,⋯, · kÞ0 ⊆I −
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Nβ
αðA,M′ +M, u, θ, ΔðγÞ, k·,⋯, · kÞ0. Similarly, we can prove

(ii) and (iii) part of the theorem.

Theorem 8. Let 0 < uk ≤ vk and ðvk/ukÞ be bounded. Then,
the following inclusions hold

I −Nβ
α A,M, v, θ, Δ γð Þ, ·,⋯, ·k k
� �

0

⊆I −Nβ
α A,M, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

0
,

ð46Þ

I −Nβ
α A,M, v, θ, Δ γð Þ, ·,⋯, ·k k
� �

⊆I −Nβ
α A,M, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

:
ð47Þ

Proof. (i) Let ξ ∈I −Nβ
αðA,M, v, θ, ΔðγÞ, k·,⋯, · kÞ0. Write

sk = ½IkðkAkðΔðγÞξÞ/ρ, x1,⋯,xn−1kÞ�
vk and λk = uk/vk, so that

0 < λ < λk ≤ 1. By using Hölder inequality, we have

1
ϕαr

〠
k∈Jr

skð Þλk
" #β

= 1
ϕαr

〠

sk≥1
k∈Jr

skð Þλk

2
6664

3
7775
β

+ 1
ϕαr

〠

sk<1
k∈Jr

skð Þλk

2
6664

3
7775
β

≤
1
ϕαr

〠

sk≥1
k∈Jr

skð Þ

2
6664

3
7775
β

+ 1
ϕαr

〠

sk<1
k∈Jr

skð Þλ

2
6664

3
7775
β

= 1
ϕαr

〠

sk≥1
k∈Jr

skð Þ

2
6664

3
7775
β

+ 〠

sk<1
k∈Jr

1
ϕαr

sk

� �λ 1
ϕαr

� �1−λ

2
6664

3
7775
β

≤
1
ϕαr

〠

sk≥1
k∈Jr

skð Þ

2
6664

3
7775
β

+ 〠

sk<1
k∈Jr

1
ϕαr

sk

� �λ
" #1/λ

0
BBB@

1
CCCA

λ2
6664

3
7775
β

� 〠

sk<1
k∈Jr

1
ϕαr

� �1−λ
" #1/λ−1

0
BBB@

1
CCCA

1−λ2
6664

3
7775
β

≤
1
ϕαr

〠

sk≥1
k∈Jr

skð Þ

2
6664

3
7775
β

+ 1
ϕαr

〠

sk<1
k∈Jr

skð Þλ

2
6664

3
7775
β

:

ð48Þ

Hence, for every ε > 0, we have

r ∈ℕ :
1
ϕαr

〠
k∈Jr

Ik

Ak Δ γð Þξ
� �
ρ

, x1,⋯,xn−1

������
������

0
@

1
A

2
4

3
5
uk2

4
3
5
β

≥ ε

8><
>:

9>=
>;

⊂ r ∈ℕ :
1
ϕαr

〠

sk≥1
k∈Jr

Ik

Ak Δ γð Þξ
� �
ρ

, x1,⋯,xn−1

������
������

0
@

1
A

2
4

3
5
uk

2
6664

3
7775
β

≥
ε

2

8>>><
>>>:

9>>>=
>>>;

∪ r ∈ℕ :
1
ϕαr

〠

sk<1
k∈Jr

Ik

Ak Δ γð Þξ
� �
ρ

, x1,⋯,xn−1

������
������

0
@

1
A

2
4

3
5
vk

2
6664

3
7775
β

≥
ε

2
� �1/λ

8>>><
>>>:

9>>>=
>>>;
:

ð49Þ

This implies that fr ∈ℕ : 1/ϕαr ½∑k∈Ir ½IkðkAkðΔðγÞξÞ/ρ,
x1,⋯,xn−1kÞ�uk �β ≥ εg ∈I and so ξ ∈I −Nβ

αðA,M, u, θ,
ΔðγÞ, k·,⋯, · kÞ0. Hence, I −Nβ

αðA,M, v, θ, ΔðγÞ, k·,⋯, · kÞ0
⊆I −Nβ

αðA,M, u, θ, ΔðγÞ, k·,⋯, · kÞ0. Similarly, we can

prove I −Nβ
αðA,M, v, θ, ΔðγÞ, k·,⋯, · kÞ ⊆I −Nβ

αðA,M, u,
θ, ΔðγÞ, k·,⋯, · kÞ.

Corollary 9. If 0 < inf uk ≤ 1. Then, the following inclusions
hold:

I −Nβ
α A,M, θ, Δ γð Þ, ·,⋯, ·k k
� �

0

⊆I −Nβ
α A,M, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

0

ð50Þ

I −Nβ
α A,M, θ, Δ γð Þ, ·,⋯, ·k k
� �

⊆I −Nβ
α A,M, u, θ, Δ γð Þ, ·,⋯, ·k k
� �

:
ð51Þ

Proof. The proof follows from Theorem 8.
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In this paper, we aim to develop formulas of spectral radius for an operator S in terms of generalized Aluthge transform, numerical
radius, iterated generalized Aluthge transform, and asymptotic behavior of powers of S. These formulas generalize some of the
formulas of spectral radius existing in literature. As an application, these formulas are used to obtain several characterizations
of normaloid operators.

1. Introduction

Generally, in mathematical analysis and particularly in func-
tional analysis, the spectral analysis of operators is an essential
research topic. It is useful to study the properties of operators,
including spectrum and the spectral radius of operators (see
[1]). The spectrum of an operator is connected with an invari-
ant subspace problem on a complex Hilbert space (see [2]),
and the important property of spectrum is the expression of
spectral radius in various formulas (see [3–5]). These formulas
help to obtain several characterizations of operators, including
normaloid and spectraloid operators (see [6]). Since the
advent of various transformations of bounded linear opera-
tors, including Aluthge transform and its generalizations, the
study of spectral properties of operators has become the center
point for many researchers (see [7–9]).

An operator can be decomposed into two Hermitian
operators being its real and imaginary parts, and this decom-
position is known as Cartesian decomposition. Clearly, Her-
mitian operators are self-adjoint and hence symmetric
operators. The symmetric operators involved in Cartesian
decomposition are helpful to develop the spectral radius for-

mulas and numerical radius inequalities involving Aluthge
transform [10–12].

This paper is aimed at studying the generalization of
spectral radius formulas involving generalized Aluthge
transform. Henceforward, we will give the notions to pro-
ceed with the results of this paper.

Let BðHÞ be the algebra of all bounded linear operators
on complex Hilbert spaceH. Let S =U jSj be the polar decom-
position of S ∈BðHÞ, where jSj is the square root of an oper-
ator defined as jSj = ffiffiffiffiffiffiffi

S∗S
p

and U is a partial isometry.
In [13], Aluthge introduced a transform to study the

properties of hyponormal operators that were connected
with the invariant subspace problem in operator theory. This
transform is called Aluthge transform, which is defined as

Δ1/2S = Sj j1/2U Sj j1/2, ð1Þ

and its nth iterated Aluthge transform is defined as

Δn
1/2 Sð Þ = Δ Δn−1

1/2 Sð Þ� �
,

Δ1
1/2 Sð Þ = Δ Sð Þ,∀n ∈ℕ:

ð2Þ
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Yamazaki, in [3], gave the formula of spectral radius for
bounded linear operator involving iterated Aluthge trans-
form, i.e.,

r Sð Þ = lim
n

Δn
1/2 Sð Þk k: ð3Þ

In [14], a generalization of Aluthge transform was intro-
duced that is called λ-Aluthge transform which is defined as

ΔλS = Sj jλU Sj j1−λ, λ ∈ 0, 1½ �: ð4Þ

Tam [4] gave a formula of spectral radius involving iter-
ated λ-Aluthge transform for invertible operators using uni-
tarily invariant norm, i.e.,

r Sð Þ = lim
n

Δn
λ Sð Þk k, λ ∈ 0, 1ð Þ: ð5Þ

Chabbabi and Mbekhta [12] gave various expressions for
spectral radius formulas involving λ-Aluthge transform,
iterated λ-Aluthge transform, asymptotic behavior of pow-
ers of an operator, and numerical radius. The expression of
spectral radius involving λ-Aluthge transform is given by

r Sð Þ = inf
Y∈B Hð Þ
invertible

Δλ YSY−1� ��� �� = inf
A∈B Hð Þ
selfadjoint

Δλ eASe−A
� ��� ��,

ð6Þ

and the expressions of spectral radius involving iterated
λ-Aluthge transform and the asymptotic behavior of powers
of S are given by

r Sð Þ = inf
Y∈B Hð Þ
invertible

Δn
λ YSY−1� ��� �� = inf

A∈B Hð Þ
self ‐adjoint

Δn
λ eASe−A
� ��� ��,

ð7Þ

r Sð Þ = lim
k

Δn
λ Sk
� ���� ���1/k = lim

k
Δλ Sk

� ���� ���1/k, ð8Þ

for each n ≥ 0.
The expressions of spectral radius involving iterated λ-

Aluthge transform, numerical radius, and the asymptotic
behavior of powers of S are given by

r Sð Þ = inf
Y∈B Hð Þ
invertible

w Δn
λ YSY−1� �� ��� �� = inf

A∈B Hð Þ
self‐adjoint

w Δn
λ eASe−A
� �� ��� ��,

ð9Þ

r Sð Þ = lim
k

w Δn
λ Sk
� �� ���� ���1/k = lim

k
w Δλ Sk

� �� ���� ���1/k,
ð10Þ

for each n ≥ 0. With the help of the above formulas, the
author [14] gave a characterization of normaloid operators.

In [15], Shebrawi and Bakherad introduced a new gener-
alization of Aluthge transform, called generalized Aluthge
transform. This transform is defined as

Δf ,gS = f Sj jð ÞUg Sj jð Þ, ð11Þ

where f and g both are continuous functions such that
gðxÞf ðxÞ = x, x ≥ 0. The iterated generalized Aluthge trans-
form is defined as

Δn
f ,g Sð Þ = Δ Δn−1

f ,g Sð Þ
� �

,∀n ∈ℕ: ð12Þ

In this paper, we establish the formulas of spectral radius
for operator S by assuming that kΔf ,gðSÞk ≤ kSk: These for-
mulas generalize the spectral radius formulas (6)–(10).

The paper is organized as follows. In Section 2, we give
the properties of the generalized Aluthge transform. In Sec-
tion 3, spectral radius formulas involving generalized
Aluthge transform and asymptotic behavior of powers of
the bounded operator S are given. In Section 4, we develop
spectral radius formulas of bounded linear operators involv-
ing numerical radius of generalized Aluthge transform. Fur-
thermore, some characterizations of normaloid operators
are established.

2. Preliminaries and Some Auxiliary Results

We start this section with some basic definitions and
properties of generalized Aluthge transform which will be
useful in establishing the main results of this paper. An
operator T is similar to S if there exists an invertible oper-
ator Y such that S = Y−1TY (see [16]). If rðSÞ = kSk, then
the operator is said to be normaloid. An operator S is said
to be a contraction if kSk ≤ 1. The spectral radius of an
operator S is defined as

r Sð Þ = sup λj j: λ ∈ σ Sð Þf g, ð13Þ

where σðSÞ is the spectrum of the operator S.
To prove spectral radius formulas, we recall some prop-

erties of generalized Aluthge transform.

Proposition 1 [7]. Let S ∈BðHÞ. Then, we have

(i) σðSÞ = σðΔf ,gðSÞÞ
(ii) rðSÞ = rðΔf ,gðSÞÞ

Proposition 2. Let T , S ∈BðHÞ. If T is similar to S, then

(i) σðSÞ = σðTÞ
(ii) σðΔf ,gðSÞÞ = σðΔf ,gðTÞÞ
(iii) rðΔf ,gðSÞÞ = rðΔf ,gðTÞÞ

Proof. The proofs of parts (i) and (iii) are trivial. The proof
of part (ii) follows from part (i) and Proposition 1 (i).
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Proposition 3. Let S ∈BðHÞ and f be any continuous func-
tion on σðSÞ. Then,

f U Sj jU∗ð Þ =Uf Sj jð ÞU∗, ð14Þ

for any unitary U ∈BðHÞ.

Proof. Since U∗U jSj = jSj, we have

U Sj jU∗ð Þn =U Sj jnU∗, ð15Þ

for each n ∈ℕ, which implies

P U Sj jU∗ð Þ =UP Sj jð ÞU∗, ð16Þ

for any polynomial PðtÞ. Since f is a continuous, so there
exist a sequence of polynomial fPnðtÞg∞n=1 such that Pnð0Þ
= 0 for each n ∈ℕ, and fPnðtÞg∞n=1 converges uniformly to
f ðtÞ on the interval ½0, kjTjk�. Then, from Equation (16),
we have

f U Sj jU∗ð Þ = lim
n⟶∞

Pn U Sj jU∗ð Þ = lim
n⟶∞

UPn Sj jð ÞU∗ð Þ
=U lim

n⟶∞
Pn Sj jð ÞU∗ =Uf Sj jð ÞU∗,

ð17Þ

as required.

Proposition 4. Let S,U ∈BðHÞ such that U is unitary.
Then, we have

Δf ,g USU∗ð Þ =UΔf ,g Sð ÞU∗: ð18Þ

Proof. Let S =V ∣ S ∣ be the polar decomposition of S: Then,
we have

USU∗j j =U Sj jU∗: ð19Þ

Now by using Proposition 3, we have

f USU∗j jð Þ =Uf Sj jð ÞU∗: ð20Þ

The polar decomposition of operator USU∗ is as follows:

USU∗ =UV Sj jU∗,
USU∗ = UVU∗ð Þ U Sj jU∗ð Þ,

ð21Þ

where UVU∗ is partial isometry. Therefore,

Δf ,g USU∗ð Þ = f USU∗ð Þð ÞUVU∗g USU∗ð Þð Þ
=Uf Sð Þð ÞVg Sð Þð ÞU∗ =UΔf ,g Sð ÞU∗:

ð22Þ

The second equality holds by Proposition 3 and by the
fact that U∗U = I.

Proposition 5. Let S ∈BðHÞ. Then, the sequence
fkΔn

f ,gðSÞkg∞n=1 is nonincreasing.

Proof. The proof follows from the repeated application of the
inequality

Δf ,g Sð Þ�� �� ≤ Sk k: ð23Þ

3. Formulas of Spectral Radius Involving
Generalized Aluthge Transform

In this section, we give formulas of the spectral radius by
using Rota’s theorem [16] and the properties of generalized
Aluthge transform.

Theorem 6. Let S ∈BðHÞ. Then, we have

r Sð Þ = inf
Y∈B Hð Þ
invertible

Δf ,g YSY−1� ��� �� = inf
A∈B Hð Þ
self ‐adjoint

Δf ,g eASe−A
� ��� ��:

ð24Þ

Proof. From Propositions 1 and 2, we have

r Sð Þ = r Δf ,g YSY−1� �� �
: ð25Þ

It follows that

r Sð Þ = r Δf ,g YSY−1� �� �
≤ Δf ,g YSY−1� ��� �� for invertibleY ∈B Hð Þ:

ð26Þ

Hence,

r Sð Þ ≤ inf
Y∈B Hð Þ
invertible

Δf ,g YSY−1� ��� ��:
ð27Þ

Let Y =U ∣ Y ∣ be the polar decomposition of Y : Since Y
is an invertible operator, then U is unitary and ∣Y ∣ invert-
ible. Therefore, there exists β > 0 such that σð∣Y ∣ Þ ⊆ ½β,∞Þ
. Consequently, A = ln ð∣Y ∣ Þ exists and self-adjoint; then,
we have

Yj j = eA,
Yj j−1 = e−A:

ð28Þ

Therefore,

Δf ,g YSY−1� ��� �� = Δf ,g U Yj jð ÞS U Yj jð Þ−1��� ��
= U Δf ,g Yj jS Yj j−1� �

U∗�� ��
= U Δf ,g eASe−A

� �
U∗��� ��

= Δf ,g eASe−A
� ��� ��:

ð29Þ
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The second equality holds by Proposition 4. Hence,

r Sð Þ ≤ inf
Y∈B Hð Þ
invertible

Δf ,g YSY−1� ��� �� ≤ inf
A∈B Hð Þ
self‐adjoint

Δf ,g eASe−A
� ��� ��:

ð30Þ

To prove above inequality in other direction, for an arbi-
trary ε > 0, we define an operator

Sε =
S

r Sð Þ + ε
: ð31Þ

For operator Sε, we have

r Sεð Þ = r
S

r Sð Þ + ε

� 	
= r Sð Þ
r Sð Þ + ε

< 1: ð32Þ

From [16], Theorem 2, the spectrum of operator Sε lies
in the unit disk; thus, the operator Sε is similar to contrac-
tion for which there exists an invertible operator Yε ∈Bð
HÞ such that

YεSY
−1
ε

r Sð Þ + ε

����
���� < 1, ð33Þ

and this implies that

Δf ,g eAεSe−Aε
� ��� �� ≤ YεSY

−1
ε

�� �� < r Sð Þ + ε: ð34Þ

For ε > 0, we obtain

r Sð Þ ≤ inf
Y∈B Hð Þ
invertible

Δf ,g YSY−1� ��� �� ≤ inf
A∈B Hð Þ
self‐adjoint

Δf ,g eASe−A
� ��� ��

≤ inf
Aε∈B Hð Þ
self ‐adjoint

Δf ,g eAεSe−Aε
� ��� �� ≤ inf

Yε∈B Hð Þ
invertible

YεSY
−1
ε

�� �� ≤ r Sð Þ + ε:

ð35Þ

Since ε > 0 is arbitrary, therefore

r Sð Þ = inf
Y∈B Hð Þ
invertible

Δf ,g YSY−1� ��� �� = inf
A∈B Hð Þ
self ‐adjoint

Δf ,g eASe−A
� ��� ��:

ð36Þ

The next Corollary is the direct result of Theorem 6
involving iterated generalized Aluthge transform.

Corollary 7. Let S ∈BðHÞ. Then, for each n ∈ℕ, we have

r Sð Þ = inf
Y∈B Hð Þ
invertible

Δn
f ,g YSY−1� ���� ��� = inf

A∈B Hð Þ
self ‐adjoint

Δn
f ,g eASe−A
� ���� ���:

ð37Þ

Proof. From Propositions 1 and 2, we can easily obtain

r Δn
f ,g YSY−1� �� �

= r Sð Þ,∀n ∈ℕ: ð38Þ

From above equality and by using Proposition 5, we have

r Sð Þ ≤ Δn
f ,g YSY−1� ���� ��� ≤ Δf ,g YSY−1� ��� ��, ð39Þ

for all invertible Y ∈BðHÞ: Therefore,

r Sð Þ ≤ inf
Y∈B Hð Þ
invertible

Δn
f ,g YSY−1� ���� ��� ≤ inf

A∈B Hð Þ
self‐adjoint

Δn
f ,g eASe−A
� ���� ���

≤ inf
A∈B Hð Þ
self ‐adjoint

Δf ,g eASe−A
� ��� �� = r Sð Þ:

ð40Þ

The third inequality holds by Proposition 5, and the last
equality holds by Theorem 6, which completes the proof.

The next Corollary is the direct result of Corollary 7 that
is the characterization of normaloid operators.

Corollary 8. Let S ∈BðHÞ. Then, the following assertions
are equivalent

(i) S is normaloid

(ii) kSk ≤ kYSY−1k, for invertible Y ∈BðHÞ

Proof. Assume that S is normaloid. Then,

Sk k = r YSY−1� �
≤ Δf ,g YSY−1� ��� �� ≤ YSY−1�� ��, ð41Þ

for all invertible Y ∈BðHÞ: The first equality holds by
Proposition 2. The first inequality holds because the spectral
radius is less than the operator norm, and the second
inequality holds by Proposition 5.

Assume that assertion (ii) holds. Then, we have

r Sð Þ ≤ Sk k ≤ YSY−1�� �� ≤ YεSYε−1
�� �� ≤ r Sð Þ + ε, ð42Þ

for all invertible Y ∈BðHÞ: The last inequality holds by
inequality (33) in Theorem 6. Since ε > 0 is arbitrary, hence S
is normaloid.

Corollary 9. Let S ∈BðHÞ. Then the following assertions are
equivalent.

(i) S is normaloid;

(ii) kSk ≤ kΔf ,gðYSY−1Þk for invertible Y ∈BðHÞ ;
(iii) kSk ≤ kΔn

f ,gðYSY−1Þk for invertible Y ∈BðHÞ and
every n ∈ℕ:

4 Journal of Function Spaces



Proof. (i)⇒(iii)⇒(ii). Since S is normaloid, therefore

Sk k = r Δn
f ,gYSY

−1
� �

≤ Δn
f ,g YSY−1� ���� ��� ≤ Δf ,g YSY−1� ��� ��,

ð43Þ

for all invertible Y ∈BðHÞ: The first inequality holds
because the spectral radius is less than the operator norm,
and the second inequality holds by Proposition 5. Hence,

Sk k ≤ Δf ,g YSY−1� ��� �� for invertibleY ∈B Hð Þ,

Sk k ≤ Δn
f ,g YSY−1� ���� ��� for invertibleY ∈B Hð Þ:

ð44Þ

(ii)⇒(i)
Since spectral radius is less than operator norm and by

assertion (ii), we have

r Sð Þ ≤ Sk k ≤ Δf ,g YSY−1� ��� �� ≤ Δf ,g YεSY
−1
ε

� ��� �� ≤ YεSY
−1
ε

�� �� ≤ r Sð Þ + ε,

ð45Þ

for all invertible Y ∈BðHÞ: The third inequality holds
by inequality (34) of Theorem 6. Since ε > 0 is arbitrary,
therefore S is normaloid.

Now, we will give a formula of spectral radius involving
iterated generalized Aluthge transform and asymptotic
behavior of powers of S.

Theorem 10. Let S ∈BðHÞ. Then, we have

r Sð Þ = lim
k

Δn
f ,g Sk
� ���� ���1/k,∀n ∈ℕ = lim

k
Δf ,g Sk

� ���� ���1/k: ð46Þ

Proof.

r Sð Þ = r Δn
f ,g Sð Þ

� �
≤ Δn

f ,g Sð Þ
��� ��� ≤ Δf ,g Sð Þ�� �� ≤ Sk k,∀n ∈ℕ:

ð47Þ

The first equality holds by Proposition 1, second
inequality holds by rðSÞ ≤ kSk, and third inequality holds
by Proposition 5. Thus, for kth power of an operator, we
have

r Sð Þk = r Sk
� �

= r Δn
f ,g Sk
� �� �

≤ Δn
f ,g Sk
� ���� ���

≤ Δf ,g Sk
� ���� ��� ≤ Sk

��� ���,∀n, k ∈ℕ,

r Sð Þ ≤ Δn
f ,g Sk
� ���� ���1/k ≤ Δf ,g Sk

� ���� ���1/k ≤ Sk
��� ���1/k,∀n, k ∈ℕ,

r Sð Þ ≤ lim
k

Δn
f ,g Sk
� ���� ���1/k ≤ lim

k
Δf ,g Sk

� ���� ���1/k ≤ lim
k

Sk
��� ���1/k,∀n ∈ℕ:

ð48Þ

Since

r Sð Þ = lim
k

Sk
��� ���1/k: ð49Þ

Thus,

r Sð Þ ≤ lim
k

Δn
f ,g Sk
� ���� ���1/k ≤ lim

k
Δf ,g Sk

� ���� ���1/k

≤ lim
k

Sk
��� ���1/k = r Sð Þ,∀n ∈ℕ,

ð50Þ

which completes the proof.

The next Corollary is obtain in the consequence of The-
orem 10.

Corollary 11. Let S ∈BðHÞ. Then, the following assertions
are equivalent.

(i) S is normaloid

(ii) kSkk = kΔf ,gðSkÞk, ∀k ∈ℕ

(iii) kSkk = kΔn
f ,gðSkÞk, ∀n, k ∈ℕ

Proof. (i)⇒(ii).

Sk k = lim
k

Δf ,g Sð Þk
��� ���1/k,

Sk kk = lim
k

Δf ,g Sð Þk
��� ���1/k

� 	k

,

Sk kk = Δf ,g Sð Þk
��� ���,∀k ∈ℕ:

ð51Þ

The first equality holds by assertion (i) and Theorem 10.
(i)⇒(iii)

Sk k = lim
k

Δn
f ,g Sð Þk

��� ���1/k,∀n ∈ℕ,

Sk kk = Δn
f ,g Sð Þk

��� ���,∀n, k ∈ℕ:

ð52Þ

The first equality holds by assertion (i) and Theorem 10.
(ii)⇒(i)

Sk kk = Δf ,g Sð Þk
��� ���,∀k ∈ℕ,

Sk kk
� �1/k

= Δf ,g Sð Þk
��� ���1/k,∀k ∈ℕ,

lim
k

Sk k = lim
k

Δf ,g Sð Þk
��� ���1/k,

r Sð Þ = Sk k:

ð53Þ

The last equality holds by Theorem 10.
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(iii)⇒(i)

Sk kk = Δn
f ,g Sð Þk

��� ���,∀n, k ∈ℕ,

lim
k

Sk k = lim
k

Δn
f ,g Sð Þk

��� ���1/k,∀n ∈ℕ,

Sk k = r Sð Þ:

ð54Þ

The last equality holds by Theorem 10. Hence, S is nor-
maloid.

4. Formulas of Spectral Radius Involving
Generalized Aluthge Transform and
Numerical Radius

This section gives spectral radius formulas for the bounded
linear operator in terms of numerical radius and iterated
generalized Aluthge transform. The numerical radius is
defined as

w Sð Þ = sup λj j: λ ∈W Sð Þf g, ð55Þ

where WðSÞ is the numerical range.

Theorem 12. Let S ∈BðHÞ: Then, for all n ∈ℕ, we have

r Sð Þ = inf
Y∈B Hð Þ
invertible

w Δn
f ,g YSY−1� �� �

= inf
A∈B Hð Þ
self ‐adjoint

w Δn
f ,g eASe−A
� �� �

:

ð56Þ

Proof. As we know that

r Sð Þ ≤w Sð Þ ≤ Sk k: ð57Þ

Thus, for every invertible operator Y ∈BðHÞ, we have

r Sð Þ = r Δn
f ,g YSY−1� �� �

≤w Δn
f ,g YSY−1� �� �

≤ Δn
f ,g YSY−1� ���� ���,∀n ∈ℕ:

ð58Þ

Let Y be any bounded linear invertible operator with
polar decomposition Y =U ∣ Y ∣ . Since Y is an invertible
operator, then U is unitary and ∣Y ∣ is also invertible and
positive. Thus, there exists β > 0 such that σð∣Y ∣ Þ ⊆ ½β,∞Þ.
So, A = ln ð∣Y ∣ Þ exists and self-adjoint. Thus, we have

Yj j = eA,
Yj j−1 = e−A:

ð59Þ

Therefore,

W Δn
f ,g YSY−1� �� �

= Δn
f ,g YSY−1� �

x, x
D E

= Δn
f ,g U ∣ Y ∣ð ÞS U ∣ Y ∣ð Þ−1� �

x, x
D E

= Δn
f ,g U ∣ Y ∣ð ÞS∣Y ∣ −1U∗� �

x, x
D E

= Δn
f ,g ∣Y ∣ S∣Y ∣ −1
� �

U∗x,U∗x
D E

= Δn
f ,g eASe−A
� � U∗x

U∗xk k ,
U∗x
U∗xk k


 �
· UU∗x, xh i:

ð60Þ

The second equality holds by Y =U jY j, third equality
holds because U is unitary, and fourth equality holds by
Proposition 4. Thus,

W Δn
f ,g YSY−1� �� �

⊆W Δn
f ,g eASe−A
� �� �

W UU∗ð Þ: ð61Þ

In the above equation, U is unitary. This implies that

w Δn
f ,g YSY−1� �� �

≤w Δn
f ,g eASe−A
� �� �

: ð62Þ

It follows that

r Sð Þ = r Δn
f ,gYSY

−1
� �

≤w Δn
f ,g YSY−1� �� �

, for invertibleY ∈B Hð Þ
≤w Δn

f ,g eASe−A
� �� �

, for self ‐adjointA ∈B Hð Þ
≤ Δn

f ,g eASe−A
� ���� ���, for self‐adjointA ∈B Hð Þ:

ð63Þ

For every invertible Y ∈BðHÞ, all above inequalities are
satisfied; thus, we have

r Sð Þ ≤ inf
Y∈B Hð Þ
invertible

w Δn
f ,g YSY−1� �� �

≤ inf
A∈B Hð Þ
self ‐adjoint

w Δn
f ,g eASe−A
� �� �

≤ inf
A∈B Hð Þ
self ‐adjoint

Δn
f ,g eASe−A
� ���� ��� = r Sð Þ:

ð64Þ

The last equality holds by Corollary 7, which completes
the proof.

Let A be any bounded linear operator with cartesian
decomposition

A = A + A∗

2 + A − A∗

2i : ð65Þ

In this decomposition 1/2ðA + A∗Þ is the real part and
1/2iðA − A∗Þ is the imaginary part.
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In [17], the spectrum of a bounded linear operator is
contained in the closure of the numerical range.

Theorem 13. Let S ∈BðHÞ. Then, for all n ∈ℕ and θ ∈ℝ,
we have

r Sð Þ = inf
Y∈B Hð Þ
invertible

w Re eiθ Δn
f ,g YSY−1� �� �� �� �

= inf
Y∈B Hð Þ
invertible

Re eiθ Δn
f ,g YSY−1� �� �� ���� ���: ð66Þ

Proof. Let rðSÞ ∈ σðSÞ. Then,

r Sð Þ ∈ Re σ Sð Þð Þ = Re σ Δn
f ,gYSY

−1
� �� �

, for invertible operatorY ∈B Hð Þ:

ð67Þ

Thus,

r Sð Þ ∈ Re σ Δn
f ,g YSY−1� �� �� �

⊆ Re �W Δn
f ,g YSY−1� �� �� �

= �W Re Δn
f ,g YSY−1� �� �� �

,

ð68Þ

which implies

r Sð Þ ≤w Re Δn
f ,g YSY−1� �� �� �

≤ Re Δn
f ,g YSY−1� �� ���� ��� ≤ Δn

f ,g YSY−1� ���� ���,
ð69Þ

for all invertible Y ∈BðHÞ. Thus, we have

r Sð Þ ≤ inf
Y∈B Hð Þ
invertible

w Re Δn
f ,g YSY−1� �� �� �

≤ inf
Y∈B Hð Þ
invertible

Re Δn
f ,g YSY−1� �� ���� ���

≤ inf
Y∈B Hð Þ
invertible

Δn
f ,g YSY−1� ���� ��� = r Sð Þ:

ð70Þ

The last equality holds by Corollary 7. For rðSÞ ∈ σðSÞ,
we have proved

r Sð Þ = inf
Y∈B Hð Þ
invertible

w Re Δn
f ,g YSY−1� �� �� �

= inf
Y∈B Hð Þ
invertible

Re Δn
f ,g YSY−1� �� ���� ���: ð71Þ

If S is an arbitrary operator, then there exists z ∈ σðSÞ
such that ∣z ∣ = rðSÞ. Put θ = −arg ðzÞ. Then, rðSÞ = zeiθ ∈ σð
eiθSÞ. Hence, by the first part of the proof, we conclude that

r Sð Þ = r eiθS
� �

≤ inf
Y∈B Hð Þ
invertible

w Re Δn
f ,g eiθ YSY−1� �� �� �� �

≤ inf
Y∈B Hð Þ
invertible

Re Δn
f ,g eiθ YSY−1� �� �� ���� ���

≤ inf
Y∈B Hð Þ
invertible

Δn
f ,g eiθ YSY−1� �� ���� ��� = r eiθS

� �
:

ð72Þ

The last inequality holds by Corollary 7, which com-
pletes the proof.

The next Corollary is the characterization of normaloid
operators.

Corollary 14. Let S ∈BðHÞ. Then, for each n ∈ℕ, the fol-
lowing assertions are equivalent:

(i) S is normaloid

(ii) There exists θ ∈ℝ such that for any invertible Y ∈
BðHÞ

Sk k ≤w Re Δn
f ,g eiθYSY−1
� �� �� �

ð73Þ

(iii) There exists θ ∈ℝ such that for any invertible Y ∈
BðHÞ

Sk k ≤ Re Δn
f ,g eiθYSY−1
� �� ���� ��� ð74Þ

Theorem 15. Let S ∈BðHÞ. Then, we have

r Sð Þ = lim
k
w Δn

f ,g Sk
� �� �1/k

,∀n ∈ℕ: ð75Þ

Proof. Since rðSÞ ≤wðSÞ ≤ kSk, therefore

r Sð Þk = r Sk
� �

= r Δn
f ,g Sk
� �� �

≤w Δn
f ,g Sk
� �� �

≤ Δn
f ,g Sk
� ���� ���,∀n, k ∈ℕ:

r Sð Þ ≤ w Δn
f ,g Sk
� �� �� �1/k

≤ Δn
f ,g Sk
� ���� ���1/k,∀n, k ∈ℕ: ð76Þ
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By Theorem 10, we obtain

r Sð Þ ≤ lim
k

w Δn
f ,g Sk
� �� �� �1/k

≤ lim
k

Δn
f ,g Sk
� ���� ���1/k = r Sð Þ,∀n ∈ℕ,

ð77Þ

which completes the proof.
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*is paper introduces a new dimension of an additive functional equation and obtains its general solution. *e main goal of this
study is to examine the Ulam stability of this equation in IFN-spaces (intuitionistic fuzzy normed spaces) with the help of direct
and fixed point approaches and 2-Banach spaces. Also, we use an appropriate counterexample to demonstrate that the stability of
this equation fails in a particular case.

1. Introduction

*e study of stability problems for functional equations is
one of the essential research areas in mathematics, which
originated in issues related to applied mathematics. *e first
question concerning the stability of homomorphisms was
given by Ulam [1] as follows.

Given a group (G, ∗ ), a metric group (G′, ·) with the
metric d, and a mapping f from G and G′, does δ > 0 exist
such that

d(f(x∗y), f(x) · f(y))≤ δ, (1)

for all x, y ∈ G. If such a mapping exists, then does a ho-
momorphism h: G⟶ G′ exist such that

d(f(x), h(x)) ≤ ε, (2)

for all x ∈ G? Ulam defined such a problem in 1940 and
solved it the following year for the Cauchy functional
equation

ψ(u + v) � ψ(u) + ψ(v), (3)

by the way of Hyers [2]. *e consequence of Hyers becomes
stretched out by Aoki [3] with the aid of assuming the
unbounded Cauchy contrasts. Hyers theorem for additive
mapping was investigated by Rassias [4], and then Rassias
results were generalized by Gavruta [5].

As of late, Nakmahachalasint [6] gave the overall answer
and HUR (briefly, Hyers–Ulam–Rassias) stability of finite
variable functional equation; furthermore, Khodaei and
Rassias [7] examined the stability of generalized additive
functions in several variables. *e stability result of additive
functional equations was examined by means of Najati and
Moghimi [8], Shin et al. [9], and Gordji [10]. Stability
problems of various functional equations have been inves-
tigated by many researchers, and there are various inter-
esting results about this problem (see [11–14]).

Zadeh [15] established the concept of fuzzy sets, which is
a tool for demonstrating weakness and ambiguity in several
scientific and technological problems.*e possibility of IFN-
spaces, from the start, has been presented in [16]. Saadati
[17] have examined the modified intuitionistic fuzzy metric
spaces and proven some fixed point theorems in these
spaces.
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*e IFN-spaces and IF2N-spaces (briefly, intuitionistic
fuzzy 2-normed spaces) have been studied by a number of
researchers [18–20]. Furthermore, several researchers have
discussed the generalized Ulam–Hyers stability of various
functional equations in IFN-spaces (see [21–24]).

In this current work, we present a new kind of additive
functional equation:


1≤a<b<c≤s

ϕ − va − vb − vc + 
s

d�1,d≠a≠b≠c
vd

⎛⎝ ⎞⎠

−
s
3

− 9s
2

+ 20s − 12
6

 



s

a�1

ϕ va(  − ϕ − va( 

2
  � 0,

(4)

where s> 4 is a fixed integer, and obtain its general solution.
*e main goal of this study is to examine the Ulam–Hyers
stability of this equation in IFN-spaces with the help of direct
and fixed point approaches and 2-Banach spaces by using
the direct approach. Also, we use an appropriate counter-
example to demonstrate that the stability of equation (4) fails
in a particular case.

2. General Solution

Theorem 1. If a mapping ϕ between two real vector spaces W

and F satisfies functional equation (4), then the function ϕ is
additive.

Proof. Setting v1 � · · · � vs � 0 in (4), we have ϕ(0) � 0.
Replacing (v1, v2, . . . , vs) by (v, 0, 0, . . . , 0√√√√√√√√

(s− 1)− times

) in (4), we get

ϕ(− v) � − ϕ(v) for all v ∈W. Hence, ϕ is an odd function.
Replacing (v1, v2, v3, . . . , vs) by (v, v, 0, 0, . . . , 0√√√√√√√√

(s− 2)− times

) in (4), we
have

ϕ(2v) � 2ϕ(v), (5)

for all v ∈W. Replacing v by 2v in (5), we have

ϕ 22v  � 22ϕ(v), (6)

for all v ∈W. Again, replacing v with 2v in (6), we get

ϕ 23v  � 23ϕ(v), (7)

for all v ∈W. In general, for any non-negative integer a> 0,
we have

ϕ 2a
v(  � 2aϕ(v), (8)

for all v ∈W. Replacing (v1, v2, v3, . . . , vs) by
(s, t, 0, 0, . . . , 0√√√√√√√√

(s− 2)− times

) in (4), we obtain (3) for all s, t ∈W. □

Remark 1. If a mapping ϕ between two real vector spaces W

and F satisfies functional equation (3), then the function ϕ
satisfies additive functional equation (4), for all
v1, v2, v3, . . . , vs ∈W.

For our notational handiness, we define a mapping
ϕ: W⟶ F by

Dϕ v1, v2, . . . , vs(  � 
1≤a<b<c≤s

ϕ − va − vb − vc + 
s

d�1,d≠a≠b≠c
vd

⎛⎝ ⎞⎠ −
s
3

− 9s
2

+ 20s − 12
6

  

s

a�1

ϕ va(  − ϕ − va( 

2
 , (9)

for all v1, v2, . . . , vs ∈W.

3. Stability Results in IFN-Spaces

We can recall some basic notions and preliminaries from
[25] and using the alternative fixed point theorem which are
important results in fixed point theory [26].

Definition 1 (see [25]). Consider a membership degree μ
and non-membership degree ] of an intuitionistic fuzzy set
from W × (0, +∞) to [0, 1] such that μv(t) + ]v(t)≤ 1 for all
v ∈W and t> 0. *e triple (W, Iμ,],Υ) is called as an
Intuitionistic Fuzzy Normed-space (briefly, IFN-space) if a
vector space W, a continuous t-representable Υ and
Iμ,]: W × (0, +∞)⟶ L∗ satisfying v1, v2 ∈W and t, s> 0,

(IFN1) Iμ,](v1, 0) � 0L∗ .
(IFN2) Iμ,](v1, t) � 1L∗ if and only if v1 � 0.
(IFN3) Iμ,](αv1, t) � Iμ,](v1, (t/|α|)), for all α≠ 0.
(IFN4) Iμ,](v1 + v2, t + s)≥ L∗Y(Iμ,](v1, t), Iμ,](v2, s)).

In this case, Iμ,] is called an intuitionistic fuzzy norm,
where Iμ,](v1, t) � (μv1

(t), ]v1
(t)).

Definition 2 (see [25]). A sequence vm  in W is called as a
Cauchy sequence if for every ϵ> 0 and t> 0, there exists m0
such that

Iμ,] vm+p − vm, t > 1 − ε, m≥m0, (10)

for all p> 0.

Remark 2. In an intuitionistic fuzzy normed space, every
convergent sequence is a Cauchy sequence.

If every Cauchy sequence is convergent, then the
intuitionistic fuzzy normed space is called as complete.

Definition 3 (see [25]). A mapping ϕ between two IFN-
spaces W and F is continuous at v0 if for every vm  con-
verging to v0 in W, the sequence ϕ vm  converges to ϕ v0 . If
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ϕ is continuous at each point v0 ∈W, then the mapping ϕ is
called as a continuous mapping on W.

Example 1. Let (W, ‖ · ‖) be a normed space. Let T(a, b) �

(a, b, min(a2 + b2, 1)) for all a � (a1, a2); b � (b1, b2) ∈ L∗

and μ, ] be membership and non-membership degree of an
intuitionistic fuzzy set defined by

Iμ,](v, t) � μv(t), ]v(t)(  �
t

t +‖v‖
,

‖v‖

t +‖v‖
 , t ∈ R

+
. (11)

*en, (W, Iμ,], T) is an IFN-space.

Theorem 2 (see [26]). Let (W, d) be a generalized complete
metric space and a strictly contractive mapping
M: W⟶W with Lipschitz constant L< 1. =en, for all
v1 ∈W, either

d M
m

v1, M
m+1

v1  �∞, m≥m0, (12)

or there exists a positive integer m0 such that

(i) d(Mmv1, Mm+1v1)<∞, m≥m0.
(ii) =e sequence Mmv1 m∈N converges to a fixed point

v∗1 of M.
(iii) v∗1 is the unique fixed point of M in

W∗ � v2 ∈W|d(Mm0v1, v2)<∞ .

(iv) d(v2, v∗1 )≤ (1/1 − L)d(Mv2, v2), for all v2 ∈W∗.

3.1. Stability Results: Direct Technique. In this section, we
assume that W, (Z, Iμ,]′ , Y), and (F, Iμ,], Y) are linear space,
IFN-space, and complete IFN-space, respectively.

Theorem 3. If a mapping φ: Ws⟶ Z with 0< (ς/2)< 1,

Iμ,]′ (φ(2v, 2v, 0, . . . , 0), ε)≥ L∗Iμ,]′ (ςφ(v, v, 0, . . . , 0), ε), (13)

lim
k⟶∞

Iμ,]′ φ 2k
v1, 2

k
v2, . . . , 2k

vs , 2kε  � 1L∗ , (14)

for all v, v1, v2, . . . , vs ∈W and all ϵ> 0. If a mapping
ϕ: W⟶ F satisfies

Iμ,] Dϕ v1, v2, . . . , vs( , ε( ≥ L∗Iμ,]′ φ v1, v2, . . . , vs( , ε( , (15)

for all v1, v2, . . . , vs ∈W and all ϵ> 0, then the limit

Iμ,] A1(v) −
ϕ 2k

v 

2k
, ϵ⎛⎝ ⎞⎠⟶ 1L∗ as k⟶∞, (16)

exists and there exists a unique additive mapping
A1: W⟶ F satisfying functional equation (4) and

Iμ,] ϕ(v) − A1(v), ϵ( ≥ L∗Iμ,]′ φ(v, v, 0, . . . , 0),
s
3

− 9s
2

+ 20s − 12
6

 ϵ(2 − ς) , (17)

for all v ∈W and all ϵ> 0. Proof. Fix v ∈W and all ϵ> 0. Replacing (v1, v2, . . . , vs) by
(v, v, 0, . . . , 0) in (15), we have

Iμ,]
s
3

− 9s
2

+ 20s − 12
6

 ϕ(2v) −
2 s

3
− 9s

2
+ 20s − 12 

6
⎛⎝ ⎞⎠ϕ(v), ε⎛⎝ ⎞⎠

≥ L∗Iμ,]′ (φ(v, v, 0, . . . , 0), ε).

(18)

Replacing v by 2kv in (18) and using (IFN3), we obtain

Iμ,]
ϕ 2k+1

v 

2
− ϕ 2k

v ,
6ϵ

2 s
3

− 9s
2

+ 20s − 12 
⎛⎝ ⎞⎠⎛⎝ ⎞⎠

≥ L∗Iμ,]′ φ 2k
v, 2k

v, 0, . . . , 0 , ϵ .

(19)

By the inequality (13) and (IFN3) in (19), we have

Iμ,]
ϕ 2k+1

v 

2
− ϕ 2k

v ,
6ϵ

2 s
3

− 9s
2

+ 20s − 12 
⎛⎝ ⎞⎠⎛⎝ ⎞⎠

≥ L∗Iμ,]′ φ(v, v, 0, . . . , 0),
ϵ
ςk

 .

(20)

Clearly, we can show from inequality (20) that
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Iμ,]
ϕ 2k+1

v 

2k+1 −
ϕ 2k

v 

2k
,

6ϵ
2k+1

s
3

− 9s
2

+ 20s − 12 
⎛⎝ ⎞⎠⎛⎝ ⎞⎠

≥ L∗Iμ,]′ φ(v, v, 0, . . . , 0),
ϵ
ςk

 .

(21)

Replacing ϵ by ςkϵ in (21), we get

Iμ,]
ϕ 2k+1

v 

2k+1 −
ϕ 2k

v 

2k
,

6ςkϵ
2k+1

s
3

− 9s
2

+ 20s − 12 
⎛⎝ ⎞⎠⎛⎝ ⎞⎠

≥ L∗Iμ,]′ (φ(v, v, 0, . . . , 0), ϵ).

(22)

Clearly,

ϕ 2k
v 

2k
− ϕ(v) � 

k− 1

a�0

ϕ 2a+1
v 

2a+1 −
ϕ 2a

v( 

2a . (23)

It follows from (22) and (23) that

Iμ,]
ϕ 2k

v 

2k
− ϕ(v), 

k− 1

a�0

6ςaϵ
2a+1

s
3

− 9s
2

+ 20s − 12 
⎛⎝ ⎞⎠

≥ L∗Y
k− 1
a�0 Iμ,]′

ϕ 2a+1
v 

2a+1 −
ϕ 2a

v( 

2a ,
6ςaϵ

2a+1
s
3

− 9s
2

+ 20s − 12 
⎛⎝ ⎞⎠

⎧⎨

⎩

⎫⎬

⎭

≥ L∗Y
k− 1
a�0 Iμ,]′ (φ(v, v, 0, . . . , 0), ϵ) 

≥ L∗Iμ,]′ (φ(v, v, 0, . . . , 0), ϵ),

(24)

for all v ∈W and ϵ> 0. Replacing v by 2tv in (24) and with
the help of (13), we have

Iμ,]
ϕ 2k+t

v 

2k+t
−
ϕ 2t

v 

2t , 
k− 1

a�0

6ςaϵ
2a+t2 s

3
− 9s

2
+ 20s − 12 

⎛⎝ ⎞⎠

≥ L∗Iμ,]′ φ(v, v, 0, . . . , 0),
ϵ
ςt ,

(25)

for every t, k≥ 0. Replacing ϵ by ςtϵ in (25), we have

Iμ,]
ϕ 2k+t

v 

2k+t
−
ϕ 2t

v 

2t , 
k+t− 1

a�t

6ςaϵ
2a+1

s
3

− 9s
2

+ 20s − 12 
⎛⎝ ⎞⎠

≥ L∗Iμ,]′ (φ(v, v, 0, . . . , 0), ϵ).

(26)

Using (IFN3) in (26), we obtain

Iμ,]
ϕ 2k+t

v 

2k+t
−
ϕ 2t

v 

2t , ϵ⎛⎝ ⎞⎠≥ L∗Iμ,]′ φ(v, v, 0, . . . , 0),
ϵ


k+t− 1
a�t 6ςa/2a2 s

3
− 9s

2
+ 20s − 12  

⎛⎝ ⎞⎠, (27)

for all t, k≥ 0. Since 0< ς< 2 and 
k
a�0 (ς/2)a <∞, the

Cauchy criterion for convergence in IFNS shows that
ϕ(2kv)/2k  is Cauchy sequence in (F, Iμ,],Υ). Since

(F, Iμ,],Υ) is a complete, this sequence converges to some
point A1(v) ∈ F. *en, we can define the mapping
A1: W⟶ F by

Iμ,] A1(v) −
ϕ 2k

v 

2k
⎛⎝ ⎞⎠⟶ 1L∗ as k⟶∞. (28)

Setting t � 0 in inequality (29), we obtain
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Iμ,]
ϕ 2k

v 

2k
− ϕ(v), ϵ⎛⎝ ⎞⎠≥ L∗Iμ,]′ φ(v, v, 0, . . . , 0),

ϵ


k− 1
a�0 6ςa/2a2 s

3
− 9s

2
+ 20s − 12  

⎛⎝ ⎞⎠. (29)

Taking the limit as k⟶∞ in (29), we obtain

Iμ,] ϕ(v) − A1(v), ϵ( ≥ L∗Iμ,]′ φ(v, v, 0, . . . , 0),
s
3

− 9s
2

+ 20s − 12
6

 ϵ(2 − ς) . (30)

Next, we want to prove that the function A1 satisfies
functional equation (4); replacing (v1, v2, . . . , vs) by
(2kv1, 2kv2, . . . , 2kvs) in (15), we have

Iμ,]
1
2k

Dϕ 2k
v1, . . . , 2k

vs , ϵ 

≥ L∗Iμ,]′ φ 2k
v1, . . . , 2k

vs , 2kϵ ,

(31)

for all v1, v2, . . . , vs ∈W and all ϵ> 0. Since

lim
k⟶∞

Iμ,]′ φ 2k
v1, 2

k
v2, . . . , 2k

vs , 2kε  � 1L∗ , (32)

the function A1 satisfies functional equation (4). *us, the
function A1 is additive. Finally, we want to prove that the
function A1 is unique; consider another additive mapping
A2: W⟶ F satisfying functional equations (4) and (17).
Hence,

Iμ,] A1(v) − A2(v), ϵ(  � Iμ,]
A1 2k

v 

2k
−

A2 2k
v 

2k
, ϵ⎛⎝ ⎞⎠≥ L∗

Υ Iμ,]
A1 2k

v 

2k
−
ϕ 2k

v 

2k
,
ϵ
2

⎛⎝ ⎞⎠, Iμ,]
ϕ 2k

v 

2k
−

A2 2k
v 

2k
,
ϵ
2

⎛⎝ ⎞⎠
⎧⎨

⎩

⎫⎬

⎭

≥ L∗Iμ,]′ φ 2k
v, 2k

v, 0, . . . , 0 ,
s
3

− 9s
2

+ 20s − 12 2kϵ(2 − ς)
12

⎛⎝ ⎞⎠

≥ L∗Iμ,]′ φ(v, v, 0, . . . , 0),
s
3

− 9s
2

+ 20s − 12 2kϵ(2 − ς)

12ςk
⎛⎝ ⎞⎠,

(33)

for all v ∈W and all ϵ> 0. As

lim
s⟶∞

s
3

− 9s
2

+ 20s − 12 2kϵ(2 − ς)

12ςk
�∞, (34)

we obtain

lim
k⟶∞

Iμ,]′ φ(v, v, 0, . . . , 0),
s
3

− 9s
2

+ 20s − 12 2kϵ(2 − ς)

12ςk
⎛⎝ ⎞⎠ � 1L∗ . (35)

*us, Iμ,](A1(v) − A2(v), ϵ) � 1L∗ .

*erefore, A1(v) � A2(v). *us, the additive function
A1(v) is unique. *is ends the proof. □

Theorem 4. If a mapping φ: Ws⟶ Z with 0< (2/ς)< 1,

Iμ,]′ φ 2− 1
v, 2− 1

v, 0, . . . , 0 , ϵ ≥ L∗Iμ,]′
1
ς
φ(v, v, 0, . . . , 0), ϵ ,

(36)

lim
k⟶∞

Iμ,]′ φ 2− k
v1, 2

− k
v2, . . . , 2− k

vs , 2− kϵ  � 1L∗ , (37)
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for all v, v1, v2, . . . , vs ∈W and all ϵ> 0. If a mapping
ϕ: E⟶ F satisfies (15), then the limit
Iμ,](A1(v) − 2kϕ(v/2k), ϵ)⟶ 1L∗ as k⟶∞ exists and

there exists a unique additive mapping A1: W⟶ F satis-
fying functional equation (4) and

Iμ,] ϕ(v) − A1(v), ϵ( ≥ L∗Iμ,]′ φ(v, v, 0, . . . , 0),
s
3

− 9s
2

+ 20s − 12
6

 ϵ(ς − 2) , (38)

for all v ∈W and all ϵ> 0. Proof. Fix v ∈W and all ϵ> 0. Replacing (v1, v2, . . . , vs) by
(v, v, 0, . . . , 0) in (15), we have

Iμ,]
s
3

− 9s
2

+ 20s − 12
6

 ϕ(2v) −
2 s

3
− 9s

2
+ 20s − 12 

6
⎛⎝ ⎞⎠ϕ(v), ϵ⎛⎝ ⎞⎠

≥ L∗Iμ,]′ (φ(v, v, 0, . . . , 0), ϵ).

(39)

From (39), we obtain that

Iμ,] ϕ(2v) − 2ϕ(v),
6ϵ

2 s
3

− 9s
2

+ 20s − 12 
⎛⎝ ⎞⎠

≥ L∗Iμ,]′ (φ(v, v, 0, . . . , 0), ϵ).

(40)

Replacing v by v/2 in (40), we get

Iμ,] ϕ(v) − 2ϕ
v

2
 ,

6ϵ
2 s

3
− 9s

2
+ 20s − 12 

⎛⎝ ⎞⎠

≥ L∗Iμ,]′ φ
v

2
,
v

2
, 0, . . . , 0 , ϵ .

(41)

Replacing v by v/2k in (41) and using (IFN3), we have

Iμ,] ϕ
v

2k
  − 2ϕ

v

2k+1 ,
6ϵ

2 s
3

− 9s
2

+ 20s − 12 
⎛⎝ ⎞⎠

≥ L∗Iμ,]′ φ
v

2k+1,
v

2k+1, 0, . . . , 0  .

(42)

With the help of inequality (36) and (IFN3) in (42), we
obtain that

Iμ,] ϕ
v

2k
  − 2ϕ

v

2k+1 ,
6ϵ

2 s
3

− 9s
2

+ 20s − 12 
⎛⎝ ⎞⎠

≥ L∗Iμ,]′ φ(v, v, 0, . . . , 0), ϵςk+1
 .

(43)

*e remaining part of the proof can be proven in the
same way as *eorem 3. □

Corollary 1. Let θ ∈ R+. If a mapping ϕ: W⟶ F such that

Iμ,] Dϕ v1, v2, . . . , vs( , ϵ( ≥ L∗Iμ,]′ (θ, ϵ), (44)

for all v1, v2, . . . , vs ∈W and all ϵ> 0, then there exists a
unique additive mapping A1: W⟶ F satisfying

Iμ,] ϕ(v) − A1(v), ϵ( 

≥ L∗Iμ,]′ 6θ, |2 − 1|ϵ s
3

− 9s
2

+ 20s − 12  ,
(45)

for all v ∈W and all ϵ> 0.

Proof. *e proof holds from *eorems 3 and 4 by letting
φ(v1, v2, . . . , vs) � θ and ς � 20. □

Corollary 2. Let θ, ξ ∈ R+ with ξ ∈ (0, 1)∪ (1, +∞). If a
mapping ϕ: W⟶ F such that

Iμ,] Dϕ v1, v2, . . . , vs( , ϵ( ≥ L∗Iμ,]′ θ 
s

a�1
va

����
����
ξ
, ϵ⎛⎝ ⎞⎠, (46)

for all v1, v2, . . . , vs ∈W and all ϵ> 0, then there exists a
unique additive mapping A1: W⟶ F satisfying

Iμ,] ϕ(v) − A1(v), ϵ( 

≥ L∗Iμ,]′ 12θ‖v‖
ξ
, 2 − 2ξ


 s
3

− 9s
2

+ 20s − 12 ϵ ,
(47)

for all v ∈W and all ϵ> 0.

Proof. *e proof holds from *eorems 3 and 4 by setting
φ(v1, v2, . . . , vs) � θ

s
a�1 ‖va‖ξ and ς � 2ξ . □

Corollary 3. Let θ, ξ, c, τ ∈ R+ with
sξ, sτ ∈ (0, 1)∪ (1, +∞). If a mapping ϕ: W⟶ F such that

Iμ,] Dϕ v1, v2, . . . , vs( , ϵ( 

≥ L∗Iμ,]′ θ 
s

a�1
va

����
����

sξ
+ c 

s

a�1
va

����
����
τ
, ϵ⎛⎝ ⎞⎠,

(48)

for all v1, v2, . . . , vs ∈W and all ϵ> 0, then there exists a
unique additive mapping A1: W⟶ F satisfying
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Iμ,] ϕ(v) − A1(v), ϵ( 

≥ L∗Iμ,]′ 12θ‖v‖
sξ

, 2 − 2sξ


 s
3

− 9s
2

+ 20s − 12 ϵ ,
(49)

for all v ∈W and all ϵ> 0.

Proof. *e proof holds from *eorems 3 and 4 by setting
φ(v1, v2, . . . , vs) � θ

s
a�1 ‖va‖sξ + c 

s
a�1 ‖va‖τ and

ς � 2sξ . □

Corollary 4. Let c, τ ∈ R+ with 0< sτ ≠ 1. If a mapping
ϕ: W⟶ F such that

Iμ,] Dϕ v1, v2, . . . , vs( , ϵ( ≥ L∗Iμ,]′ c 
s

a�1
va

����
����
τ
, ϵ⎛⎝ ⎞⎠, (50)

for all v1, v2, . . . , vs ∈W and all ϵ> 0, then the mapping ϕ is
additive.

Proof. *e proof is valid from *eorems 3 and 4 by setting
φ(v1, v2, . . . , vs) � c 

s
a�1 ‖va‖τ . □

3.2. StabilityResults: FixedPointTechnique. Before we begin,
let us consider a constant βa such that

βa �

2, if a � 0,

1
2
, if a � 1,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(51)

and Ψ is the set such that Ψ � n1|n1: W⟶ F, n1(0) � 0 .

Theorem 5. Consider a mapping ϕ: W⟶ F for which
there is a mapping φ: Ws⟶ Z with

lim
l⟶∞

Iμ,]′ φ 2l
v1, 2

l
v2, . . . , 2l

vs , 2lϵ  � 1L∗ , (52)

satisfying functional inequality (15). If there is L � L(a) such
that v⟶ η(v) � 6/(s3 − 9s2 + 20s − 12)φ((v/2),

(v/2), 0, . . . , 0) has the property

Iμ,]′ L
1
βa

η βav( , ϵ  � Iμ,]′ (η(v), ϵ), (53)

then there exists a unique additive mapping A1: W⟶ F

satisfying functional equation (4) and

Iμ,] ϕ(v) − A1(v), ϵ( n≥ L∗Iμ,]′
L
1− a

1 − L
η(v), ϵ , (54)

for all v ∈W and all ϵ> 0.

Proof. Let ς be a general metric on Ψ:

ς n1, n2(  � inf t ∈ (0,∞)|Iμ,] n1(v) − n2(v), ϵ( ≥ L∗Iμ,]′ (tη(v), ϵ), v ∈W, ϵ > 0 . (55)

Clearly, (Ψ, ς) is complete. Define a mapping
Υ: Ψ⟶Ψ by Υn1(v) � (1/βa)n1(βav), for all v ∈W. For
n1, n2 ∈ Ψ, we have

ς n1, n2( ≤ t,

⇒Iμ,] n1(v) − n2(v), ε( ≥ L∗Iμ,]′(tη(v), ε)

⇒Iμ,]
n1 βav( 

βa

−
n2 βav( 

βa

, ε ≥ L∗Iμ,]′
tη βav( 

βa

, ε 

⇒Iμ,] Υn1(v) − Υn2(v), ε( ≥ L∗Iμ,](tLη(v), ε)

⇒ς Υn1(v),Υn2(v)( ≤ tL

⇒ς Υn1,Υn2( ≤Lς n1, n2( .

(56)

*us, the function Υ is strictly contractive on Ψ with L

(Lipschitz constant). Replacing (v1, v2, . . . , vs) by
(v, v, 0, . . . , 0) in (15), we have
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Iμ,]
s
3

− 9s
2

+ 20s − 12
6

 ϕ(2v) −
2 s

3
− 9s

2
+ 20s − 12 

6
⎛⎝ ⎞⎠ϕ(v), ϵ⎛⎝ ⎞⎠

≥ L∗Iμ,]′ (φ(v, v, 0, . . . , 0), ϵ).

(57)

Using (IFN3) in (57), we have

Iμ,]
ϕ(2v)

2
− ϕ(v), ϵ ≥ L∗Iμ,]′

6
2 s

3
− 9s

2
+ 20s − 12 

⎛⎝ ⎞⎠φ(v, v, 0, . . . , 0), ϵ⎛⎝ ⎞⎠. (58)

Using equation (53) for the case a � 0, we have

Iμ,]
ϕ(2v)

2
− ϕ(v), ϵ ≥ L∗Iμ,]′ (Lη(v), ϵ)

⇒ς(Υϕ, ϕ)≤ L � L
1

� L
1− a

.

(59)

Replacing v by (v/2) in (57), we have

Iμ,] ϕ(v) − 2ϕ
v

2
 , ϵ ≥ L∗Iμ,]′

6
s
3

− 9s
2

+ 20s − 12 
⎛⎝ ⎞⎠φ

v

2
,
v

2
, 0, . . . , 0 , ϵ⎛⎝ ⎞⎠, (60)

for all v ∈W and all ϵ> 0; using (53) for the case a � 1, we
have

Iμ,] ϕ(v) − 2ϕ
v

2
 , ϵ ≥ L∗Iμ,]′ (η(v), ϵ)

⇒ς(ϕ,Υϕ)≤ 1 � L
0

� L
1− a

.

(61)

We can conclude from equations (59) and (61) that

ς(ϕ,Υϕ)≤ L
1− a <∞. (62)

By the fixed point alternative in both cases, there is a
fixed point A1 of Υ in Ψ such that

lim
k⟶∞

Iμ,]
ϕ βk

av 

βk
a

− A1(v), ϵ⎛⎝ ⎞⎠⟶ 1L∗ , v ∈W, ϵ > 0.

(63)

Replacing (v1, v2, . . . , vs) by (βav1, βav2, . . . , βavs) in
(15), we obtain

Iμ,]
1
βa

Dϕ βav1, βav2, . . . , βavs( , ϵ 

≥ L∗Iμ,]′ φ βav1, βav2, . . . , βavs( , βaϵ( ,

(64)

for all v1, v2, . . . , vs ∈W and all ϵ> 0. By same manner of
*eorem 3, we can show that the function A1 satisfies
functional equation (4). By *eorem 2, as A1 is a unique
fixed point of Υ in Δ � ϕ ∈ Ψ|ς(ϕ, A1)<∞ , the function
A1 is unique such that

Iμ,] A1(v) − ϕ(v), ε( ≥ L∗Iμ,]′ (tη(v), ε), t> 0. (65)

Using fixed point alternative, we reach

ς ϕ, A1( ≤
1

1 − L
ς(ϕ,Υϕ)

⇒ς ϕ, A1( ≤
L
1− a

1 − L

⇒Iμ,] ϕ(v) − A1(v), ϵ( ≥ L∗Iμ,]′
L
1− a

1 − L
η(v), ϵ ,

(66)

for all v ∈W and all ϵ> 0. Hence, the proof of the theorem is
now completed. □

Corollary 5. Let θ, ξ ∈ R+ with θ> 0. If a mapping
ϕ: W⟶ F such that

Iμ,] Dϕ v1, v2, . . . , vs( , ϵ( ≥ L∗

Iμ,]′ (θ, ϵ),

Iμ,]′ θ

s

j�1
vj

�����

�����
ξ
, ϵ⎛⎝ ⎞⎠,

Iμ,]′ θ 

s

j�1
vj

�����

�����
ξ

+ 

s

j�1
vj

�����

�����
sξ

⎛⎝ ⎞⎠, ϵ⎛⎝ ⎞⎠,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(67)

for all v1, v2, . . . , vs ∈W and ϵ> 0, then there exists a unique
additive mapping A1: W⟶ F satisfying
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Iμ,] ϕ(v) − A1(v), ϵ( ≥ L∗

Iμ,]′ |6|θ, s
3

− 9s
2

+ 20s − 12 ϵ ,

Iμ,]′ 12θ‖v‖
s
, s

3
− 9s

2
+ 20s − 12  2 − 2ξ



ϵ , ξ < 1 or ξ > 1,

Iμ,]′ 12θ‖v‖
s
, s

3
− 9s

2
+ 20s − 12  2 − 2sξ



ϵ , ξ <
1
s
or ξ >

1
s
,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(68)

for all v ∈W and all ϵ> 0.

Proof. Set

φ v1, v2, . . . , vs(  �

θ,

θ 
s

j�1
vj

�����

�����
ξ
,

θ 
s

j�1
vj

�����

�����
ξ

+ 
s

j�1
vj

�����

�����
sξ

⎛⎝ ⎞⎠.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(69)

*en,

Iμ,]′ φ βl
av1, β

l
av2, . . . , βl

avs , βl
aϵ  �

Iμ,]′ θ, βa( 
lϵ ,

Iμ,]′ θ 
s

j�1
vj

�����

�����
ξ
, β1− ξ

a 
l
ϵ⎛⎝ ⎞⎠,

Iμ,]′ θ 
s

j�1
vj

�����

�����
ξ

+ 
s

j�1
vj

�����

�����
sξ

⎛⎝ ⎞⎠, β1− sξ
a 

l
ϵ⎛⎝ ⎞⎠,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

�

⟶ 1L∗ as l⟶∞,

⟶ 1L∗ as l⟶∞,

⟶ 1L∗ as l⟶∞.

⎧⎪⎪⎨

⎪⎪⎩

(70)

*us, (52) holds. But we have that

η(v) �
6

s
3

− 9s
2

+ 20s − 12 
φ

v

2
,
v

2
, 0, . . . , 0 , (71)

has the property

Iμ,]′ L
1
βa

η βav( , ϵ ≥ L∗Iμ,]′ (η(v), ϵ), v ∈W, ϵ > 0. (72)

Hence,

Iμ,]′ (η(v), ϵ) � Iμ,]′
6

s
3

− 9s
2

+ 20s − 12 
φ

v

2
,
v

2
, 0, . . . , 0 , ϵ⎛⎝ ⎞⎠

�

Iμ,]′ 6θ, s
3

− 9s
2

+ 20s − 12 ϵ ,

Iμ,]′
12θ
2ξ

‖v‖
ξ
, s

3
− 9s

2
+ 20s − 12 ϵ ,

Iμ,]′
12θ
2sξ ‖v‖

sξ
, s

3
− 9s

2
+ 20s − 12 ϵ .

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(73)
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Now,

Iμ,]′
1
βa

η βav( , ϵ  �

Iμ,]′
6θ
βa

, s
3

− 9s
2

+ 20s − 12 ϵ ,

Iμ,]′
12θ
2ξβa

βav
����

����
ξ
, s

3
− 9s

2
+ 20s − 12 ϵ⎛⎝ ⎞⎠,

Iμ,]′
12θ
2sξβa

βav
����

����
sξ

, s
3

− 9s
2

+ 20s − 12 ϵ⎛⎝ ⎞⎠,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

�

Iμ,]′ β− 1
a η(v), ϵ ,

Iμ,]′ βξ− 1
a η(v), ϵ ,

Iμ,]′ βsξ− 1
a η(v), ϵ .

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(74)

From inequality (53), we can verify the following cases
for conditions of βa. □

Case 1. L � 2− 1 if a � 0.

Iμ,] ϕ(v) − A1(v), ϵ( ≥ L∗Iμ,]′
2− 1

1 − 2− 1 η(v), ϵ 

� Iμ,]′ 6θ, s
3

− 9s
2

+ 20s − 12 ϵ .

(75)

Case 2. L � 2 if a � 1.

Iμ,] ϕ(v) − A1(v), ϵ( ≥ L∗Iμ,]′
1

1 − 2
η(v), ϵ 

� Iμ,]′ − 6θ, s
3

− 9s
2

+ 20s − 12 ϵ .

(76)

Case 3. L � 2ξ− 1 for ξ < 1 if a � 0.

Iμ,] ϕ(v) − A1(v), ϵ( ≥ L∗Iμ,]′
2ξ− 1

1 − 2ξ− 1 η(v), ϵ⎛⎝ ⎞⎠

� Iμ,]′ 12θ‖v‖
ξ
, s

3
− 9s

2
+ 20s − 12 

· 2 − 2ξ ϵ.

(77)

Case 4. L � 21− ξ for ξ > 1 if a � 1.

Iμ,] ϕ(v) − A1(v), ϵ( ≥ L∗Iμ,]′
1

1 − 21− ξ η(v), ϵ 

� Iμ,]′ 12θ‖v‖
ξ
, s

3
− 9s

2
+ 20s − 12 

· 2ξ − 2 ϵ.

(78)

Case 5. L � 2sξ− 1 for ξ < (1/s) if a � 0.

Iμ,] ϕ(v) − A1(v), ϵ( ≥ L∗Iμ,]′
2sξ− 1

1 − 2sξ− 1 η(v), ϵ⎛⎝ ⎞⎠

� Iμ,]′ 12θ‖v‖
sξ

, s
3

− 9s
2

+ 20s − 12 

· 2 − 2sξ
 ϵ.

(79)

Case 6. L � 21− sξ for ξ < (1/s) if a � 1.

Iμ,] ϕ(v) − A1(v), ϵ( ≥ L∗Iμ,]′
1

1 − 21− sξ η(v), ϵ 

� Iμ,]′ 12θ‖v‖
sξ

, s
3

− 9s
2

+ 20s − 12 

· 2sξ
− 2 ϵ.

(80)

4. Stability Results in 2-Banach Spaces

In 1960, Gahler [27, 28] developed the concept of linear 2-
normed spaces.
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Definition 4. Consider a linear space W over R with di-
mension W> 1 and consider a mapping ‖·, ·‖: W2⟶ R

with the following conditions:

(a) ‖r, s‖ � 0 if and only if r and s are linearly dependent.
(b) ‖r, s‖ � ‖s, r‖,
(c) ‖λr, s‖ � |λ|‖r, s‖,
(d) ‖r, s + w‖≤ ‖r, s‖ + ‖r, w‖,for all r, s, w ∈W and

λ ∈ R.

*en, the function ‖·, ·‖ is called as a 2-norm on W and
the pair (W, ‖·, ·‖) is called as a linear 2-normed space. A
typical example of 2-normed space is R2 with 2-norm de-
fined as |r, s| � the area of the triangle with the vertices 0, r,
and s is a typical example of a 2-normed space.

As a result of (d), it follows that

‖r + s, w‖≤ ‖r, w‖ +‖s, w‖ and | ‖r, w‖ − ‖s, w‖ |≤ ‖r − s, w‖.

(81)

*us, r⟶ ‖r, s‖ are continuous mappings of W into R

for any fixed s ∈W.

Definition 5. A sequence rj  in a linear 2-normed space W

is known as a Cauchy sequence if there exist two points
s, w ∈W such that s and w are linearly independent.

limi,j⟶∞ ri − rj, s
�����

����� � 0,

limi,j⟶∞ ri − rj, w
�����

����� � 0.
(82)

Definition 6. A sequence rj  in a linear 2-normed space W

is called as a convergent sequence if there exists an element
r ∈W such that

lim
i,j⟶∞

rj − r, s
�����

����� � 0, (83)

for all s ∈W. If rj  converges to r, then we denote rj⟶ r

as j⟶∞ and say that r is the limit point of rj . We also
write in this instance

lim
j⟶∞

rj � r. (84)

Definition 7. A 2-Banach space is a linear 2-normed space in
which every Cauchy sequence is convergent.

Lemma 1 (see [29]). Let (W, ‖·, ·‖) be a linear 2-normed
space. If r ∈W and ‖r, s‖ � 0 for every s ∈W, then r � 0.

Lemma 2 (see [29]). For a convergent sequence rj  in a
linear 2-normed space W,

lim
j⟶∞

rj, w
�����

����� � lim
j⟶∞

rj, s

�������

�������
, (85)

for every s ∈W.

Park studied approximate additive mappings, approxi-
mate Jensen mappings, and approximate quadratic map-
pings in 2-Banach spaces in his paper [29]. In [30], Park
examined the superstability of the Cauchy functional in-
equality and the Cauchy–Jensen functional inequality in 2-
Banach spaces under certain conditions.

In this section, we let W be a normed linear space and F

be a 2-Banach space.

Theorem 6. Let φ: W⟶ [0, +∞) be a function such that

lim
i⟶∞

1
2i
φ 2i

v1, 2
i
v2, . . . , 2i

vs, w  � 0, (86)

for all v1, v2, . . . , vs, w ∈W. If a mapping ϕ: W⟶ F such
that ϕ(0) � 0 and

Dϕ v1, v2, . . . , vs( , w
����

����≤φ v1, v2, . . . , vs, w( , (87)

φ(v, w)≕
∞

j�0

1
2j
φ 2j

v, 2j
v, 0, . . . , 0, w <∞, (88)

for all v1, v2, . . . , vs, w ∈W. =en, there exists a unique
additive mapping A1: W⟶ F satisfying

ϕ(v) − A1(v), w
����

����≤
6

2 s
3

− 9s
2

+ 20s − 12 
φ(v, w), (89)

for all v, w ∈W.

Proof. Replacing (v1, v2, . . . , vs) by (v, v, 0, . . . , 0) in (87),
we get

s
3

− 9s
2

+ 20s − 12 

6
ϕ(2v) −

2 s
3

− 9s
2

+ 20s − 12 

6
ϕ(v), w

���������

���������

≤φ(v, v, 0, . . . , 0, w),

(90)

for all v, w ∈W. Replacing v by 2nv in (90) and dividing both
sides by 2n− 1, we have

1
2(n+1)

ϕ 2n+1
v  −

1
2n ϕ 2n

v( , w

�������

�������

≤
6

2n+1
s
3

− 9s
2

+ 20s − 12 
φ 2i

v, 2i
v, 0, . . . , 0, w ,

(91)

for all v, w ∈W and all non-negative integers i. Hence,

1
2n+1 ϕ 2n+1

v  −
1
2m ϕ 2m

v( , w

�������

�������

≤ 

i

j�m

1
2j+1 ϕ 2j− 1

v  −
1
2j
ϕ 2j

v , w

�������

�������

≤
6

2 s
3

− 9s
2

+ 20s − 12 


i

j�m

1
2j
φ 2j

v, 2j
v, 0, . . . , 0, w ,

(92)
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for all v, w ∈W and all non-negative integers m and i with
i≥m. *erefore, it follows from (15) and (19) that the se-
quence (1/2i)ϕ(2iv)  is Cauchy in F for every v ∈W. Since
F is complete, the sequence (1/2i)ϕ(2iv)  converges in F for
all v ∈W. *us, we may define a mapping A1: W⟶ F by

A1(v): lim
i⟶∞

1
2i
ϕ 2i

v , (93)

for all v ∈W. *erefore,

lim
i⟶∞

1
2i
ϕ 2i

v  − A1(v), w

�������

�������
� 0, (94)

for all v, w ∈W. Letting m � 0 and taking the limit as
i⟶∞ in (94), we have (89). Next, we want to prove that
the function A1 is additive. From inequalities (86), (87), and
(94) and Lemma 2,

Dϕ v1, v2, . . . , vs( , w
����

���� � lim
i⟶∞

Dϕ 2i
v1, 2

i
v2, . . . , 2i

vs , w
�����

�����

≤ lim
i⟶∞

1
2i
φ 2i

v1, 2
i
v2, . . . , 2i

vs, w  � 0,

(95)

for all v1, v2, . . . , vs, w ∈W. By Lemma 1,

DA1 v1, v2, . . . , vs(  � 0, (96)

for all v1, v2, . . . , vs ∈W. Hence, according to*eorem 1, the
mapping A1: W⟶ F is additive.

To prove that the function A1 is unique, we consider
another additive mapping A1′: W⟶ F satisfying (89).
*en,

A1(v) − A1′(v), w
����

���� � lim
i⟶∞

1
2i

A1 2i
v  − ϕ 2i

v  + ϕ 2i
v  − A1′ 2

i
v , w

�����

�����

≤
6

s
3

− 9s
2

+ 20s − 12 
lim

i⟶∞

1
2i

φ 2i
v, w  � 0,

(97)

for all v, w ∈W. By Lemma 1, A1(v) − A1′(v) � 0 for all
v ∈W. *erefore, A1 � A1′. □

Remark 3. A theorem analogous to (93) can be formulated,
in which the sequence

A1(v) ≔ lim
i⟶∞

2iϕ
v

2i
  (98)

is defined with appropriate assumptions for φ.

Corollary 6. Let λ: [0,∞)⟶ [0,∞) be a mapping such
that λ(0) � 0 and

(i) λ(pq)≤ λ(p)λ(s).
(ii) λ(p)<p for all p> 1.

If a mapping ϕ: W⟶ F with ϕ(0) � 0 and

Dϕ v1, v2, . . . , vs( , w
����

����≤ 
s

i�1
λ vi

����
����  + λ(‖w‖), (99)

for all v1, v2, . . . , vs, w ∈W, then there exists a unique ad-
ditive mapping A1: W⟶ F satisfying

ϕ(v) − A1(v), w
����

����≤
6

s
3

− 9s
2

+ 20s − 12 

2λ(‖v‖)

2 − λ(2)
+ λ(‖w‖) ,

(100)

for all v, w ∈W.

Proof. Let

φ v1, v2, . . . , vs, w(  � 
s

i�1
λ vi

����
����  + λ(‖w‖), (101)

for all v1, v2, . . . , vs, w ∈W. It follows from (i) that

λ 2i
 ≤ (λ(2))

i
,

φ 2i
v1, 2

i
v2, . . . , 2i

vs, w ≤ (λ(2))
i



s

i�1
λ vi

����
���� ⎛⎝ ⎞⎠ + λ(‖w‖).

(102)

By using *eorem 6, we obtain (96). □

Corollary 7. Let q be a positive real number such that q< 1
and let H: [0,∞) × [0,∞)⟶ [0,∞) be a homogeneous
mapping with degree q. If a mapping ϕ: W⟶ Fwith ϕ(0) �

0 and

Dϕ v1, v2, . . . , vs( , w
����

����≤H v1
����

����, v2
����

����, . . . , vs

����
����  +‖w‖,

(103)

for all v1, v2, . . . , vs, w ∈W, then there exists a unique ad-
ditive mapping A1: W⟶ F satisfying
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ϕ(v) − A1(v), w
����

����≤
6

s
3

− 9s
2

+ 20s − 12 

H(‖v‖, ‖v‖, 0, . . . , 0) +‖w‖

2 − q
, (104)

for all v, w ∈W.

Proof. Let

φ v1, v2, . . . , vs, w(  � H v1
����

����, v2
����

����, . . . , vs

����
����  +‖w‖, (105)

for all v1, v2, . . . , vs, w ∈W. By using *eorem 6, we have
(104). □

Corollary 8. Let q ∈ R+ such that q< 1 and let H: [0,∞) ×

[0,∞)⟶ [0,∞) be a homogeneous mapping with degree q.
If a mapping ϕ: W⟶ F with ϕ(0) � 0 and

Dϕ v1, v2, . . . , vs( , w
����

����≤H v1
����

����, v2
����

����, . . . , vs

����
���� ‖w‖, (106)

for all v1, v2, . . . , vs, w ∈W, then there exists a unique ad-
ditive mapping A1: W⟶ F satisfying

ϕ(v) − A1(v), w
����

����≤
6

2 s
3

− 9s
2

+ 20s − 12 

·
H(‖v‖, ‖v‖, 0, . . . , 0)‖w‖

2 − 2q ,

(107)

for all v, w ∈W.

Proof. Let

φ v1, v2, . . . , vs, w(  � H v1
����

����, v2
����

����, . . . , vs

����
���� ‖w‖, (108)

for all v1, v2, . . . , vs, w ∈W. By using *eorem 6, we have
(110). □

Corollary 9. Let p ∈ R+ such that p< 1. If a mapping
ϕ: W⟶ F with ϕ(0) � 0 and

Dϕ v1, v2, . . . , vs( , w
����

����≤ 
s

i�1
vi

����
����

p
+‖w‖, (109)

for all v1, v2, . . . , vs, w ∈W, then there exists a unique ad-
ditive mapping A1: W⟶ F satisfying

ϕ(v) − A1(v), w
����

����≤
6

s
3

− 9s
2

+ 20s − 12 

2‖v‖
p

+‖w‖

2 − p
,

(110)

for all v, w ∈W.

We use an appropriate example to demonstrate that the
stability of the functional equation (4) fails in the singular
case. We provide the following counterexample, which
shows the instability in a particular condition p � 2 in

Corollary 9 of functional equation (4), inspired by Gajda’s
excellent example in [31].

Remark 4. If a mapping ϕ: R⟶W satisfies (4), then the
following assertions hold:

(1) ϕ(mcv) � mcϕ(v), v ∈ R, m ∈ Q, and c ∈ Z.
(2) ϕ(v) � vϕ(1), v ∈ R if the function ϕ is continuous.

Example 2. Let a mapping ϕ: R⟶ R be defined by

ϕ(v) � 

∞

p�0

ψ 2p
v( 

2p , (111)

where

ψ(v) �
λv, − 1< v< 1,

λ, else.
 (112)

*en, the mapping ϕ: R⟶ R satisfies

Dϕ v1, v2, . . . , vs( 


≤
n
4

− 8n
3

+ 5n
2

+ 34n − 32
4

 

·
4
3

 λ 

s

j�1
vj



⎛⎝ ⎞⎠,

(113)

for all v1, v2, . . . , vs ∈ R, but there does not exist an additive
mapping A1: R⟶ R satisfying

ϕ(v) − A1(v)


≤ δ|v|, v ∈ R, (114)

where λ and δ are constants.

5. Conclusion

In this work, a new dimensional additive functional
(equation (4)) has been introduced. We primarily found its
solution and examined Hyers–Ulam stability in IFN-spaces
using the direct approach in Section 3.1 and the fixed point
approach in Section 3.2. In Section 4, we investigated the
Hyers–Ulam stability in 2-Banach space by using the direct
method. Also, we provided the counterexample, which
shows the instability in a particular condition p � 2 in
Corollary 9 of equation (4), by the way of Gajda.
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This work applies a novel analytical technique to the fractional view analysis of coupled Burgers equations. The proposed
problems have been fractionally analyzed in the Caputo-Fabrizio sense. The Yang transformation was initially applied to the
specified problem in the current approach. The series form solution is then obtained using the Adomian decomposition
technique. The desired analytical solution is obtained after performing the inverse transform. Specific examples of fractional
Burgers couple systems are used to validate the proposed technique. The current strategy has been found to be a useful
methodology with a close match to actual solutions. The proposed method offers a lower computing cost and a faster
convergence rate. As a result, the suggested technique can be applied to a variety of fractional order problems.

1. Introduction

The branch of mathematics, which deals with the study of
derivatives and integrals of non-integer orders, is known as
fractional calculus (FC). It was born in 1695 on September
30 due to an important question asked by L’Hospital in a let-
ter to Leibniz. The answer of Leibniz [1] gives motivation to
a series of interesting results during the last 325 years [2–4].
In the last decades, FC has been used as a powerful tool by
many researchers in various fields of science and engineer-
ing, for example, the fractional control theory [2, 5], anom-
alous diffusion, fractional neutron point kinetic model,
fractional filters, soft matter mechanics, non-Fourier heat
conduction, notably control theory, Levy statistics, nonlocal
phenomena, fractional signal and image processing, porous
media, fractional Brownian motion, relaxation, groundwater
problems, rheology, acoustic dissipation, creep, fractional
phase-locked loops, and fluid dynamics [6–10].

In recent years, fractional partial differential equations
(FPDEs) have gained considerable interest because of their
applications in various fields such as finance, biological pro-
cesses and systems, fluid flow [11, 12], chaotic dynamics,
electrochemistry, diffusion processes, material science, elec-
tromagnetic, turbulent flow [13–18], elastoplastic indenta-
tion problems [19], dynamics of van der Pol equation [20],
and statistical mechanics model [21].

To find the solution of FPDEs is a hard task, however,
many mathematicians devoted their sincere work and devel-
oped numerical and analytical techniques to solve FPDEs.
Some of these techniques include homotopy analysis
method (HAM) [22], operational matrix [23], Adomian
decomposition method (ADM) [24], homotopy perturba-
tion method (HPM) [25], meshless method [26], variational
iteration method (VIM) [27], tau method [28], Bernstein
polynomials [29], the Haar wavelet method [30], the Laplace
transform method [31], the Legendre base method [32],
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Laplace variational iteration method [33], G’/G-expansion
method [34], Jacobi spectral collocation method [35],
Yang-Laplace transform [36], new spectral algorithm [37],
fractional complex transform method [38], cylindrical-
coordinate method [39], and spectral Legendre-Gauss-
Lobatto collocation method [40].

The Burgers equation was initially introduced by Harry
Bateman in the year 1915 [41]. They have many applications
in various fields, especially in equations having nonlinear
form. This equation describes many phenomena such as
acoustic waves, heat conduction, dispersive water, shock
waves [42], continuous stochastic processes [43], and model-
ing of dynamics [44–46]. The one-dimensional Burgers
equations have many applications in plasma physics, gas
dynamics, etc. [47]. Various techniques were developed by
mathematicians to find the numerical and analytical solu-
tions of Burgers equations. Some of these methods are a
direct variational iteration method by Ozis and Ozdes [48].
Jaiswal [49] solved the equations numerically by finite differ-
ence method. Group explicit method was used by Evans and
Abdullah [50]. Singhal and Mittal applied the Galerkin
method [51] to solve these equations numerically. A
weighted residue method was applied by Caldwell et al.
[52]. Fractional Riccati expansion method was applied by
Kurt et al. [53], and variational iteration method was applied
by Inc [54] to solve space-time fractional Burgers equation.
Esen et al. [55] used HAM to solve time-fractional Burgers
equation. The cubic B-spline finite elements method was
applied by Esen and Tasbozan to solve these equations [56].

Yang decomposition method (YDM) is one of the
straightforward and effective techniques to solve nonlinear
FPDEs. YDM possesses the combined behavior of Yang
transformation and Adomian decomposition method
(ADM). It is observed that the suggested method require
no predefined declaration size like RK4. Laplace Adomian
decomposition method required less number of parameters,
no discritization, and linerization as compared to other ana-
lytical technique. Laplace Adomian decomposition method
is also compared with ADM to analyze the solution of
FPDEs given in [57]. The solution of Kundu-Eckhaus equa-
tion is discussed in [58], via Laplace Adomian decomposi-
tion method. Multistep Laplace Adomian decomposition
method is implemented to solve FPDEs in [59]. Laplace
Adomian decomposition method is also used for the solu-
tion of fractional Navier-Stokes and smoke models [60–62].

In the current study, we implemented YDM for the solu-
tion of coupled Burgers equations. The desired degree of
accuracy is achieved. The procedure of the suggested tech-
nique is very simple and straightforward. The accuracy is
calculated in terms of absolute error. The results have shown
the present method has the desired accuracy as compared to
other analytical techniques.

2. Preliminary Concepts

We provide the fundamental definitions that will be used
throughout the article. For the purpose of simplification, we
write the exponential decay kernel as, KðΨ, ϱÞ = e½−℘ðΨ−ϱ/1−℘Þ�.

Definition 1. If the Caputo-Fabrizio derivative is given as fol-
lows [63]:

CFD℘
Ψ ℙ Ψð Þ½ � = N ℘ð Þ

1−℘

ðΨ
0
ℙ′ ϱð ÞK Ψ, ϱð Þdϱ, n − 1 < ℘ ≤ n:

ð1Þ

Nð℘Þ is the normalization function with Nð0Þ =Nð1Þ = 1.

CFD℘
Ψ ℙ Ψð Þ½ � = N ℘ð Þ

1−℘

ðΨ
0
ℙ Ψð Þ − ℙ ϱð Þ½ �K Ψ, ϱð Þdϱ: ð2Þ

Definition 2. The fractional integral Caputo-Fabrizio is given
as [63]

CFI℘Ψ ℙ Ψð Þ½ � = 1−℘
N ℘ð Þℙ Ψð Þ + ℘

N ℘ð Þ
ðΨ
0
ℙ ϱð Þdϱ, Ψ ≥ 0,℘ ∈ 0, 1ð �:

ð3Þ

Definition 3. For Nð℘Þ = 1, the following result shows the
Caputo-Fabrizio derivative of Laplace transformation [63]:

L CFD℘
Ψ ℙ Ψð Þ½ �� �

= vL ℙ Ψð Þ −ℙ 0ð Þ½ �
v+℘ 1 − vð Þ : ð4Þ

Definition 4. The Yang transformation of ℙðΨÞ is expressed
as [64].

Y ℙ Ψð Þ½ � = χ vð Þ =
ð∞
0
ℙ Ψð Þe−Ψ

v dΨ: Ψ > 0: ð5Þ

Remarks 5. Yang transformation of few useful functions is
defined as below.

Y 1½ � = v,
Y Ψ½ � = v2,
Y Ψi� �

= Γ i + 1ð Þvi+1:
ð6Þ

Lemma 6 (Laplace-Yang duality). Let the Laplace transfor-
mation of ℙðΨÞ is FðvÞ, then χðvÞ = Fð1/vÞ [65].

Proof. From equation (5), we can achieve another type of the
Yang transformation by putting Ψ/v = ζ as

L ℙ Ψð Þ½ � = χ vð Þ = v
ð∞
0
ℙ vζð Þeζdζ: ζ > 0, ð7Þ

Since L½ℙðΨÞ� = FðvÞ, this implies that

F vð Þ = L ℙ Ψð Þ½ � =
ð∞
0
ℙ Ψð Þe−vΨdΨ: ð8Þ

Put Ψ = ζ/v in (8), we have

F vð Þ = 1
v

ð∞
0
ℙ

ζ

v

� �
eζdζ: ð9Þ
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Thus, from equation (7), we achieve

F vð Þ = χ
1
v

� �
: ð10Þ

Also from equations. (5) and (8), we achieve

F
1
v

� �
= χ vð Þ: ð11Þ

The connections (10) and (11) represent the duality link
between the Laplace and Yang transformation.

Lemma 7. Let ℙðΨÞ be a continuous function; then, the
Caputo-Fabrizio derivative Yang transformation of ℙðΨÞ is
define by [65].

Y ℙ Ψð Þ½ � = Y ℙ Ψð Þ − vℙ 0ð Þ½ �
1+℘ v − 1ð Þ : ð12Þ

Proof. The Caputo-Fabrizio fractional Laplace transforma-
tion is given by

L ℙ Ψð Þ½ � = L vℙ Ψð Þ −ℙ 0ð Þ½ �
v+℘ 1 − vð Þ : ð13Þ

Also, we have that the connection among Laplace and
Yang property, i.e., χðvÞ = Fð1/vÞ. To achieve the necessary
result, we substitute v by 1/v in equation (13), and we get

Y ℙ Ψð Þ½ � = 1/vð ÞY ℙ Ψð Þ −ℙ 0ð Þ½ �
1/vð Þ+℘ 1 − 1/vð Þ ,

Y ℙ Ψð Þ½ � = Y ℙ Ψð Þ − vℙ 0ð Þ½ �
1+℘ v − 1ð Þ :

ð14Þ

The proof is completed.

3. Implementation of YDM with Caputo-
Fabrizio

To explain the fundamental concept of this technique, we
consider a particular fractional-order nonlinear partial dif-
ferential equation:

CFDδu ξ,Ψð Þ + Lu ξ,Ψð Þ +Nu ξ,Ψð Þ = q ξ,Ψð Þ,  ξ,Ψ ≥ 0, m − 1 < δ <m,
ð15Þ

where the fractional derivative in equation (15) is defined in
Caputo-Fabrizio. The operator R and N describe the linear
and nonlinear operators, respectively, and gðζ,ΨÞ is the
source term.

The initial condition is

u ξ, 0ð Þ = k ξð Þ, ð16Þ

Using Yang transformation to equation (15), we get

Y Dδu ξ,Ψð Þ
h i

+Y Lu ξ,Ψð Þ +Nu ξ,Ψð Þ½ � =Y q ξ,Ψð Þ½ �,
ð17Þ

with the help of fractional derivative Yang property, we have

1
1 + δ s − 1ð Þð ÞY u ξ, 0ð Þf g − su ξ, 0ð Þ

=Y q ξ,Ψð Þ½ � −Y Lu ξ,Ψð Þ +Nu ξ,Ψð Þ½ �,
ð18Þ

Y u ξ,Ψð Þ½ � = sk ξð Þ + 1 + δ s − 1ð Þð ÞY q ξ,Ψð Þ½ �
− 1 + δ s − 1ð Þð ÞY Lu ξ,Ψð Þ +Nu ξ,Ψð Þ½ �:

ð19Þ
Using YDM procedure, the solution is expressed as

u ξ,Ψð Þ = 〠
∞

j=0
uj ξ,Ψð Þ, ð20Þ

The nonlinear term can be decomposed as

Nu ξ,Ψð Þ = 〠
∞

j=0
Aj, ð21Þ

Aj =
1
j!

dj

dλj
N〠

∞

j=0
λjuj

� �" #" #
λ=0

, j = 0, 1, 2⋯, ð22Þ

substitution (20) and (21) in equation (18), we get

Y 〠
∞

j=0
u ξ,Ψð Þ

" #
= sk ξð Þ + 1 + δ s − 1ð Þð ÞY q ξ,Ψð Þ½ �

− 1 + δ s − 1ð Þð ÞY L〠
∞

j=0
uj ξ,Ψð Þ + 〠

∞

j=0
Aj

" #
:

ð23Þ

Y u0 ξ,Ψð Þ½ � = su ξ, 0ð Þ + 1 + δ s − 1ð Þð ÞY q ξ,Ψð Þ½ �, ð24Þ

Y u1 ξ,Ψð Þ½ � = − 1 + δ s − 1ð Þð ÞY Lu0 ξ,Ψð Þ + A0½ �: ð25Þ

Generally, we can write

Y uj+1 ξ,Ψð Þ� �
= − 1 + δ s − 1ð Þð ÞY Luj ξ,Ψð Þ + Aj

� �
, j ≥ 1:

ð26Þ

Taking the inverse Yang transformation of Eq. (26), we
get

u0 ξ,Ψð Þ = k ξ,Ψð Þ +Y−1 1 + δ s − 1ð Þð ÞY q ξ,Ψð Þ½ �½ �, ð27Þ
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uj+1 ξ,Ψð Þ = −Y−1 1 + δ s − 1ð Þð ÞY Luj ξ,Ψð Þ + Aj

� �� �
:

ð28Þ

4. Example

Consider the following fractional-order coupled Burgers
equations:

CF∂δμ
∂Ψδ

+ ∂2μ
∂ζ2

− 2μ ∂μ
∂ζ

−
∂ μνð Þ
∂ζ

= 0,

CF∂δν
∂Ψδ

+ ∂2ν
∂ζ2

− 2ν ∂ν
∂ζ

−
∂ μνð Þ
∂ζ

= 0, 0 < δ ≤ 1,
ð29Þ

with initial conditions

μ ζ, 0ð Þ = sin ζð Þ, ν ζ, 0ð Þ = − sin ζð Þ: ð30Þ

Taking Yang transform of (29),

Y
∂δμ
∂Ψδ

" #
= −Y

∂2μ
∂ζ2

− 2μ ∂μ
∂ζ

−
∂ μνð Þ
∂ζ

" #
, ð31Þ

Y
∂δν
∂Ψδ

" #
= −Y

∂2ν
∂ζ2

− 2ν ∂ν
∂ζ

−
∂ μνð Þ
∂ζ

" #
, ð32Þ

1
1 + δ s − 1ð Þð ÞY μ ζ, 0ð Þf g − sμ ζ, 0ð Þ = −Y

∂2μ
∂ζ2

− 2μ ∂μ
∂ζ

−
∂ μνð Þ
∂ζ

" #
,

ð33Þ

1
1 + δ s − 1ð Þð ÞY ν ζ, 0ð Þf g − sν ζ, 0ð Þ = −Y

∂2ν
∂ζ2

− 2ν ∂ν
∂ζ

−
∂ μνð Þ
∂ζ

" #
:

ð34Þ
Applying inverse Yang transform

μ ζ,Ψð Þ =Y−1 sμ ζ, 0ð Þ − 1 + δ s − 1ð Þð ÞY ∂2μ
∂ζ2

− 2μ ∂μ
∂ζ

−
∂ μνð Þ
∂ζ

( )" #
,

ð35Þ

ν ζ,Ψð Þ =Y−1 sμ ζ, 0ð Þ − 1 + δ s − 1ð Þð ÞY ∂2ν
∂ζ2

− 2ν ∂ν
∂ζ

−
∂ μνð Þ
∂ζ

( )" #
,

ð36Þ

μ ζ,Ψð Þ = sin ζð Þ −Y−1 1 + δ s − 1ð Þð ÞY ∂2μ
∂ζ2

− 2μ ∂μ
∂ζ

−
∂ μνð Þ
∂ζ

( )" #
,

ð37Þ

ν ζ,Ψð Þ = − sin ζð Þ −Y−1 1 + δ s − 1ð Þð ÞY ∂2ν
∂ζ2

− 2ν ∂ν
∂ζ

−
∂ μνð Þ
∂ζ

( )" #
:

ð38Þ

Using ADM procedure, we get

〠
∞

j=0
μj ζ,Ψð Þ = sin ζð Þ −Y−1 1 + δ s − 1ð Þð ÞY 〠

∞

j=0
μζζ
� 	

j
− 2〠

∞

j=0
Aj μμζ
� 	

− 〠
∞

j=0
Bj μνð Þζ

( )" #
,

ð39Þ

〠
∞

j=0
νj ζ,Ψð Þ = − sin ζð Þ −Y−1 1 + δ s − 1ð Þð ÞY 〠

∞

j=0
νζζ
� 	

j
− 2〠

∞

j=0
Cj ννζ
� 	

− 〠
∞

j=0
Dj μνð Þζ

( )" #
,

ð40Þ

where AjðμμζÞ, BjðμνÞζ, CjðννζÞ, and DjðμνÞζ are Adomian
polynomials are given below,

A0 μμζ
� 	

= μ0
∂μ0
∂ζ

, B0 μνð Þζ =
∂μ0
∂ζ

∂ν0
∂ζ

,

A1 μμζ
� 	

= μ0
∂μ1
∂ζ

+ μ1
∂μ0
∂ζ

, B1 μνð Þζ =
∂μ0
∂ζ

∂ν1
∂ζ

+ ∂μ1
∂ζ

∂ν0
∂ζ

,

A2 μμζ
� 	

= μ0
∂μ2
∂ζ

+ μ1
∂μ1
∂ζ

+ μ2
∂μ0
∂ζ

: B2 μνð Þζ =
∂μ0
∂ζ

∂ν2
∂ζ

+ ∂μ1
∂ζ

∂ν1
∂ζ

+ ∂μ2
∂ζ

∂ν0
∂ζ

:

ð41Þ

C0 ννζ
� 	

= ν0
∂ν0
∂ζ

, D0 μνð Þζ =
∂μ0
∂ζ

∂ν0
∂ζ

,

C1 ννζ
� 	

= ν0
∂ν1
∂ζ

+ ν1
∂ν0
∂ζ

, D1 μνð Þζ =
∂μ0
∂ζ

∂ν1
∂ζ

+ ∂μ1
∂ζ

∂ν0
∂ζ

,

C2 ννζ
� 	

= ν0
∂ν2
∂ζ

+ ν1
∂ν1
∂ζ

+ ν2
∂ν0
∂ζ

: D2 μνð Þζ =
∂μ0
∂ζ

∂ν2
∂ζ

+ ∂μ1
∂ζ

∂ν1
∂ζ

+ ∂μ2
∂ζ

∂ν0
∂ζ

:

ð42Þ

μ0 ζ,Ψð Þ = sin ζ,
ν0 ζ,Ψð Þ = − sin ζð Þ,

ð43Þ

μj+1 ζ,Ψð Þ = −Y−1 1 + δ s − 1ð Þð ÞY 〠
∞

j=0
μζζ
� 	

j
− 2〠

∞

j=0
Aj μμζ
� 	

− 〠
∞

j=0
Bj μνð Þζ

( )" #
,

ð44Þ

νj+1 ζ,Ψð Þ = −Y−1 1 + δ s − 1ð Þð ÞY 〠
∞

j=0
νζζ
� 	

j
− 2〠

∞

j=0
Cj ννζ
� 	

− 〠
∞

j=0
Dj μνð Þζ

( )" #
,

ð45Þ

for j = 0, 1, 2⋯

μ1 ζ,Ψð Þ = −Y−1 1 + δ s − 1ð Þð ÞY ∂2μ0
∂ζ2

− 2μ0
∂μ0
∂ζ

−
∂μ0
∂ζ

∂ν0
∂ζ

( )" #
,

μ1 ζ,Ψð Þ = −Y−1 1 + δ s − 1ð Þð Þ × −sin ζ

s


 �
= sin ζð Þ δΨ + 1 − δð Þf g,

ν1 ζ,Ψð Þ = −Y−1 1 + δ s − 1ð Þð ÞY ∂2ν0
∂ζ2

− 2ν0
∂ν0
∂ζ

−
∂μ0
∂ζ

∂ν0
∂ζ

( )" #

ν1 ζ,Ψð Þ = −Y−1 1 + δ s − 1ð Þð Þ × sin ζð Þ
s


 �
= − sin ζð Þ δΨ + 1 − δð Þf g,

ð46Þ
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The subsequent terms are

μ2 ζ,Ψð Þ = −Y−1 1 + δ s − 1ð Þð ÞY ∂2μ1
∂ζ2

− 2μ0
∂μ1
∂ζ

− 2μ1
∂μ0
∂ζ

−
∂μ0
∂ζ

∂ν1
∂ζ

−
∂μ1
∂ζ

∂ν0
∂ζ

( )" #
,

μ2 ζ,Ψð Þ = sin ζð Þ 1 − δð Þ2 + 2δ 1 − δð ÞΨ + δ2Ψ2

2

( )
,

ν2 ζ,Ψð Þ = −Y−1 1 + δ s − 1ð Þð ÞY ∂2ν1
∂ζ2

− 2ν0
∂ν1
∂ζ

− 2ν1
∂ν0
∂ζ

−
∂μ0
∂ζ

∂ν1
∂ζ

−
∂μ1
∂ζ

∂ν0
∂ζ

( )" #

ν2 ζ,Ψð Þ = − sin ζð Þ 1 − δð Þ2 + 2δ 1 − δð ÞΨ + δ2Ψ2

2

( )
,

ð47Þ

The YDM solution for example (4) is

μ ζ,Ψð Þ = μ0 ζ,Ψð Þ + μ1 ζ,Ψð Þ + μ2 ζ,Ψð Þ + μ3 ζ,Ψð Þ+⋯,
ð48Þ

ν ζ,Ψð Þ = ν0 ζ,Ψð Þ + ν1 ζ,Ψð Þ + ν2 ζ,Ψð Þ + ν3 ζ,Ψð Þ+⋯,
ð49Þ

μ ζ,Ψð Þ = sin ζð Þ + sin ζð Þ δΨ + 1 − δð Þf g

+ sin ζð Þ 1 − δð Þ2 + 2δ 1 − δð ÞΨ + δ2Ψ2

2

( )
+⋯,

ð50Þ

ν ζ,Ψð Þ = − sin ζð Þ − sin ζð Þ δΨ + 1 − δð Þf g

− sin ζð Þ 1 − δð Þ2 + 2δ 1 − δð ÞΨ + δ2Ψ2

2

( )
−⋯,

ð51Þ

when δ = 1, then YDM solution is

μ ζ,Ψð Þ = sin ζð Þ + sin ζð ÞΨ + sin ζð ÞΨ
2

2

+ sin ζð ÞΨ
3

6 + sin ζð ÞΨ
4

24 +⋯,
ð52Þ

ν ζ,Ψð Þ = − sin ζð Þ − sin ζð ÞΨ − sin ζð ÞΨ
2

2

− sin ζð ÞΨ
3

6 − sin ζð ÞΨ
4

24 −⋯:

ð53Þ

The exact solutions are

μ ζ,Ψð Þ = eΨ sin ζð Þ,
ν ζ,Ψð Þ = −eΨ sin ζð Þ:

ð54Þ

5. Example

Consider the following fractional-order couple Burgers
equations [17]:

CF∂δμ
∂Ψδ

+ μ
∂μ
∂ζ

+ ν
∂μ
∂ξ

−
∂2μ
∂ζ2

−
∂2μ
∂ξ2

= 0,

CF∂δν
∂Ψδ

+ μ
∂ν
∂ζ

+ ν
∂ν
∂ξ

−
∂2ν
∂ζ2

−
∂2ν
∂ξ2

= 0, 0 < δ ≤ 1,

ð55Þ

with initial condition

μ ζ, ξ, 0ð Þ = ζ + ξ, ν ζ, ξ, 0ð Þ = ζ − ξ: ð56Þ

Taking Yang transform of (55),

Y
∂δμ
∂Ψδ

" #
= −Y μ

∂μ
∂ζ

+ ν
∂μ
∂ξ

−
∂2μ
∂ζ2

−
∂2μ
∂ξ2

" #
, ð57Þ

Y
∂δν
∂Ψδ

" #
= −Y μ

∂ν
∂ζ

+ ν
∂ν
∂ξ

−
∂2ν
∂ζ2

−
∂2ν
∂ξ2

" #
, ð58Þ

1
1 + δ s − 1ð Þð ÞY μ ζ, ξ, 0ð Þf g − sμ ζ, ξ, 0ð Þ

= −Y μ
∂μ
∂ζ

+ ν
∂μ
∂ξ

−
∂2μ
∂ζ2

−
∂2μ
∂ξ2

" #
,

ð59Þ

1
1 + δ s − 1ð Þð ÞY ν ζ, ξ, 0ð Þf g − sν ζ, ξ, 0ð Þ

= −Y μ
∂ν
∂ζ

+ ν
∂ν
∂ξ

−
∂2ν
∂ζ2

−
∂2ν
∂ξ2

" #
:

ð60Þ

Applying inverse Yang transform

μ ζ, ξ,Ψð Þ =Y−1 sμ ζ, ξ, 0ð Þ − 1 + δ s − 1ð Þð ÞY μ
∂μ
∂ζ

+ ν
∂μ
∂ξ

−
∂2μ
∂ζ2

−
∂2μ
∂ξ2

( )" #
,

ð61Þ

ν ζ, ξ,Ψð Þ =Y−1 sν ζ, ξ, 0ð Þ − 1 + δ s − 1ð Þð ÞY μ
∂ν
∂ζ

+ ν
∂ν
∂ξ

−
∂2ν
∂ζ2

−
∂2ν
∂ξ2

( )" #
,

ð62Þ

μ ζ, ξ,Ψð Þ = ζ + ξ −Y−1 1 + δ s − 1ð Þð ÞY μ
∂μ
∂ζ

+ ν
∂μ
∂ξ

−
∂2μ
∂ζ2

−
∂2μ
∂ξ2

( )" #
,

ð63Þ

ν ζ, ξ,Ψð Þ = ζ − ξ −Y−1 1 + δ s − 1ð Þð ÞY μ
∂ν
∂ζ

+ ν
∂ν
∂ξ

−
∂2ν
∂ζ2

−
∂2ν
∂ξ2

( )" #
:

ð64Þ
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Figure 2: YDM solutions of μðζ,ΨÞ and νðζ,ΨÞ for example 1 at different value of δ.
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Figure 3: The YDM solution of example 1 of μðζ,ΨÞ at δ = 1, and 0:8.
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Figure 1: YDM solutions of μðζ,ΨÞ and νðζ,ΨÞ for example 1 at δ = 1.
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Using ADM procedure, we get

〠
∞

j=0
μj ζ, ξ,Ψð Þ = ζ + ξ −Y−1 1 + δ s − 1ð Þð ÞY 〠

∞

j=0
Aj μμζ
� 	

+ 〠
∞

j=0
Bj νμξ
� 	

− 〠
∞

j=0
μζζ − 〠

∞

j=0
μξξ

( )" #
,

ð65Þ

〠
∞

j=0
νj ζ, ξ,Ψð Þ = ζ − ξ −Y−1 1 + δ s − 1ð Þð ÞY 〠

∞

j=0
Cj μνζ
� 	

+ 〠
∞

j=0
Dj ννξ
� 	

− 〠
∞

j=0
νζζ − 〠

∞

j=0
νξξ

( )" #
,

ð66Þ

where AjðμμζÞ, BjðνμξÞ, CjðμνζÞ, and DjðννξÞ, the Adomian
polynomials are given below,

A0 μμζ
� 	

= μ0
∂μ0
∂ζ

, B0 νμξ
� 	

= ν0
∂μ0
∂ξ

,

A1 μμζ
� 	

= μ0
∂μ1
∂ζ

+ μ1
∂μ0
∂ζ

, B1 νμξ
� 	

= ν0
∂μ1
∂ξ

+ ν1
∂μ0
∂ξ

,

A2 μμζ
� 	

= μ0
∂μ2
∂ζ

+ μ1
∂μ1
∂ζ

+ μ2
∂μ0
∂ζ

: B2 νμξ
� 	

= ν0
∂μ2
∂ξ

+ ν1
∂μ1
∂ξ

+ ν2
∂μ0
∂ξ

:

ð67Þ

C0 μνζ
� 	

= μ0
∂ν0
∂ζ

, D0 ννξ
� 	

= ν0
∂ν0
∂ξ

,

C1 μνζ
� 	

= μ0
∂ν1
∂ζ

+ μ1
∂ν0
∂ζ

, D1 ννξ
� 	

= ν0
∂ν1
∂ξ

+ ν1
∂ν0
∂ξ

,

C2 μνζ
� 	

= μ0
∂ν2
∂ζ

+ μ1
∂ν1
∂ζ

+ μ2
∂ν0
∂ζ

: D2 ννξ
� 	

= ν0
∂ν2
∂ξ

+ ν1
∂ν1
∂ξ

+ ν2
∂ν0
∂ξ

:

ð68Þ
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Figure 5: The YDM solution of example 1 of μðζ,ΨÞ at δ = 1, and 0:8.
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Figure 4: The YDM solution of example 1 of μðζ,ΨÞ at δ = 0:6, and 0:4.
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Figure 6: The YDM solution of example 1 of νðζ,ΨÞ at δ = 1, and 0:8.

Table 1: YDM-solutions of example 1 μðζ,ΨÞ and νðζ,ΨÞ different fractional-order of δ.
Ψ ζ Absolute error (δ = 0:4) Absolute error (δ = 0:6) Absolute error (δ = 0:8) Absolute error (δ = 1)

0.1

1 1.6795833810 × 10−02 5.4134672620 × 10−03 7.0667992140 × 10−04 7.0683562720 × 10−09

2 1.8149655480 × 10−02 5.8498176890 × 10−03 7.6364158210 × 10−04 7.6380983850 × 10−09

3 2.8167675970 × 10−03 9.0787271070 × 10−04 1.1851469400 × 10−04 1.1854080680 × 10−09

4 1.5105843420 × 10−02 4.8687662520 × 10−03 6.3557405730 × 10−04 6.3571409610 × 10−09

5 1.9140211660 × 10−02 6.1690839760 × 10−03 8.0531895140 × 10−04 8.0549639070 × 10−09

0.2

1 2.2895909420 × 10−02 8.0513685670 × 10−03 2.3663474260 × 10−04 2.3207769760 × 10−07

2 2.4741425310 × 10−02 8.7003460040 × 10−03 2.5570859420 × 10−04 2.5078423030 × 10−07

3 3.8397888720 × 10−03 1.3502654490 × 10−03 3.9685143520 × 10−05 3.8920898230 × 10−08

4 2.0592131750 × 10−02 7.2412429330 × 10−03 2.1282464510 × 10−04 2.0872612820 × 10−07

5 2.6091741410 × 10−02 9.1751859580 × 10−03 2.6966443650 × 10−04 2.6447131500 × 10−07

0.3

1 2.7579918610 × 10−02 1.0158028710 × 10−02 3.1243332140 × 10−04 1.7930063740 × 10−06

2 2.9802987250 × 10−02 1.0976812670 × 10−02 3.3761688790 × 10−04 1.9375309570 × 10−06

3 4.6253268490 × 10−02 1.7035656840 × 10−03 5.2397044750 × 10−05 3.0069851330 × 10−07

4 2.4804837720 × 10−02 9.1359317340 × 10−02 2.8099639980 × 10−04 1.6125947570 × 10−06

5 3.1429548890 × 10−02 1.1575895650 × 10−02 3.5604305020 × 10−04 2.0432758450 × 10−06

0.4

1 3.1561849440 × 10−02 1.1987254260 × 10−02 3.7995256610 × 10−04 7.6880155060 × 10−06

2 3.4105880060 × 10−02 1.2953482240 × 10−02 4.1057849520 × 10−04 8.3077050100 × 10−06

3 5.2931218410 × 10−02 2.0103383830 × 10−03 6.3720449280 × 10−05 1.2893288420 × 10−06

4 2.8386108190 × 10−02 1.0781101310 × 10−02 3.4172188380 × 10−04 6.9144503180 × 10−06

5 3.5967281260 × 10−02 1.3660446180 × 10−02 4.3298669290 × 10−04 8.7611157430 × 10−06

0.5

1 3.5108679510 × 10−02 1.3639899070 × 10−02 4.4195033070 × 10−04 2.3878506280 × 10−06

2 3.7938600990 × 10−02 1.4739337840 × 10−02 4.7757356550 × 10−04 2.5803224010 × 10−06

3 5.8879476850 × 10−02 2.2874973730 × 10−03 7.4117866660 × 10−05 4.0045765820 × 10−06

4 3.1576057570 × 10−02 1.2267457630 × 10−02 3.9748145700 × 10−04 2.1475860090 × 10−05

5 4.0009181120 × 10−02 1.5543768660 × 10−02 5.0363816220 × 10−04 2.7211490040 × 10−05
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μ0 ζ, ξ,Ψð Þ = ζ + ξ,
ν0 ζ, ξ,Ψð Þ = ζ − ξ,

ð69Þ

μ j+1 ζ, ξ,Ψð Þ = −Y−1 1 + δ s − 1ð Þð ÞY 〠
∞

j=0
Aj μμζ
� 	

+ 〠
∞

j=0
Bj νμξ
� 	

− 〠
∞

j=0
μζζ − 〠

∞

j=0
μξξ

( )" #
,

ð70Þ

νj+1 ζ, ξ,Ψð Þ = −Y−1 1 + δ s − 1ð Þð ÞY 〠
∞

j=0
Cj μνζ
� 	

+ 〠
∞

j=0
Dj ννξ
� 	

− 〠
∞

j=0
νζζ − 〠

∞

j=0
νξξ

( )" #
,

ð71Þ

for j = 0, 1, 2⋯

μ1 ζ, ξ,Ψð Þ = −Y−1 1 + δ s − 1ð Þð ÞY μ0
∂μ0
∂ζ

+ ν0
∂μ0
∂ξ

−
∂2μ0
∂ζ2

−
∂2μ0
∂ξ2

" #" #

= −2ζ δΨ + 1 − δð Þf g,

ν1 ζ, ξ,Ψð Þ = −Y−1 1 + δ s − 1ð Þð ÞY μ0
∂ν0
∂ζ

+ ν0
∂ν0
∂ξ

−
∂2ν0
∂ζ2

−
∂2ν0
∂ξ2

" #" #

= −2ξ δΨ + 1 − δð Þf g:
ð72Þ

The subsequent terms are

μ2 ζ, ξ,Ψð Þ = −Y−1 1 + δ s − 1ð Þð ÞY μ0
∂μ1
∂ζ

+ μ1
∂μ0
∂ζ





+ ν0
∂μ1
∂ξ

+ ν1
∂μ0
∂ξ

−
∂2μ1
∂ζ2

−
∂2μ1
∂ξ2

##
,

μ2 ζ, ξ,Ψð Þ = 2 ζ + ξð Þ 1 − δð Þ2 + 2δ 1 − δð ÞΨ + δ2Ψ2

2

( )
,

Table 2: YDM-solutions of example 1 at μðζ,ΨÞ different fractional-order of δ.
Ψ ζ Absolute error (δ = 0:4) Absolute error (δ = 0:6) Absolute error (δ = 0:8) Absolute error (δ = 1)

0.1

1 5.1388035000 × 10−03 8.5868730000 × 10−04 1.2436850000 × 10−05 1.4585000000 × 10−10

2 1.0422343800 × 10−02 1.7352281000 × 10−03 2.2053740000 × 10−05 2.1331000000 × 10−09

3 1.4825705100 × 10−02 2.4804600000 × 10−03 3.3501640000 × 10−05 2.6843000000 × 10−09

4 2.1340157300 × 10−02 3.3450207000 × 10−03 4.5130530000 × 10−05 3.3374000000 × 10−09

5 2.5732507500 × 10−02 4.2223515000 × 10−03 5.6568430000 × 10−05 4.1714000000 × 10−09

0.2

1 6.5526269000 × 10−03 1.2845443000 × 10−04 1.9524030000 × 10−05 8.9043500000 × 10−08

2 1.3585147000 × 10−02 2.5823037000 × 10−03 3.9081030000 × 10−05 1.2243480000 × 10−08

3 2.0617667100 × 10−03 3.8800631000 × 10−03 5.8638020000 × 10−05 1.5582620000 × 10−08

4 2.7650187200 × 10−02 5.1778225000 × 10−03 7.8195020000 × 10−05 1.8921750000 × 10−08

5 3.4682707200 × 10−02 6.4755819000 × 10−03 9.7752020000 × 10−05 2.2260880000 × 10−08

0.3

1 7.5239217000 × 10−03 1.6203247000 × 10−04 2.6503270000 × 10−05 9.9570730000 × 10−08

2 1.5715901300 × 10−02 3.2621458000 × 10−03 5.3069340000 × 10−05 1.2801951000 × 10−08

3 2.3907880800 × 10−02 4.9039669000 × 10−03 7.9635420000 × 10−05 1.5646829000 × 10−08

4 3.2099860300 × 10−02 6.5457880000 × 10−03 1.0620149000 × 10−05 1.8491707000 × 10−08

5 4.0291839800 × 10−02 8.1876092000 × 10−03 1.3276756000 × 10−05 2.1336585000 × 10−08

0.4

1 8.2762123000 × 10−03 1.9075950000 × 10−03 3.2874570000 × 10−05 5.7825882000 × 10−09

2 1.7398405800 × 10−02 3.8455493000 × 10−03 6.5848290000 × 10−05 6.7463529000 × 10−08

3 2.6520599300 × 10−02 5.7835036000 × 10−03 9.8822010000 × 10−05 7.7101176000 × 10−08

4 3.5642792800 × 10−02 7.7214580000 × 10−03 1.3179574000 × 10−05 8.6738823000 × 10−08

5 4.4764986200 × 10−02 9.6594122000 × 10−03 1.6476946000 × 10−05 9.6376470000 × 10−08

0.5

1 8.8947364000 × 10−03 2.1627817000 × 10−03 3.8817930000 × 10−04 2.3900000000 × 10−08

2 1.8806520800 × 10−02 4.3652454000 × 10−03 7.7777130000 × 10−04 3.5300000000 × 10−08

3 2.8718305200 × 10−02 6.5677091000 × 10−03 1.1673633000 × 10−05 4.6600000000 × 10−08

4 3.8630089800 × 10−02 8.7701729000 × 10−03 1.5569554000 × 10−04 5.8000000000 × 10−08

5 4.8541874400 × 10−02 1.0972636700 × 10−03 1.9465475000 × 10−04 6.9300000000 × 10−08
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ν2 ζ, ξ,Ψð Þ = −Y−1 1 + δ s − 1ð Þð ÞY μ0
∂ν1
∂ζ

+ μ1
∂ν0
∂ζ





+ ν0
∂ν1
∂ξ

+ ν1
∂ν0
∂ξ

−
∂2ν0
∂ζ2

−
∂2ν0
∂ξ2

##
,

ν2 ζ, ξ,Ψð Þ = 2 ζ − ξð Þ 1 − δð Þ2 + 2δ 1 − δð ÞΨ + δ2Ψ2

2

( )
:

ð73Þ

The YDM solution for example (5) is

μ ζ, ξ,Ψð Þ = μ0 ζ, ξ,Ψð Þ + μ1 ζ, ξ,Ψð Þ
+ μ2 ζ, ξ,Ψð Þ + μ3 ζ, ξ,Ψð Þ+⋯,

ð74Þ

ν ζ, ξ,Ψð Þ = ν0 ζ, ξ,Ψð Þ + ν1 ζ, ξ,Ψð Þ
+ ν2 ζ, ξ,Ψð Þ + ν3 ζ, ξ,Ψð Þ+⋯,

ð75Þ

μ ζ, ξ,Ψð Þ = ζ + ξ − 2ζ δΨ + 1 − δð Þf g + 2 ζ + ξð Þ

� 1 − δð Þ2 + 2δ 1 − δð ÞΨ + δ2Ψ2

2

( )
+⋯,

ð76Þ

ν ζ, ξ,Ψð Þ = ζ − ξ − 2ξ δΨ + 1 − δð Þf g + 2 ζ − ξð Þ

� 1 − δð Þ2 + 2δ 1 − δð ÞΨ + δ2Ψ2

2

( )
+⋯,

ð77Þ

when δ = 1, then YDM solution is

μ ζ, ξ,Ψð Þ = ζ + ξ − 2ζΨ + 2 ζ + ξð ÞΨ2

− 4Ψ3ζ + 4 ζ + ξð ÞΨ4+⋯,
ð78Þ

ν ζ, ξ,Ψð Þ = ζ − ξ − 2ξΨ + 2 ζ − ξð ÞΨ2

− 4Ψ3ξ + 4 ζ − ξð ÞΨ4+⋯:
ð79Þ

Table 3: YDM-solutions of example 2 at νðζ,ΨÞ different fractional-order of δ.
Ψ ζ Absolute error (δ = 0:4) Absolute error (δ = 0:6) Absolute error (δ = 0:8) Absolute error (δ = 1)

0.1

1 5.6770988000 × 10−04 8.7119340000 × 10−05 1.1548840000 × 10−07 1.6326000000 × 10−10

2 5.3834512000 × 10−03 8.4544080000 × 10−04 9.5379000000 × 10−07 2.0407510200 × 10−09

3 5.0898036000 × 10−03 8.1968820000 × 10−04 7.5269600000 × 10−07 4.0814857200 × 10−09

4 4.7961560000 × 10−03 7.9393560000 × 10−04 5.5160200000 × 10−07 6.1222204100 × 10−09

5 4.5025084000 × 10−03 7.6818300000 × 10−04 3.5050800000 × 10−07 8.1629551100 × 10−09

0.2

1 7.5124132000 × 10−04 1.3109744000 × 10−05 1.9589970000 × 10−07 2.2260880000 × 10−08

2 6.9925200000 × 10−03 1.2577593000 × 10−04 1.5557000000 × 10−07 4.3444869600 × 10−08

3 6.4726268000 × 10−03 1.2045442000 × 10−04 1.1524030000 × 10−07 8.6867478200 × 10−08

4 5.9527336000 × 10−03 1.1513291000 × 10−04 7.4910600000 × 10−06 1.3029008690 × 10−08

5 5.4328404000 × 10−03 1.0981140000 × 10−04 3.4580900000 × 10−06 1.7371269560 × 10−08

0.3

1 8.8600372900 × 10−04 1.6633175900 × 10−05 2.6628869000 × 10−06 4.2673170000 × 10−08

2 8.1319795000 × 10−03 1.5818212000 × 10−04 2.0566070000 × 10−06 7.2886243900 × 10−08

3 7.4039217000 × 10−03 1.5003248000 × 10−04 1.4503270000 × 10−06 1.4534575610 × 10−08

4 6.6758639000 × 10−03 1.4188284000 × 10−04 8.4404700000 × 10−06 2.1780526830 × 10−08

5 5.9478061000 × 10−03 1.3373320000 × 10−04 2.3776700000 × 10−06 2.9026478050 × 10−08

0.4

1 9.9681746700 × 10−04 1.9683136700 × 10−04 3.3072887000 × 10−06 3.8550588000 × 10−09

2 9.0421934000 × 10−03 1.8579543000 × 10−04 2.4973720000 × 10−06 1.1668329410 × 10−08

3 8.1162122000 × 10−03 1.7475950000 × 10−04 1.6874560000 × 10−06 2.2951152940 × 10−08

4 7.1902310000 × 10−03 1.6372357000 × 10−04 8.7754000000 × 10−06 3.4233976470 × 10−08

5 6.2642497000 × 10−03 1.5268763000 × 10−04 6.7623000000 × 10−06 4.5516800000 × 10−08

0.5

1 1.0928832650 × 10−04 2.2421458500 × 10−04 3.9100485000 × 10−06 1.2600000000 × 10−08

2 9.8117844000 × 10−03 2.1024637000 × 10−04 2.8959200000 × 10−06 1.0050239900 × 10−08

3 8.6947361000 × 10−03 1.9627815000 × 10−04 1.8817910000 × 10−06 2.0100478600 × 10−08

4 7.5776879000 × 10−03 1.8230994000 × 10−04 8.6766300000 × 10−06 3.0150717200 × 10−08

5 6.4606397000 × 10−03 1.6834173000 × 10−04 1.4646500000 × 10−06 4.0200955900 × 10−08
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The exact solutions are

μ ζ, ξ,Ψð Þ = ζ − 2ζΨ + ξ

1 − 2Ψ2 ,

ν ζ, ξ,Ψð Þ = ζ − 2ξΨ − ξ

1 − 2Ψ2 :

ð80Þ

6. Results and Discussion

In this section, we analyze the solution-figures of problem
which have been investigated by applying Yang decomposi-
tion method in the sense of Caputo-Fabrizio operator.
Figure 1 represents the two-dimensional solution-figures
for variables μðζ,ΨÞ and νðζ,ΨÞ of example 1 at fractional
order δ = 1, respectively, in Figure 2 at different fractional-
order of ℘. It is observed that Yang method solution-
figures are identical and close contact with each other. In a
similar way in Figures 3 and 4 represent the three-
dimensional solution-figures for variables μðζ,ΨÞ of exam-
ple 1 at fractional order δ = 1, 0:8, 0:6, and 0:4. Figure 5
shows that the three dimensional figure of μðζ,ΨÞ of frac-
tional order δ = 1 and 0:8 of example 2 and Figure 6,
approximate solution graphs of example 2 with respect to
νðζ,ΨÞ at δ = 1 and 0:8. Tables 1–3 show the absolute error
of different fractional order of δ with respect to μðζ,ΨÞ and
νðζ,ΨÞ of examples 1 and 2. The same graphs of the sug-
gested methods attained and confirmed the applicability of
the present technique. The convergence phenomenon of
the fractional-solutions towards integer-solution is observed.
The same accuracy is achieved by using the present
techniques.

7. Conclusion

In this paper, Yang Adomian decomposition method is
implemented for the solution of dynamic systems of frac-
tional Burger equations. The derived results have been
graphed and tables. The analytical solutions for some
numerical problems represent the validity of the suggested
technique. It is also analyzed that the fractional-order solu-
tion is convergence to the actual result for the problem as
fractional-order approach integer-order. The higher accu-
racy of the suggested procedure is clearly demonstrated by
this representation of the acquired results. The results for
fractional systems that are closely akin to their actual solu-
tions are obtained. It has been demonstrated that fractional
solutions converge to integer-order solutions. The present
method’s valuable themes include fewer calculations and
improved precision. The researchers modified it to solve
fractional partial differential equations in various systems.
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1. Introduction

In 1989, Backhtin [1] and Czerwik [2] introduced the
concept of b-metric spaces and provided a framework to
extend the results in the classical setting of metric spaces
which are known already. Azam et al. [3]introduced
complex-valued metric spaces in 2011 and proved some
common fixed-point theorems under the contraction
condition. +en, in 2013, Rao et al. [4]introduced the
definition of complex valued b-metric space and pro-
vided a method to extend the results. Later, in 2017, the
concept of complex partial metric space was introduced
by Dhivya and Marudai [5], and they proved common
fixed-point theorems. Recently, Gunaseelan [6]intro-
duced the concept of complex partial b-metric space in
2019. Many authors have discussed significant results
and application on complex metric spaces [7–23]. In this
study, we establish common fixed-point theorems on
complex partial b-metric space using continuity
property.

2. Preliminaries

Let C be the set of complex numbers and ζ1, ζ2, ζ3 ∈ C.
Define a partial order ≲ on C as follows:

ζ1≲ζ2 if and only if R(ζ1)≤R(ζ2) and I(ζ1)≤ I(ζ2).
+en, ζ1≲ζ2 if one of the following properties is fulfilled:

(i) R(ζ1) � R(ζ2), I(ζ1)< I(ζ2)
(ii) R(ζ1)<R(ζ2), I(ζ1) � I(ζ2)
(iii) R(ζ1)<R(ζ2), I(ζ1)< I(ζ2)
(iv) R(ζ1) � R(ζ2), I(ζ1) � I(ζ2)

In particular, we write ζ1⋨ζ2 if ζ1 ≠ ζ2 and one of (i), (ii),
and (iii) is fulfilled, and we write ζ1≺ζ2 if only (iii) is
fulfilled.

Definition 1 (see [4]). Let H be a nonvoid set and let s≥ 1 be
a given real number. A function ℓ: H × H⟶ C is called a
complex valued b-metric on H if, for all ϕ, μ, λ ∈ H, the
following conditions are fulfilled:
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(i) 0≲ℓ(ϕ, μ) and ℓ(ϕ, μ) � 0 if and only if ϕ � μ
(ii) ℓ(ϕ, μ) � ℓ(μ, ϕ)

(iii) ℓ(ϕ, μ)≲s[ℓ(ϕ, λ) + ℓ(λ, μ)]

+epair (H, ℓ) is called a complex valued b-metric space.

Definition 2 (see [5]). A complex partial metric on a non-
void set H is a function ηcb: H × H⟶ C+ such that, for all
ϕ, μ, λ ∈ H,

(i) 0≲ηcb(ϕ, ϕ)≲ηcb(ϕ, μ)(small self − distances)
(ii) ηcb(ϕ, μ) � ηcb(μ, ϕ)(symmetry)

(iii) ηcb(ϕ, ϕ) � ηcb(ϕ, μ) � ηcb(μ, μ) if and only if
ϕ � μ(equality)

(iv)
ηcb(ϕ, μ)≲ηcb(ϕ, λ) + ηcb(λ, μ) − ηcb(λ, λ)(triangularity)

A complex partial metric space is a pair (H, ηcb) such
that H is a nonvoid set and ηcb is the complex partial metric
on H.

Definition 3 (see [6]). A complex partial b-metric on a
nonvoid set H is a function ℓcb: H × H⟶ C+ such that, for
all ϕ, μ, λ ∈ H,

(i) 0≲ℓcb(ϕ,ϕ)≲ℓcb(ϕ, μ)(small self − distances)
(ii) ℓcb(ϕ, μ) � ℓcb(μ,ϕ)(symmetry)

(iii) ℓcb(ϕ, ϕ) � ℓcb(ϕ, μ) � ℓcb(μ, μ)⇔ϕ � μ(equality)

(iv) ∃ s≥ 1 such that ℓcb(ϕ, μ)≲s[ℓcb(ϕ, λ) + ℓcb(λ, μ)] −

ℓcb(λ, λ)(triangularity)

A complex partial b-metric space (b-CPMS) is a pair
(H, ℓcb) such that H is a nonvoid set and ℓcb is the complex
partial b-metric on H. +e number s is called the coefficient
of (H, ℓcb).

Definition 4 (see [6]). Let (H, ℓcb) be a complex partial b-
metric space with coefficient s. Let ϕα  be any sequence in H

and ϕ ∈ H. +en,

(i) +e sequence ϕα  is said to be convergent with
respect to ℓcb and converges to ϕ if
limα⟶∞ℓcb(ϕα, ϕ) � ℓcb(ϕ, ϕ)

(ii) +e sequence ϕα  is said to be Cauchy sequence in
(H, ℓcb) if
limα,m⟶∞ℓcb(ϕα, ϕm) exists and is finite

(iii) (H, ℓcb) is said to be a complete complex partial
b-metric space if, for every Cauchy sequence ϕα  in
H, there exists ϕ ∈ H such that limα, m⟶∞ℓcb(ϕα,

ϕm) � limα⟶∞ℓcb(ϕα, ϕ) � ℓcb(ϕ, ϕ)

In 2019, Gunaseelan [6] proved some fixed-point the-
orems on complex partial b-metric space as follows.

Theorem 1. Let (H, ℓcb) be any complete complex partial
b-metric space with coefficient s≥ 1 and Δ: H⟶ H be a
mapping satisfying

ℓcb(Δϕ,Δμ)≲ϑmax ℓcb(ϕ, μ), ℓcb(ϕ,Δϕ), ℓcb(μ,Δμ) , (1)

for all ϕ, μ ∈ H, where ϑ ∈ [0, 1/s). 3en, Δ has a unique fixed
point ϕ∗ ∈ H and ℓcb(ϕ∗,ϕ∗) � 0.

We prove the existence and uniqueness of common fixed
point on complex partial b-metric space, inspired by his
work.

3. Main Results

Theorem 2. Let (H, ℓcb) be a complete b-CPMS with the
coefficient s≥ 1 and Δ,Ω: H⟶ H be two continuous
mappings such that

ℓcb(Δϕ,Ωμ)

≲ϑmax ℓcb(ϕ, μ), ℓcb(ϕ,Δϕ), ℓcb(μ,Ωμ),
1
2

ℓcb(ϕ,Ωμ) + ℓcb(μ,Δϕ)(  ,

(2)

for all ϕ, μ ∈ H, where 0≤ ϑ< 1/s. 3en, Δ and Ω have a
unique common fixed point ϕ∗ ∈ H and ℓcb(ϕ∗,ϕ∗) � 0.

Proof. Let ϕ0 ∈ H. Define

ϕ2α+1 � Δϕ2α and ϕ2α+2 � Ωϕ2α+1, α � 0, 1, 2, . . . . (3)

+en, by (1) and (2), we obtain
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ℓcb ϕ2α+1, ϕ2α+2(  � ℓcb Δϕ2α,Ωϕ2α+1( ,

≲ϑmax ℓcb ϕ2α, ϕ2α+1( , ℓcb ϕ2α,Δϕ2α( , ℓcb ϕ2α+1,Ωϕ2α+1( ,
1
2

ℓcb ϕ2α,Ωϕ2α+1( (  + ℓcb ϕ2α+1,Δϕ2α(  ,

≲ϑmax ℓcb ϕ2α, ϕ2α+1( , ℓcb ϕ2α, ϕ2α+1( , ℓcb ϕ2α+1, ϕ2α+2( ,
1
2

ℓcb ϕ2α,ϕ2α+2( (  + ℓcb ϕ2α+1, ϕ2α+1(  ,

≲ϑmax ℓcb ϕ2α, ϕ2α+1( , ℓcb ϕ2α+1, ϕ2α+2( ,
1
2

s ℓcb ϕ2α, ϕ2α+1( (  + ℓcb ϕ2α+1, ϕ2α+2(  − ℓcb ϕ2α+1, ϕ2α+1( (

+ ℓcb ϕ2α+1, ϕ2α+1( ,

� ϑmax ℓcb ϕ2α, ϕ2α+1( , ℓcb ϕ2α+1, ϕ2α+2( ,
s

2
ℓcb ϕ2α, ϕ2α+1(  + ℓcb ϕ2α+1, ϕ2α+2( (  .

(4)

□
Case 1. If max ℓcb(ϕ2α, ϕ2α+1), ℓcb(ϕ2α+1,ϕ2α+2), s/2
(ℓcb(ϕ2α, ϕ2α+1) + ℓcb(ϕ2α+1,ϕ2α+2))} � ℓcb(ϕ2α+1, ϕ2α+2),
then we have

ℓcb ϕ2α+1, ϕ2α+2( ≲ϑℓcb ϕ2α+1,ϕ2α+2( . (5)

+is implies ϑ≥ 1, which is a reductio ad absurdum.

Case 2. If max ℓcb(ϕ2α,ϕ2α+1), ℓcb(ϕ2α+1, ϕ2α+2),

s/2(ℓcb(ϕ2α, ϕ2α+1)+ ℓcb(ϕ2α+1, ϕ2α+2))} � ℓcb(ϕ2α, ϕ2α+1),
then we have

ℓcb ϕ2α+1, ϕ2α+2( ≲ϑℓcb ϕ2α, ϕ2α+1( . (6)

From the next step, we have

ℓcb ϕ2α+2,ϕ2α+3( ≲ϑmax ℓcb ϕ2α+1, ϕ2α+2( , ℓcb ϕ2α+2, ϕ2α+3( ,
s

2
ℓcb ϕ2α+1,ϕ2α+2(  + ℓcb ϕ2α+2,ϕ2α+3( (  . (7)

We consider three cases.

Case 3.

ℓcb ϕ2α+2,ϕ2n+3( ≲ϑℓcb ϕ2α+2, ϕ2n+3( , (8)

which implies ϑ≥ 1, is a reductio ad absurdum.

Case 4.

ℓcb ϕ2α+2, ϕ2n+3( ≲ϑℓcb ϕ2α+1,ϕ2α+2( . (9)

From (6) and (9), ∀α � 0, 1, 2, . . ., we obtain

ℓcb ϕα+1, ϕα+2( ≲ϑℓcb ϕα, ϕα+1( ≲ · · ·≲ϑα+1ℓcb ϕ0, ϕ1( . (10)

For q, α ∈ N, with q> α, we have

ℓcb ϕα,ϕq ≲s ℓcb ϕα, ϕα+1(  + ℓcb ϕα+1, ϕq  − ℓcb ϕα+1,ϕα+1(  ,

≲s ℓcb ϕα, ϕα+1(  + ℓcb ϕα+1, ϕq  ,

≲s ℓcb ϕα,ϕα+1( (  + s
2 ℓcb ϕα+1, ϕα+2(  + ℓcb ϕα+2, ϕq   − ℓcb ϕα+2, ϕα+2( ,

≲s ℓcb ϕα( ,ϕα+1(  + s
2 ℓcb ϕα+1, ϕα+2(  + ℓcb ϕα+2, ϕq  

≲s ℓcb ϕα,ϕα+1( (  + s
2 ℓcb ϕα+1, ϕα+2( (  + s

3 ℓcb ϕα+2, ϕα+3( ( ,

+ · · · + s
q−α−1 ℓcb ϕq−2,ϕq−1   + s

q−α ℓcb ϕq−1, ϕq  .

(11)

Moreover, by using (9), we obtain

ℓcb ϕα, ϕq ≲sϑα ℓcb ϕ0, ϕ1( (  + s
2ϑα+1 ℓcb ϕ0, ϕ1( (  + s

3ϑα+2 ℓcb ϕ0,ϕ1( ( 

+ · · · + s
q− α−1ϑq−2 ℓcb ϕ0, ϕ1( (  + s

q−αϑq−1 ℓcb ϕ0, ϕ1( (  � 

q−α

i�1
s

iϑi+α−1 ℓcb ϕ0, ϕ1( ( .
(12)
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+erefore,

ℓcb ϕα, ϕq 


≤ 

q−α

i�1
s

i+α−1ϑi+α−1 ℓcb ϕ0, ϕ1( 


 � 

q−1

t�α
s

tϑt ℓcb ϕ0,ϕ1( 


,

≤ 
∞

i�α
(sϑ)

t ℓcb ϕ0, ϕ1( 


,

�
(sϑ)

α

1 − sϑ
ℓcb ϕ0, ϕ1( 


.

(13)

+en, we have

ℓcb ϕα, ϕq 


≤
(sϑ)

α

1 − sϑ
ℓcb ϕ0,ϕ1( 


|⟶ 0 as α⟶∞.

(14)

Hence, ϕα  is a Cauchy sequence in H.

Case 5.

ℓcb ϕ2α+2, ϕ2α+3( ≲ϑ
s

2
ℓcb ϕ2α+1, ϕ2α+2(  + ℓcb ϕ2α+2, ϕ2α+3( ( .

(15)

+is implies that

ℓcb ϕ2α+2, ϕ2n+3( ≲
ϑs

(2 − ϑs)
ℓcb ϕ2α+1, ϕ2α+2( . (16)

Since a: � ϑs/(2 − ϑs)< 1, we get
ℓcb(ϕα+1, ϕα+2)≲aℓcb(ϕα,ϕα+1). +erefore, ϕα α∈N is a Cau-
chy sequence in H.

Case 6. If max ℓcb(ϕ2α, ϕ2α+ 1), ℓcb(ϕ2α+1,ϕ2α+2),

s/2(ℓcb(ϕ2α,ϕ2α+1)+ ℓcb(ϕ2α+1, ϕ2α+2))} � s/2 (ℓcb(ϕ2α,

ϕ2α+1) + ℓcb(ϕ2α+1, ϕ2α+2)), then we have

ℓcb ϕ2α+1,ϕ2α+2( ≲ϑs/2 ℓcb ϕ2α, ϕ2α+1(  + ℓcb ϕ2α+1, ϕ2α+2( ( .

(17)

Hence,

ℓcb ϕ2α+1, ϕ2α+2( ≲
ϑs

(2 − ϑs)
ℓcb ϕ2α,ϕ2α+1( . (18)

For the next step, we have

ℓcb ϕ2α+2, ϕ2α+3( ≲ϑmax ℓcb ϕ2α+1,ϕ2α+2( , ℓcb ϕ2α+2,ϕ2α+3(  ,

s

2
ℓcb ϕ2α+1,ϕ2α+2(  + ℓcb ϕ2α+2,ϕ2α+3( ( .

(19)

+en, we consider three cases.

Case 7.

ℓcb ϕ2α+2,ϕ2α+3( ≲ϑℓcb ϕ2α+2, ϕ2α+3( , (20)

which implies ϑ≥ 1 and is a reductio ad absurdum.

Case 8.

ℓcb ϕ2α+2, ϕ2n+3( ≲ϑℓcb ϕ2α+1,ϕ2α+2( . (21)

+en, by (18) and (21), we get
ℓcb(ϕα+1, ϕα+2)≲cℓcb(ϕα, ϕα+1), where c �

max ϑ, ϑs/2 − ϑs{ }< 1. Hence, ϕα α∈N is a Cauchy sequence
in H.

Case 9.

ℓcb ϕ2α+2, ϕ2n+3( ≲
s

2
ℓcb ϕ2α+1,ϕ2α+2( (  + ℓcb ϕ2α+2, ϕ2α+3( .

(22)

Hence, we obtain

ℓcb ϕ2α+2,ϕ2α+3( ≲
ϑs

(2 − ϑs)
ℓcb ϕ2α+1,ϕ2α+2( . (23)

By using (18) and (21) yields

ℓcb ϕα+1, ϕα+2( ≲≀ℓcb ϕα,ϕα+1( , (24)

where 0≤ ≀ � ϑs/(2 − ϑs)< 1.
+en, ∀α � 0, 1, 2, . . ., we obtain

ℓcb ϕα+1, ϕα+2( ≲≀ℓcb ϕα, ϕα+1( ≲ · · ·≲≀α+1ℓcb ϕ0,ϕ1( . (25)

For q, α ∈ N, with q> α,
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ℓcb ϕα, ϕq ≲ s ℓcb ϕα,ϕα+1(  + ℓcb ϕα+1, ϕq  − ℓcb ϕα+1, ϕα+1(  ,

≲ s ℓcb ϕα,ϕα+1(  + ℓcb ϕα+1, ϕq  ,

≲ s ℓcb ϕα, ϕα+1( (  + s
2 ℓcb ϕα+1,ϕα+2(  + ℓcb ϕα+2, ϕq  − ℓcb ϕα+2,ϕα+2(  ,

≲ s ℓcb ϕα, ϕα+1( (  + s
2 ℓcb ϕα+1, ϕα+2(  + ℓcb ϕα+2, ϕq  ,

≲ s ℓcb ϕα, ϕα+1( (  + s
2 ℓcb ϕα+1,ϕα+2( (  + s

3 ℓcb ϕα+2, ϕα+3( ( ,

+ · · · + s
q−α−1 ℓcb ϕq−2, ϕq−1   + s

q−α ℓcb ϕq−1,ϕq  .

(26)

Using (24), we obtain

ℓcb ϕα,ϕq ≲ s≀α ℓcb ϕ0, ϕ1( (  + s
2≀α+1 ℓcb ϕ0,ϕ1( (  + s

3≀α+2 ℓcb ϕ0,ϕ1( ( 

+ · · · + s
q− α−1≀q−2 ℓcb ϕ0, ϕ1( (  + s

q−α≀q−1 ℓcb ϕ0,ϕ1( ( 

� 

q−α

i�1
s

i≀i+α−1 ℓcb ϕ0, ϕ1( (( .

(27)

+erefore,

ℓcb ϕα,ϕq 


≤ 

q−α

i�1
s

i+α−1≀i+α−1 ℓcb ϕ0,ϕ1( 


 � 

q−1

t�α
s

t≀t ℓcb ϕ0,ϕ1( 




≤ 
∞

i�α
(s≀)t ℓcb ϕ0,ϕ1( 


,

�
(s≀)α

1 − s≀
ℓcb ϕ0, ϕ1( 


.

(28)

Hence, we have

ℓcb ϕα,ϕq 


≤
(s≀)α

1 − s≀
ℓcb ϕ0, ϕ1( 


⟶ 0 as α⟶∞.

(29)

Hence, ϕα  is a Cauchy sequence in H. In all cases,
ϕα α∈N is a Cauchy sequence. Since H is complete, there
exists ϕ∗ ∈ H such that ϕα⟶ ϕ∗ as α⟶∞ and

ℓcb ϕ∗,ϕ∗(  � limα⟶∞ℓcb ϕ∗, ϕα(  � limα⟶∞ℓcb ϕα, ϕα(  � 0.

(30)

By the continuity of Δ, ϕ2α+1 � Δϕ2α⟶Δϕ∗ as
α⟶∞:

i.e.ℓcb Δϕ
∗
,Δϕ∗(  � limα⟶∞ℓcb Δϕ

∗
,Δϕ2α(  � limα⟶∞ℓcb Δϕ2α,Δϕ2α( . (31)

However,

ℓcb Δϕ
∗
,Δϕ∗(  � limα⟶∞ℓcb Δϕ2α,Δϕ2α(  � limα⟶∞ℓcb ϕ2α+1, ϕ2α+1(  � 0. (32)
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Next, we prove that ϕ∗ is a fixed point of Δ:

ℓcb Δϕ
∗
,ϕ∗( ≲ℓcb Δϕ

∗
,Δϕ2α(  + ℓcb Δϕ2α,ϕ∗(  − ℓcb Δϕ2α,Δϕ2α( .

(33)

As α⟶∞, we obtain |ℓcb(Δϕ∗, ϕ∗)|≤ 0. +us,
ℓcp(Δϕ∗,ϕ∗) � 0. Hence,
ℓcb(ϕ∗, ϕ∗) � ℓcb(ϕ∗,Δϕ∗) � ℓcb(Δϕ∗,Δϕ∗) � 0 and
Δϕ∗ � ϕ∗. In the same way, we have ϕ∗ ∈ H such that
ϕα⟶ ϕ∗ as α⟶∞ and

ℓcb ϕ∗, ϕ∗(  � limα⟶∞ℓcb ϕ∗,ϕα(  � limα⟶∞ℓcb ϕα,ϕα(  � 0.

(34)

By the continuity of Δϕ2α+2 � Ωϕ2α+1⟶Ωϕ∗ as
α⟶∞,

i.e.ℓcb Ωϕ
∗
,Ωϕ∗(  � limα⟶∞ℓcb Ωϕ

∗
,Ωϕ2α+1( 

� limα⟶∞ℓcb Ωϕ2α+1,Ωϕ2α+1( .
(35)

However,

ℓcb Ωϕ
∗
,Ωϕ( 
∗

� limα⟶∞ℓcb Ωϕ2α+1,Ωϕ2α+1( 

� limα⟶∞ℓcb ϕ2α+2,ϕ2α+2(  � 0.
(36)

Next, we prove that ϕ∗ is a fixed point of Ω:

ℓcb Ωϕ
∗
, ϕ∗( ≲ ℓcb Ωϕ

∗
,Ωϕ2α+1(  + ℓcb Ωϕ2α+1, ϕ

∗
( 

− ℓcb Ωϕ2α+1,Δϕ2α+1( .
(37)

As α⟶∞, we obtain |ℓcb(Ωϕ∗,ϕ∗)|≤ 0. +us,
ℓcp(Ωϕ∗,ϕ∗) � 0. Hence, ℓcb(ϕ∗, ϕ∗) � ℓcb(ϕ∗,
Ωϕ∗) � ℓcb(Ωϕ∗,Ωϕ∗) � 0 and Ωϕ∗ � ϕ∗. +erefore, Δ and
Ω have a common fixed point ϕ∗.

Let μ∗ ∈ H be another common fixed point for the
mappings Δ and Ω. +en,

ℓcb ϕ∗, μ∗(  � ℓcb Δϕ
∗
,Ωμ∗( ≲ϑmax ℓcb ϕ∗, μ∗( , ℓcb ϕ∗,Δϕ∗( , ℓcb μ∗,Ωμ∗( ,

1
2

ℓcb ϕ∗,Ωμ∗( (  + ℓcb μ∗,Δϕ∗( ,

≲ϑmax ℓcb ϕ∗, μ∗( , ℓcb ϕ∗,ϕ∗( , ℓcb μ∗, μ∗( 

1
2

ℓcb ϕ∗, μ∗( (  + ℓcb μ∗, ϕ∗( 

≲ϑℓcb ϕ∗, μ∗( .

(38)

+is implies that ϕ∗ � μ∗.

Theorem 3. Let (H, ℓcb) be a complete b-CPMS with the
coefficient s≥ 1 and Δ,Ω: H⟶ H be two continuous
mappings such that

ℓcb(Δϕ,Ωμ)≲ϑmax ℓcb(ϕ, μ), ℓcb(ϕ,Δϕ), ℓcb(μ,Ωμ) ,

1
2

ℓcb(ϕ,Ωμ) + ℓcb(μ,Δϕ)( ,

(39)

for all ϕ, μ ∈ H, where 0≤ ϑ< 1/s. 3en, Δ and Ω have a
unique common fixed point ϕ∗ ∈ H and ℓcb(ϕ∗, ϕ∗) � 0.

Proof. Following from+eorem 2, we can easily prove ϕα 

is a Cauchy sequence. Since H is complete, there exists
ϕ∗ ∈ H such that ϕα⟶ ϕ∗ as α⟶∞.

Suppose that ℓcb(ϕ∗,Δϕ∗) � λ> 0.
+en, we estimate
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λ � ℓcb ϕ∗,Δϕ∗( ,

≲s ℓcb ϕ∗,ϕ2i+2(  + ℓcb ϕ2i+2,Δϕ
∗

(  − ℓcb ϕ2i+2,ϕ2i+2(  ,

≲s ℓcb ϕ∗,ϕ2i+2(  + ℓcb ϕ2i+2,Δϕ
∗

(  ,

≲sℓcb ϕ∗, ϕ2i+2(  + sℓcb Ωϕ2i+1,Δϕ
∗

( ,

≲sℓcb ϕ∗, ϕ2i+2(  + ϑsmax ℓcb ϕ2i+1, ϕ
∗

( , ℓcb ϕ2i+1,Ωϕ2i+1( , ℓcb ϕ∗,Δϕ∗( 

1
2

ℓcb ϕ2i+1( ,Δϕ∗(  + ℓcb ϕ∗,Ωϕ2i+1( ( ,

≲sℓcb ϕ∗, ϕ2i+2(  + ϑsmax ℓcb ϕ2i+1, ϕ
∗

( , ℓcb ϕ2i+1, ϕ2i+2( , ℓcb ϕ∗,Δϕ∗( 

1
2

ℓcb ϕ2i+1( ,Δϕ∗(  + ℓcb ϕ∗,ϕ2i+2( ( ,

≲sℓcb ϕ∗, ϕ2i+2(  + sϑℓcb ϕ∗,Δϕ∗( ,

≲sℓcb ϕ∗, ϕ2i+2(  + sϑλ.

(40)

+is yields

|λ|≤ s ℓcb ϕ∗, ϕ2i+2( 


 + sϑ|λ|. (41)

Hence, ϑ≥ 1, which is a reductio ad absurdum. +en,
ϕ∗ � Δϕ∗. Similarly, we derive that ϕ∗ � Ωϕ∗. +erefore, Δ

and Ω have a common fixed point ϕ∗. Following from
+eorem 2, we can easily prove uniqueness part. □

Theorem 4. Let (H, ℓcb) be a complete b-CPMS with the
coefficient s≥ 1 and Δ,Ω: H⟶ H be two continuous
mappings such that

ℓcb(Δϕ,Ωμ)≲ϑmax ℓcb(ϕ, μ),
ℓcb(ϕ,Δϕ)ℓcb(μ,Ωμ)

1 + ℓcb(ϕ, μ)
,
ℓcb(ϕ,Δϕ)ℓcb(Δϕ,Ωμ)

1 + ℓcb(ϕ, μ)
 , (42)

for all ϕ, μ ∈ H, where 0≤ ϑ< 1/s. 3en, Δ and Ω have a
unique common fixed point ϕ∗ ∈ H and ℓcb(ϕ∗,ϕ∗) � 0.

Proof. Let ϕ0 ∈ H. Define

ϕ2α+1 � Δϕ2α and ϕ2α+2 � Ωϕ2α+1, α � 0, 1, 2, . . . . (43)

+en, by (42) and (43), we obtain

ℓcb ϕ2α+1, ϕ2α+2(  � ℓcb Δϕ2α,Ωϕ2α+1( ,

≲ϑmax ℓcb ϕ2α, ϕ2α+1( ,
ℓcb ϕ2α, ϕ2α+1( ℓcb Ωϕ2α+1,Δϕ2α( 

1 + ℓcb ϕ2α,ϕ2α+1( 
 ,

ℓcb ϕ2α,Δϕ2α,( ℓcb Δϕ2α,Ωϕ2α+1( 

1 + ℓcb ϕ2α,ϕ2α+1( 
,

≲ϑmax ℓcb ϕ2α, ϕ2α+1( ,
ℓcb ϕ2α, ϕ2α+1( ℓcb ϕ2α+1, ϕ2α+2( 

1 + ℓcb ϕ2α, ϕ2α+1( 
 ,

ℓcb ϕ2α, ϕ2α+1( ℓcb ϕ2α+1, ϕ2α+2( 

1 + ℓcb ϕ2α, ϕ2α+1( 
,

≲ϑmax ℓcb ϕ2α,ϕ2α+1( , ℓcb ϕ2α+1, ϕ2α+2(  .

(44)
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If max ℓcb(ϕ2α,ϕ2α+1), ℓcb(ϕ2α+

1,ϕ2α+2)} � ℓcb(ϕ2α+1, ϕ2α+2), then

ℓcb ϕ2α+1, ϕ2α+2( ≲ϑℓcb ϕ2α+1,ϕ2α+2( . (45)

+is shows that ϑ≥ 1, which is a reductio ad absurdum.
+erefore,

ℓcb ϕ2α+1, ϕ2α+2( ≲ϑℓcb ϕ2α, ϕ2α+1( . (46)

Similarly, we obtain

ℓcb ϕ2α+2,ϕ2α+3( ≲ϑℓcb ϕ2α+1, ϕ2α+2( . (47)

From (46) and (47), ∀α � 0, 1, 2, . . ., we obtain

ℓcb ϕα+1, ϕα+2( ≲ϑℓcb ϕα, ϕα+1( ≲ · · ·≲ϑα+1ℓcb ϕ0, ϕ1( . (48)

For q, α ∈ N, with q> α, we have

ℓcb ϕα,ϕq ≲s ℓcb ϕα, ϕα+1(  + ℓcb ϕα+1, ϕq  − ℓcb ϕα+1,ϕα+1(  ,

≲s ℓcb ϕα, ϕα+1(  + ℓcb ϕα+1, ϕq  ,

≲s ℓcb ϕα,ϕα+1( (  + s
2 ℓcb ϕα+1, ϕα+2(  + ℓcb ϕα+2, ϕq  − ℓcb ϕα+2,ϕα+2(  ,

≲s ℓcb ϕα,ϕα+1( (  + s
2 ℓcb ϕα+1, ϕα+2(  + ℓcb ϕα+2,ϕq  ,

≲s ℓcb ϕα,ϕα+1( (  + s
2 ℓcb ϕα+1, ϕα+2( (  + s

3 ℓcb ϕα+2, ϕα+3( ( ,

+ · · · + s
q−α−1 ℓcb ϕq−2,ϕq−1   + s

q−α ℓcb ϕq−1, ϕq  .

(49)

By using (48), we obtain

ℓcb ϕα,ϕq ≲sϑα ℓcb ϕ0, ϕ1( (  + s
2ϑα+1 ℓcb ϕ0, ϕ1( (  + s

3ϑα+2 ℓcb ϕ0, ϕ1( ( 

+ · · · + s
q−α−1ϑq−2 ℓcb ϕ0,ϕ1( (  + s

q−αϑq−1 ℓcb ϕ0,ϕ1( ( ,

� 

q−α

i�1
s

iϑi+α−1 ℓcb ϕ0, ϕ1( ( .

(50)

+erefore,

ℓcb ϕα,ϕq 


≤ 

q−α

i�1
s

i+α−1ϑi+α−1 ℓcb ϕ0, ϕ1( 


 � 

q−α

i�1
s

tϑt ℓcb ϕ0, ϕ1( 




≤ 
∞

i�α
(sϑ)

t ℓcb ϕ0, ϕ1( 


,

�
(sϑ)

α

1 − sϑ
ℓcb ϕ0, ϕ1( 


.

(51)

Hence, we have

ℓcb ϕα, ϕq 


≤
(sϑ)

α

1 − sϑ
ℓcb ϕ0,ϕ1( 


⟶ 0 as α⟶∞.

(52)

Hence, ϕα  is a Cauchy sequence in H. Since H is
complete, there exists ϕ∗ ∈ H such that ϕα⟶ ϕ∗ as
α⟶∞ and

ℓcb ϕ∗,ϕ∗(  � limα⟶∞ℓcb ϕ∗, ϕα(  � limα⟶∞ℓcb ϕα,ϕα(  � 0.

(53)

Since Ω is continuous, we obtain

ϕ∗ � limα⟶∞ϕ2α+2 � limα⟶∞Ωϕ2α+1 � Ωlimα⟶∞ϕ2α+1 � Ωϕ∗.

(54)

Similarly, we derive that ϕ∗ � Δϕ∗. +en, Δ andΩ have a
common fixed point. Let μ∗ ∈ H be another common fixed
point for the mappings Δ and Ω. +en,
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ℓcb ϕ∗, μ∗(  � ℓcb Δϕ
∗
,Ωμ∗( ,

≲ϑmax ℓcb ϕ∗, μ( 
∗
,
ℓcb ϕ∗,Δϕ∗( ℓcb μ∗,Ωμ∗( 

1 + ℓcb ϕ∗, μ∗( 
 ,

ℓcb ϕ∗,Δϕ∗( ℓcb Ωμ
∗
,Δϕ∗( 

1 + ℓcb ϕ∗, μ∗( 
,

≲ϑℓcb ϕ∗, μ∗( .

(55)

+is implies that ϕ∗ � μ∗. □

Theorem 5. Let (H, ℓcb) be a complete b-CPMS with the
coefficient s≥ 1 and Δ,Ω: H⟶ H be two continuous
mappings such that

ℓcb(Δϕ,Ωμ)≲ϑmax ℓcb(ϕ, μ),
ℓcb(ϕ,Δϕ)ℓcb(μ,Ωμ)

1 + ℓcb(ϕ, μ)
,
ℓcb(ϕ,Δϕ)ℓcb(Δϕ,Ωμ)

1 + ℓcb(ϕ, μ)
 , (56)

for all ϕ, μ ∈ H, where 0≤ ϑ< 1/s. 3en, Δ and Ω have a
unique common fixed point ϕ∗ ∈ H and ℓcb(ϕ∗,ϕ∗) � 0.

Proof. Following from+eorem 5, we can easily prove ϕα 

is a Cauchy sequence. Since H is complete, there exists
ϕ∗ ∈ H such that ϕα⟶ ϕ∗ as α⟶∞ and

ℓcb ϕ∗,ϕ∗(  � limα⟶∞ℓcb ϕ∗, ϕα(  � limα⟶∞ℓcb ϕα, ϕα(  � 0.

(57)

Suppose that ℓcb(ϕ∗,Δϕ∗) � λ> 0.
+en, we estimate

λ � ℓcb ϕ∗,Δϕ∗( ,

≲s ℓcb ϕ∗,ϕ2i+2(  + ℓcb ϕ2i+2,Δϕ
∗

(  − ℓcb ϕ2i+2, ϕ2i+2(  ,

≲s ℓcb ϕ∗, ϕ2i+2(  + ℓcb Δϕ
∗
, ϕ2i+2(   ,

≲sℓcb ϕ∗,ϕ2i+2(  + sℓcb Δϕ
∗
,Ωϕ2i+1( ,

≲sℓcb ϕ∗,ϕ2i+2(  + ϑsmax ℓcb ϕ∗, ϕ2i+1( ,
ℓcb ϕ∗,Δϕ∗( ℓcb ϕ2i+1,Ωϕ2i+1( 

1 + ℓcb ϕ∗, ϕ2i+1( 
,

ℓcb ϕ∗,Δϕ∗( ℓcb Δϕ
∗
,Ωϕ2i+1( 

1 + ℓcb ϕ∗,ϕ2i+1( 
,

≲sℓcb ϕ∗,ϕ2i+2(  + ϑsmax ℓcb ϕ∗, ϕ2i+1( ,
ℓcb ϕ∗,Δϕ∗( ℓcb ϕ2i+1, ϕ2i+2( 

1 + ℓcb ϕ∗,ϕ2i+1( 
 

ℓcb ϕ∗,Δϕ∗( ℓcb Δϕ
∗
, ϕ2i+2( 

1 + ℓcb ϕ∗, ϕ2i+1( 
,

≲sℓcb ϕ∗,ϕ2i+2(  + sϑℓcb ϕ∗,Δϕ∗( 
2
,

≲sℓcb ϕ∗,ϕ2i+2(  + sϑλ2.

(58)

+is yields

|λ|≤ s ℓcb ϕ∗,ϕ2i+2( 


 + sϑ|λ|
2
. (59)

Hence, ϑ≥ 1, which is a reductio ad absurdum. +en,
ϕ∗ � Δϕ∗. Similarly, we derive that ϕ∗ � Ωϕ∗. +erefore, Δ
and Ω have a common fixed point ϕ∗. Following from
+eorem 5, we can easily prove the uniqueness part. □

Example 3.5. Let H � 1, 2, 3, 4{ } be endowed with the
partial order ϕ≲μ iff μ≤ϕ. We define ℓcb: H × H⟶ C+ in
Tables 1 and 2.

It is easy to verify that (H, ℓcb) is a complete b-CPMS
with the coefficient s≥ 1 for x ∈ [0, π/2]. Define
Δ,Ω: H⟶ H by Δϕ � 1:
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Ω((ϕ) �
1 if ϕ ∈ 1, 2, 3{ },

2 if ϕ � 4.
 (60)

Clearly, Δ and Ω are continuous functions. Now, for
ϑ � 1/9, we consider the following cases:

(A) If ϕ � 1 and μ ∈ H − 4{ }, then Δ(ϕ) � Ω(μ) � 1.
Hence, all the conditions of +eorem 2 are fulfilled.

(B) If ϕ � 1 and μ � 4, then Δϕ � 1 and Ωμ � 2:

ℓcb(Δϕ,Ωμ) � e
2ix≲9ϑe

i2x

� ϑmax 9e
i2x

, 0, 9e
i2x

,
1
2

e
i2x

+ 9e
i2x

  

� ϑmax ℓcb(ϕ, μ), ℓcb(ϕ,Δϕ), ℓcb(μ,Ωμ)

1
2

ℓcb(ϕ,Ωμ)(  + ℓcb(μ,Δϕ).

(61)

(C) If ϕ � 2 and μ � 4, then Δϕ � 1 and Ωμ � 2:

ℓcb(Δϕ,Ωμ) � e
2ix≲9ϑe

i2x

� ϑmax 9e
i2x

, e
i2x

, 9e
i2x

,
1
2

0 + 9e
i2x

  

� ϑmax ℓcb(ϕ, μ), ℓcb(ϕ,Δϕ), ℓcb(μ,Ωμ)

1
2

ℓcb(ϕ,Ωμ)(  + ℓcb(μ,Δϕ).

(62)

(D) If ϕ � 3 and μ � 4, then Δϕ � 1 and Ωμ � 2:

ℓcb(Δϕ,Ωμ) � e
2ix≲9ϑe

i2x

� ϑmax 9e
i2x

, e
i2x

, 9e
i2x

,
1
2

e
i2x

+ 9e
i2x

  

� ϑmax ℓcb(ϕ, μ), ℓcb(ϕ,Δϕ), ℓcb(μ,Ωμ)

1
2

ℓcb(ϕ,Ωμ) + ℓcb(μ,Δϕ)( .

(63)

(E) If ϕ � 4 and μ � 4, then Δϕ � 2 and Ωμ � 2:

ℓcb(Δϕ,Ωμ) � e
2ix≲9ϑe

i2x

� ϑmax 9e
i2x

, 9e
i2x

, 9e
i2x

,
1
2

9e
i2x

+ 9e
i2x

  

� ϑmax ℓcb(ϕ, μ), ℓcb(ϕ,Δϕ), ℓcb(μ,Ωμ)

1
2

ℓcb(ϕ,Ωμ)(  + ℓcb(μ,Δϕ).

(64)

All the conditions of +eorem 1, with ϑ � 1/9< 1, are
fulfilled. +erefore, Δ and Ω have a unique common fixed
point 1.

Example 3.6. Let H � P∪Q, where P � [1, 2] and Q � 3, 4{ }

be endowed with the partial order ϕ≲μ iff μ≤ ϕ. Define
ℓcb: H × H⟶ C+ by ℓcb(ϕ, μ) � (|ϕ − μ|2 + 2)e2ix, for all
ϕ, μ ∈ P or ϕ ∈ P and μ ∈ Q or ϕ ∈ Q, μ ∈ P.

It is easy to verify that (H, ℓcb) is a complete b-CPMS
with the coefficient s≥ 1 for x ∈ [0, π/2]. Define
Δ,Ω: H⟶ H by

Δ(ϕ) �

1 if ϕ ∈ 1,
3
2

 ,

2 if ϕ ∈
3
2
, 2 ∪Q,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(65)

Ω(ϕ) �

2 if ϕ ∈ 1,
3
2

 ,

4 if ϕ ∈
3
2
, 2 ∪Q.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(66)

Clearly, Δ and Ω are not continuous functions. Now, we
consider the following cases:

(A) If ϕ, μ ∈ [1, 3/2], then Δ(ϕ) � 1 and Ω(μ) � 2:

Table 1: Example of unique common fixed point.

(ϕ, μ) ℓcb(ϕ, μ)

(1,1), (3,3) 0
(1,2), (2,1), (1,3), (3,1), (2,3), (3,2), (2,2) e2ix

(1,4), (4,1), (2,4), (4,2), (3,4), (4,3), (4,4) 9e2ix

Table 2: Example of no common fixed point.

(ϕ, μ) ℓcb(ϕ, μ)

(1,1), (3,3) 0
(1,2), (2,1), (1,3), (3,1), (2,3), (3,2), (2,2) e2ix

(1,4), (4,1), (2,4), (4,2), (3,4), (4,3), (4,4) e2ix
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ℓcb(Δϕ,Ωμ) � e
2ix≲

1
3
3e

i2x

� ϑmax ℓcb(ϕ, μ), ℓcb(ϕ,Δϕ), ℓcb(μ,Ωμ)

1
2

ℓcb(ϕ,Ωμ) + ℓcb(μ,Δϕ)( .

(67)

(B) If ϕ ∈ [1, 3/2] and μ ∈ (3/2, 2]∪Q, then Δϕ � 1 and
Ωμ � 4:

ℓcb(Δϕ,Ωμ) � e
2ix≲

1
3
3e

i2x

� ϑmax ℓcb(ϕ, μ), ℓcb(ϕ,Δϕ), ℓcb(μ,Ωμ)

1
2

ℓcb(ϕ,Ωμ) + ℓcb(μ,Δϕ)( .

(68)

(C) If μ ∈ [1, 3/2] and ϕ ∈ (3/2]∪Q, then Δϕ � 2 and
Ωμ � 2:

ℓcb(Δϕ,Ωμ) � e
2ix≲3

1
3
e

i2x

� ϑmax ℓcb(ϕ, μ), ℓcb(ϕ,Δϕ), ℓcb(μ,Ωμ)

1
2

ℓcb(ϕ,Ωμ) + ℓcb(μ,Δϕ)( .

(69)

(D) If μ,ϕ ∈ (3/2, 2]∪Q, then Δϕ � 2 and Ωμ � 4:

ℓcb(Δϕ,Ωμ) � e
2ix≲3

1
3
e

i2x

� ϑmax ℓcb(ϕ, μ), ℓcb(ϕ,Δϕ), ℓcb(μ,Ωμ)

1
2

ℓcb(ϕ,Ωμ) + ℓcb(μ,Δϕ)( .

(70)

All the conditions of +eorems 2 and 3, with ϑ< 1, are
fulfilled except continuous mapping. +erefore, Δ and Ω
have no common fixed point.

Remark 1. In view of the fact in +eorems 2 and 3, we
cannot drop the continuous mapping.

4. Application

Consider the following systems of integral equations:

υ(s) � 
d

c
T1(s,ℵ, υ(ℵ))dℵ, (71)

ϱ(s) � 
d

c
T2(s,ℵ, ϱ(ℵ))dℵ, (72)

where

(i) υ(s) and ϱ(s) are unknown variables for each
s ∈ J � [c, d], d> c≥ 0

(ii) T1(s,ℵ) and T2(s,ℵ) are deterministic kernels
defined for s,ℵ ∈ J � [c, d]

Let H � (C(J), Rα) be the set of continuous functions
defined on J. Define ℓcb: H × H⟶ C+ by

ℓcb(υ, ϱ) � |υ(s) − ϱ(s)|
2

+ 2, (73)

∀ υ, ϱ ∈ H. +en, ℓcb is a complete b-CPMS. Define partial
order ≲ given by

υ, ϱ ∈ H, υ≲ϱ if and only υ(s)≥ ϱ(s), ∀s ∈ J. (74)

Theorem 6. Assume that

(A) T1, T2: J × J × Rα⟶ Rα are continuous functions
satisfying

T1(s,ℵ, υ(ℵ)) − T2(s,ℵ, ϱ(s))


≲

��������������
S(υ, ϱ)

(b − a)e
t −

2
b − a



, ∀t> 0,

(75)

where

S(υ, ϱ) � max ℓcb(υ, ϱ), ℓcb(υ,Δυ), ℓcb(ϱ,Ωϱ)

1
2

ℓcb(υ,Ωϱ) + ℓcb(ϱ,Δυ)( .

(76)

+en, systems (71) and (72) have a unique common
solution.

Proof. For υ, ϱ ∈ (C(J), Rα) and s ∈ J, define the contin-
uous mappings Δ,Ω: H⟶ H by

Δυ(s) � 
d

c
T1(s,ℵ, υ(ℵ))dℵ, (77)

Ωϱ(s) � 
d

c
T2(s,ℵ, ϱ(ℵ))dℵ. (78)

+en,

ℓcb(Δυ(s),Ωϱ(s)) � |Δυ(s) −Ωϱ(s)|
2

+ 2

� 
d

c
T1(s,ℵ, υ(ℵ)) − T2(s,ℵ, 〉(s))



2
dℵ + 2

≲
d

c

S(υ, ϱ)
(b − a)e

t −
2

b − a
 dℵ + 2

�
S(υ, ϱ)

e
t

� ϑS(υ, ϱ)

� ϑmax ℓcb(υ, ϱ), ℓcb(υ,Δυ), ℓcb(ϱ,Ωϱ)

1
2

ℓcb(υ,Ωϱ) + ℓcb(ϱ,Δυ)( .

(79)
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Hence, all the conditions of +eorem 2 are fulfilled for
0< ϑ � 1/et < 1/s with t> 0.+erefore, integrals (71) and (72)
have a unique common solution. □

5. Conclusion

In this paper, we proved common fixed-point theorems on
complex partial b-metric space. An illustrative example and
application on complex partial b-metric space is given.
Recently, Khalehoghli et al. [24, 25] introduced R-metric
spaces and obtained a generalization of Banach fixed-point
theorem. It is an interesting open problem to study the
relation R instead of complex partial b-metric space and
obtain common fixed-point results on R-complete complex
partial b-metric spaces.
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In this article, the new iterative transform technique and homotopy perturbation transform method are applied to calculate the
fractional-order Cauchy-reaction diffusion equation solution. Yang transformation is mixed with the new iteration method and
homotopy perturbation method in these methods. The fractional derivative is considered in the sense of Caputo-Fabrizio
operator. The convection-diffusion models arise in physical phenomena in which energy, particles, or other physical properties
are transferred within a physical process via two processes: diffusion and convection. Four problems are evaluated to
demonstrate, show, and verify the present methods’ efficiency. The analytically obtained results by the present method suggest
that the method is accurate and simple to implement.

1. Introduction

The convection-diffusion equation is a mixture of convec-
tion and diffusion equations and identifies physical pro-
cesses where energy, particles, or other physical properties
are transmitted inside a physical process due to two process
steps: diffusion and convection. In standard form, the
convection-diffusion model is written as follows:

∂U
∂I

= ∇ · D · ∇Uð Þ−∇ · v!U
� �

+ R, ð1Þ

where D is the diffusivity, U is the variable term, such as
thermal diffusivity for heat flow or mass diffusion coefficient
for particle, and v! is the average velocity that the volume is
travelling. For instance, in convection, u might be the den-
sity of river in salt and then the flow velocity of water v!.
For example, in a calm lake, v! would be the average velocity
of bubbles rising to the surface due to buoyancy, and U

would be the concentration of small bubbles. R defines

“sinks” or “sources” of the quantity U. For a chemical spe-
cies, R > 0 indicates that a chemical reaction is increasing
the number of the species, while R > 0 indicates that a
chemical reaction is decreasing the number of the species.
If thermal energy is generated by friction, R > 0 may occur
in heat transport. ∇ denotes gradient, while ∇· denotes
divergence. Previously, different techniques have been
applied to investigate these models such as Adomian’s
decomposition technique [1], variational iteration tech-
nique [2], Bessel collocation technique [3], and homotopy
perturbation technique [4].

In recent decades, fractional derivatives have been used
to interpret many physical problems mathematically, and
these representations have produced excellent results in
modelling real-world issues. Many basic definitions of frac-
tional operators were given by Riesz, Riemann-Liouville,
Hadamard, Weyl, Grunwald-Letnikov, Liouville-Caputo,
Caputo-Fabrizio, and Atangana-Baleanu, among others
[5–8]. Over the last few years, many nonlinear equations
have been developed and widely used in nonlinear physical
sciences like chemistry, biology, mathematics, and different

Hindawi
Journal of Function Spaces
Volume 2022, Article ID 4284060, 14 pages
https://doi.org/10.1155/2022/4284060

https://orcid.org/0000-0002-8548-7078
https://orcid.org/0000-0001-9085-324X
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/4284060


branches of physics like plasma physics, condensed mat-
ter physics, fluid mechanics, field theory, and nonlinear
optics. The exact outcome of nonlinear equations is cru-
cial in determining the characteristics and behaviour of
physical processes. Still, it is impossible to find exact
results when dealing with linear equations. Many useful
methods have been applied to investigate nonlinear frac-
tional partial differential equations, for example, analyti-
cal solutions with the help of natural decomposition
method of fractional-order heat and wave equations
[9], fractional-order partial differential equations with
proportional delay [10], fractional-order hyperbolic tele-
graph equation [11] and fractional-order diffusion equa-
tions [12], the variational iterative transform method
[13], the homotopy perturbation transform method [14,
15], the homotopy analysis transform method [16, 17],
reduced differential transform method [18, 19], q-
homotopy analysis transform method [20–24], the finite
element technique [25], the finite difference technique
[26], and so on [27–30].

Daftardar-Gejji and Jafari developed a new iterative
method of analysis for solving nonlinear equations in
2006 [31, 32]. It is the first application of Laplace transfor-
mation in iterative technique by Jafari et al. Iterative
Laplace transformation method [33] was introduced as a
simple method for estimating approximate effects of the
fractional partial differential equation system. Iterative
Laplace transformation method (NITM) is used to solve
linear and nonlinear partial differential equations such
as fractional-order Fornberg Whitham equations [34],
time-fractional Zakharov Kuznetsov equation [35], and
fractional-order Fokker Planck equations [36].

In 1999, He developed the homotopy perturbation
method (HPM) [37], which combines the homotopy tech-
nique, and the standard perturbation method has been
broadly utilized to both linear and nonlinear models
[38–40]. The homotopy perturbation method is important
because it eliminates the need for a small parameter in the
model, eliminating the disadvantages of traditional pertur-
bation techniques. The main goal of this paper is to use
HPM to solve nonlinear fractional-order Cauchy-reaction
diffusion equation using a newly introduced integral trans-
formation known as the “Yang transform” [41]. The sug-
gested technique is applied to analyse two well-known
nonlinear partial differential equations. In the context of a
quickly convergent series, we obtain a power series solution,
and only a few iterations are required to obtain very efficient
solutions. There is no need for a discretization technique or
linearization for the nonlinear equations, and just a few few
can yield a result that can be quickly estimated to utilize
these methods.

2. Basic Definitions

We provide the fundamental definitions that will be used
throughout the article. For the purpose of simplification,
we write the exponential decay kernel as, KðI, ϱÞ =
e½−℘ðI−ϱ/1−℘Þ�.

Definition 1. The Caputo-Fabrizio derivative is given as
follows [42]:

CFD℘
I ℙ Ið Þ½ � = N ℘ð Þ

1−℘

ðI
0
ℙ′ ϱð ÞK I, ϱð Þdϱ, n − 1 < ℘ ≤ n:

ð2Þ

Nð℘Þ is the normalization function with Nð0Þ =Nð1Þ = 1.

CFD℘
I ℙ Ið Þ½ � = N ℘ð Þ

1−℘

ðI
0
ℙ Ið Þ −ℙ ϱð Þ½ �K I, ϱð Þdϱ: ð3Þ

Definition 2. The fractional integral Caputo-Fabrizio is given
as [42]

CFI℘I ℙ Ið Þ½ � = 1−℘
N ℘ð Þℙ Ið Þ + ℘

N ℘ð Þ
ðI
0
ℙ ϱð Þdϱ,I ≥ 0,℘ ∈ 0, 1ð �:

ð4Þ

Definition 3. For Nð℘Þ = 1, the following result shows the
Caputo-Fabrizio derivative of Laplace transformation [42]:

L CFD℘
I ℙ Ið Þ½ �� �

= vL ℙ Ið Þ −ℙ 0ð Þ½ �
v+℘ 1 − vð Þ : ð5Þ

Definition 4. The Yang transformation of ℙðIÞ is expressed
as [42]

Y ℙ Ið Þ½ � = χ vð Þ =
ð∞
0
ℙ Ið Þe−I

v dI:I > 0, ð6Þ

Remark 5. Yang transformation of few useful functions is
defined as below.

Y 1½ � = v,
Y I½ � = v2,

Y Ii� �
= Γ i + 1ð Þvi+1:

ð7Þ

Lemma 6 (Laplace-Yang duality). Let the Laplace transfor-
mation of ℙðIÞ be FðvÞ, and then, χðvÞ = Fð1/vÞ [43].

Proof. From Equation (5), we can achieve another type of the
Yang transformation by putting I/v = ζ as

L ℙ Ið Þ½ � = χ vð Þ = v
ð∞
0
ℙ vζð Þeζdζ:ζ > 0: ð8Þ

Since L½ℙðIÞ� = FðvÞ, this implies that

F vð Þ = L ℙ Ið Þ½ � =
ð∞
0
ℙ Ið Þe−vIdI: ð9Þ

Put I = ζ/v in (8), and we have

F vð Þ = 1
v

ð∞
0
ℙ

ζ

v

� �
eζdζ: ð10Þ
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Thus, from Equation (7), we achieve

F vð Þ = χ
1
v

� �
: ð11Þ

Also from Equations (5) and (8), we achieve

F
1
v

� �
= χ vð Þ: ð12Þ

The connections (10) and (11) represent the duality link
between the Laplace and Yang transformation.

Lemma 7. Let ℙðIÞ be a continuous function; then, the
Caputo-Fabrizio derivative Yang transformation of ℙðIÞ is
define by [43]

Y ℙ Ið Þ½ � = Y ℙ Ið Þ − vℙ 0ð Þ½ �
1+℘ v − 1ð Þ : ð13Þ

Proof. The Caputo-Fabrizio fractional Laplace transforma-
tion is given by

L ℙ Ið Þ½ � = L vℙ Ið Þ −ℙ 0ð Þ½ �
v+℘ 1 − vð Þ : ð14Þ

Also, we have that the connection among Laplace and
Yang property, i.e., χðvÞ = Fð1/vÞ. To achieve the necessary
result, we substitute v by 1/v in Equation (13), and we get

Y ℙ Ið Þ½ � = 1/vY ℙ Ið Þ −ℙ 0ð Þ½ �
1/v+℘ 1 − 1/vð Þ ,

Y ℙ Ið Þ½ � = Y ℙ Ið Þ − vℙ 0ð Þ½ �
1+℘ v − 1ð Þ :

ð15Þ

The proof is completed.

3. Algorithm of the HPTM

The procedure of general nonlinear Caputo-Fabrizio frac-
tional partial differential equations is through HPTM. Let
us take a general nonlinear Caputo-Fabrizio partial differen-
tial equations with nonlinear function NðUðφ,IÞÞ and lin-
ear fractional LðUðφ,IÞÞ as [43]

CFDρ
IV φ,Ið Þ + L V φ,Ið Þð Þ +N V φ,Ið Þð Þ = g φ,Ið Þ,

V φ, 0ð Þ = h φð Þ,

(

ð16Þ

where the term gðφ,IÞ shows the source function. Using
Yang transformation to Equation (16), one can obtain

Y V φ,Ið Þ − vV φ, 0ð Þ½ �
1+℘ v − 1ð Þ

= −Y L V φ,Ið Þð Þ +N V φ,Ið Þð Þ½ � + Y g φ,Ið Þ½ �,

Y V φ,Ið Þ½ � = vh φð Þ − 1+℘ v − 1ð Þð Þ
� Y½ L V φ,Ið Þð Þ +N V φ,Ið Þð Þ½ � + Y g φ,Ið Þ½ �:

ð17Þ

Implementing inverse Yang transformation, we obtain

V φ,Ið Þ = V φ, 0ð Þ − Y−1 1+℘ v − 1ð Þ½
� Y L V φ,Ið Þð Þ +N V φ,Ið Þð Þ½ � + Y g φ,Ið Þ½ �½ �,

ð18Þ

where the term Vðφ,IÞ shows the source function and with
the initial condition. Now, we apply homoptopy perturba-
tion method.

V φ,Ið Þ = 〠
∞

i=0
ρiV i φ,Ið Þ: ð19Þ

We decompose the nonlinear term NðVðφ,IÞÞ as

N V φ,Ið Þð Þ = 〠
∞

i=0
ρiHi Vð Þ, ð20Þ

where HiðVÞ represents the He’s polynomial and is calcu-
lated through the following formula:

Hi V1, V2, V3,⋯,V ið Þ = 1
Γ i + 1ð Þ

∂i

∂ρi
N 〠

∞

i=0
ρiV i

 !" #
ρ=0

, i = 1, 2, 3:

ð21Þ

Substituting Equations (19) and (20) in Equation (18),
we obtain

〠
∞

i=0
ρiV i φ,Ið Þ = V φ,Ið Þ − ρ

 
Y −1
"
1+℘ v − 1ð Þð ÞY

� L〠
∞

i=0
ρiVi φ,Ið Þ +N〠

∞

i=0
ρiHi Vð Þ

" ##!
:

ð22Þ

We obtain the following terms by coefficients comparing
of ρ in (22):

ρ0 : V0 φ,Ið Þ = V φ,Ið Þ,
ρ1 : V1 φ,Ið Þ = Y −1 1+℘ v − 1ð Þð ÞY L V0 φ,Ið Þð Þ +H0 Vð Þ½ �½ �,
ρ2 : V2 φ,Ið Þ = Y −1 1+℘ v − 1ð Þð ÞY L V1 φ,Ið Þð Þ +H1 Vð Þ½ �½ �,
ρ3 : V3 φ,Ið Þ = Y −1 1+℘ v − 1ð Þð ÞY L V2 φ,Ið Þð Þ +H2 Vð Þ½ �½ �,

⋮

ρi : V i φ,Ið Þ = Y −1 1+℘ v − 1ð Þð ÞY L V i φ,Ið Þð Þ +Hi Vð Þ½ �½ �:
ð23Þ
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As a result, the obtained solution of Equation (16) can be
written as follows:

V φ,Ið Þ = V0 φ,Ið Þ + V1 φ,Ið Þ+⋯: ð24Þ

4. Error Analysis and Convergence

The following theorems are fundamental on the tech-
niques address the original models [16] error analysis
and convergence.

Theorem 8. Let Vðφ,IÞ be the actual result of (16), and let
V iðφ,IÞ ∈H and σ ∈ ð0, 1Þ, where H denotes the Hilbert
space. Then, the achieved result ∑∞

i=0V iðφ,IÞ will converge
Vðφ,IÞ if V iðφ,IÞ ≤ V i−1ðφ,IÞ∀i > A, i.e., for any ω > 0∃A
> 0, such that kV i+nðφ,IÞk ≤ β, ∀i, n ∈N [43].

Proof. We make a sequence of ∑∞
i=0V iðφ,IÞ:

C0 φ,Ið Þ = V0 φ,Ið Þ,
C1 φ,Ið Þ = V0 φ,Ið Þ + V1 φ,Ið Þ,
C2 φ,Ið Þ = V0 φ,Ið Þ + V1 φ,Ið Þ + V2 φ,Ið Þ,
C3 φ,Ið Þ = V0 φ,Ið Þ + V1 φ,Ið Þ + V2 φ,Ið Þ + V3 φ,Ið Þ,

⋮

Ci φ,Ið Þ = V0 φ,Ið Þ + V1 φ,Ið Þ + V2 φ,Ið Þ+⋯+V i φ,Ið Þ:
ð25Þ

To provide the correct outcome, we have to demonstrate
that Ciðφ,IÞ forms a “Cauchy sequence.” Take, for example,

Ci+1 φ,Ið Þ − Ci φ,Ið Þk k = V i+1 φ,Ið Þk k ≤ σ V i φ,Ið Þk k
≤ σ2 V i−1 φ,Ið Þk k ≤ σ3 V i−2 φ,Ið Þk k⋯
≤ σi+1 V0 φ,Ið Þk k:

ð26Þ

For i, n ∈N , we acquire

Ci φ,Ið Þ − Cn φ,Ið Þk k = V i+n φ,Ið Þk k
= ‖Ci φ,Ið Þ − Ci−1 φ,Ið Þ + Ci−1 φ,Ið Þ − Ci−2 φ,Ið Þð Þ

+ Ci−2 φ,Ið Þ − Ci−3 φ,Ið Þð Þ+⋯+ Cn+1 φ,Ið Þ − Cn φ,Ið Þð Þ‖
≤ Ci φ,Ið Þ − Ci−1 φ,Ið Þk k + Ci−1 φ,Ið Þ − Ci−2 φ,Ið Þk k

+ Ci−2 φ,Ið Þ − Ci−3 φ,Ið Þk k+⋯+ Cn+1 φ,Ið Þ − Cn φ,Ið Þk k
≤ σi V0 φ,Ið Þk k + σi−1 V0 φ,Ið Þk k+⋯+σi+1 V0 φ,Ið Þk k
= V0 φ,Ið Þk k σi + σi−1 + σi+1� 	
= V0 φ,Ið Þk k 1 − σi−n

1 − σi+1 σ
n+1:

ð27Þ

Since 0 < σ < 1, and V0ðφ,IÞ is bounded, let us take β
= 1 − σ/ð1 − σi−nÞσn+1kV0ðφ,IÞk. Thus, fV iðφ,IÞg∞i=0
forms a “Cauchy sequence” in H. It follows that the
sequence fV iðφ,IÞg∞i=0 is a convergent sequence with the

limit limi⟶∞V iðφ,IÞ = Vðφ,IÞ for ∃Vðφ,IÞ ∈H . Hence,
this ends the proof.

Theorem 9. Let ∑k
h=0Vhðφ,IÞ is finite and Vðφ,IÞ repre-

sents the obtained series solution. Let σ > 0 such that kVh+1
ðφ,IÞk ≤ kVhðφ,IÞk; then, the following relation gives the
maximum absolute error [43].

V φ,Ið Þ − 〠
k

h=0
Vh φ,Ið Þ












 < σk+1

1 − σ
V0 φ,Ið Þk k: ð28Þ

Proof. Since ∑k
h=0Vhðφ,IÞ is finite, this implies that ∑k

h=0
Vhðφ,IÞ <∞.

Consider

V φ,Ið Þ − 〠
k

h=0
Vh φ,Ið Þ












 = 〠

∞

h=k+1
Vh φ,Ið Þ














≤ 〠
∞

h=k+1
Vh φ,Ið Þk k

≤ 〠
∞

h=k+1
σh V0 φ,Ið Þk k

≤ σk+1 1 + σ + σ2+⋯
� 	

V0 φ,Ið Þk k

≤
σk+1

1 − σ
V0 φ,Ið Þk k:

ð29Þ

This ends the theorem’s proof.

5. The General Procedure of NITM

The general solution of fractional-order partial differential
equation is as follows:

CFD℘
IV φ,Ið Þ +NV φ,Ið Þ +MV φ,Ið Þ
= h φ,Ið Þ, i ∈N , i − 1 < ℘ ≤ i,

ð30Þ

where N is nonlinear and M linear functions.
With the initial condition

Vk φ, 0ð Þ = gk φð Þ, k = 0, 1, 2,⋯, i − 1, ð31Þ

implementing the Yang transformation of Equation (30), we
get

Y D℘
IV φ,Ið Þ� �

+ Y NV φ,Ið Þ +MV φ,Ið Þ½ � = Y h φ,Ið Þ½ �:
ð32Þ

Applying the Yang differentiation is given to

Y V φ,Ið Þ½ � = vV φ, 0ð Þ + 1+℘ v − 1ð Þð ÞY h φ,Ið Þ½ �
− 1+℘ v − 1ð Þð ÞY NV φ,Ið Þ +MV φ,Ið Þ½ �:

ð33Þ
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Using inverse Yang transformation Equation (32), we get

V φ,Ið Þ = Y −1 vV φ, 0ð Þ + 1+℘ v − 1ð Þð ÞY h φ,Ið Þ½ �f g½ �
− Y−1 1+℘ v − 1ð Þð ÞY NV φ,Ið Þ +MV φ,Ið Þ½ �½ �:

ð34Þ

By iterative method, we get

V φ,Ið Þ = 〠
∞

i=0
V i φ,Ið Þ, ð35Þ

N 〠
∞

i=0
V i φ,Ið Þ

 !
= 〠

∞

i=0
N V i φ,Ið Þ½ �: ð36Þ

The nonlinear term N is identified as

N 〠
∞

i=0
V i φ,Ið Þ

 !
= V0 φ,Ið Þ +N 〠

∞

i=0
V i φ,Ið Þ

 !

−M 〠
∞

i=0
V i φ,Ið Þ

 !
:

ð37Þ

Putting Equations (35)–(37) in Equation (34), we have
obtain the following solution:

〠
∞

i=0
V i φ,Ið Þ = Y −1

" 
1+℘ v − 1ð ÞÞ

 
〠
∞

i=0
s2−φ+iui φ, 0ð Þ

+ Y h φ,Ið Þ½ �
!#

− Y −1
"
1+℘ v − 1ð Þð ÞY

� N 〠
∞

i=0
V i φ,Ið Þ

 !
−M 〠

∞

i=0
V i φ,Ið Þ

 !" ##
,

V0 φ,Ið Þ = Y −1 vV φ, 0ð Þ + 1+℘ v − 1ð Þð ÞY g φ,Ið Þð Þ½ �,

V1 φ,Ið Þ = −Y −1 1+℘ v − 1ð Þð ÞY N½ V0 φ,Ið Þ½ � +M V0 φ,Ið Þ½ �½ �,

Vm+1 φ,Ið Þ = −Y −1
"
1+℘ v − 1ð Þð ÞY

"
−N 〠

i

i=0
V i φ,Ið Þ

 !

−M 〠
i

i=0
V i φ,Ið Þ

 !##
,m ≥ 1:

ð38Þ

Lastly, Equations (30) and (31) provide the i-term solu-
tion in series form which is expressed as

V φ,Ið Þ ≅ V0 φ,Ið Þ + V1 φ,Ið Þ + V2 φ,Ið Þ
+⋯::,+V i φ,Ið Þ, i = 1, 2,⋯:

ð39Þ

Example 10. Consider fractional-order Cauchy-reaction dif-
fusion equation as [44]

CFD℘
IV φ,Ið Þ =D2

IV φ,Ið Þ − V φ,Ið Þ, 0 < ℘ ≤ 1, φ,Ið Þ ∈Ω ⊂ R2,
ð40Þ

with initial and boundary conditions

V φ, 0ð Þ = e−φ + φ = g φð Þ, V 0,Ið Þ = 1 = f0 Ið Þ,
∂V 0,Ið Þ

∂I
= e−I − 1 = f1 Ið Þ, φ,I ∈ R:

ð41Þ

The methodology consists of applying Yang transforma-
tion first on both side in (40) and utilizing the differentiation
property of Yang transformation, and we have

Y V φ,Ið Þ½ � = v e−φ + φð Þ + 1+℘ v − 1ð Þð ÞY D2
IV − V

� �
: ð42Þ

Using Yang inverse transform, we get

V φ,Ið Þ = e−φ + φð Þ + Y −1 1+℘ v − 1ð Þð ÞY D2
IV − V

� �� 	
:

ð43Þ

Now, we apply the new iterative transform method

V0 φ,Ið Þ = e−φ + φ,

V1 φ,Ið Þ = Y −1 1+℘ v − 1ð Þð ÞY D2
IV0 − V0

� �� �
= −φ 1+℘I−℘f g,

V2 φ,Ið Þ = Y −1 1+℘ v − 1ð Þð ÞY D2
IV1 − V1

� �� �
= φ 1−℘ð Þ2℘I + 1−℘ð Þ2 + ℘2I2

2

 �
,

V3 φ,Ið Þ = Y −1 1+℘ v − 1ð Þð ÞY D2
IV2 − V2

� �� �
= −φ 1−℘ð Þ23℘I + 1−℘ð Þ3 + 3℘2 1−℘ð ÞI2

2 + ℘3I3

3!

 �

⋮

ð44Þ

The series type solution is given as

V φ,Ið Þ = V0 φ,Ið Þ + V1 φ,Ið Þ + V2 φ,Ið Þ + V3 φ,Ið Þ
+⋯V i φ,Ið Þ:

ð45Þ
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The approximate solution is achieved as

V φ,Ið Þ = e−φ + φ


1 − 1+℘I−℘f g

+ 1−℘ð Þ2℘I + 1−℘ð Þ2 + ℘2I2

2

 �

−


1−℘ð Þ23℘I + 1−℘ð Þ3 + 3℘2 1−℘ð ÞI2

2

+ ℘3I3

3!

�
+⋯
�
:

ð46Þ

Now applying the HPTM, we get

〠
∞

i=0
piV i φ,Ið Þ = e−φ + φð Þ + p

� Y −1 1+℘ v − 1ð Þð ÞY 〠
∞

i=0
piHi Vð Þ

" # !( )
,

ð47Þ

where the polynomials represent the nonlinear functions are
HiðVÞ. For instance, the terms of He’s polynomials are
achieved through the recursive relationship HiðVÞ =D2

IV i
− V i, ∀n ∈N . Now, as the correspond power coefficients of
p is comparison on both sides, the following solution is
obtained as follows:

p0 : V0 φ,Ið Þ = e−φ + φ,

p1 : V1 φ,Ið Þ = Y −1 1+℘ v − 1ð Þð ÞY H0 Vð Þð Þf g� �
= −φ 1+℘I−℘f g,

p2 : V2 φ,Ið Þ = Y −1 1+℘ v − 1ð Þð ÞY H1 Vð Þð Þf g� �
= φ 1−℘ð Þ2℘I + 1−℘ð Þ2 + ℘2I2

2

 �
,

p3 : V3 φ,Ið Þ = Y −1 1+℘ v − 1ð Þð ÞY H2 Vð Þð Þf g� �
= −φ


1−℘ð Þ23℘I + 1−℘ð Þ3

+ 3℘2 1−℘ð ÞI2

2 + ℘3I3

3!

�
,

⋮

ð48Þ

Then, the homotopy perturbation method series form
solution is defined as

V φ,Ið Þ = 〠
∞

i=0
piV i φ,Ið Þ: ð49Þ

The analytical result of the above equation is defined as

V φ,Ið Þ = e−φ + φ


1 − 1+℘I−℘f g

+ 1−℘ð Þ2℘I + 1−℘ð Þ2 + ℘2I2

2

 �

−


1−℘ð Þ23℘I + 1−℘ð Þ3

+ 3℘2 1−℘ð ÞI2

2 + ℘3I3

3!

�
+⋯
�
= φ〠

∞

i=0

I℘ð Þi
Γ i℘+1ð Þ ,

V φ,Ið Þ = e−φ + φE℘ I℘ð Þ: ð50Þ

The exact result of the above equation is

V φ,Ið Þ = e−φ + φe−I: ð51Þ

Figure 1 shows the analytical solution of two methods at
different fractional-order ℘ = 1 and 0.8, and Figure 2 shows
separate fractional-order at ℘ = 0:6 and 0.4 with close con-
tact with each other. In Figure 3, the graph shows the differ-
ent fractional-order ℘ of Example 10.

Example 11. Consider fractional-order Cauchy-reaction dif-
fusion equation as [44]

CFD℘
IV φ,Ið Þ =D2

IV φ,Ið Þ − 1 + 4φ2� 	
V φ,Ið Þ, 0 < ℘ ≤ 1, φ, tð Þ

∈Ω ⊂ R2,
ð52Þ

with initial condition

V φ, 0ð Þ = eφ
2
: ð53Þ

and the exact result is given as

V φ,Ið Þ = eφ
2+1: ð54Þ

Now, we apply the new iterative transform method

V0 φ,Ið Þ = eφ
2 ,

V1 φ,Ið Þ = Y −1� 1+℘ v − 1ð Þð ÞY�D2
IV0 φ,Ið Þ

− 1 + 4φ2� 	
V0 φ,Ið Þ�� = eφ

2 1+℘I−℘f g,

V2 φ,Ið Þ = Y −1 1+℘ v − 1ð Þð ÞY D2
IV1 φ,Ið Þ − 1 + 4φ2� 	

V1 φ,Ið Þ� �� �
= eφ

2 1−℘ð Þ2℘I + 1−℘ð Þ2 + ℘2I2

2

 �
,

V3 φ,Ið Þ = Y −1 1+℘ v − 1ð Þð ÞY D2
IV2 φ,Ið Þ − 1 + 4φ2� 	

V2 φ,Ið Þ� �� �
= eφ

2 1−℘ð Þ23℘I + 1−℘ð Þ3 + 3℘2 1−℘ð ÞI2

2 + ℘3I3

3!

 �
,

⋮
ð55Þ
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The series type solution is given as

V φ,Ið Þ = V0 φ,Ið Þ + V1 φ,Ið Þ + V2 φ,Ið Þ + V3 φ,Ið Þ+⋯V i φ,Ið Þ:
ð56Þ

The approximate solution of the above equation is
defined as

V φ,Ið Þ = eφ
2

1 + 1+℘I−℘f g + 1−℘ð Þ2℘I + 1−℘ð Þ2 + ℘2I2

2

 �

+


1−℘ð Þ23℘I + 1−℘ð Þ3 + 3℘2 1−℘ð ÞI2

2 + ℘3I3

3!

�
+⋯
�
,

V φ,Ið Þ = eφ
2
E℘ I℘ð Þ:

ð57Þ

Now by applying homotopy perturbation transform
method, we get

〠
∞

i=0
piV i φ,Ið Þ

= eφ
2 + p Y −1 1+℘ v − 1ð Þð ÞY 〠

∞

i=0
piHi wð Þ

" # !( )
:

ð58Þ
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Figure 1: (a) ℘ = 1 and (b) the fractional-order ℘ = 0:8 of Example 10.
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Figure 2: Different fractional-order of ℘ = 0:6 and 0.4 of Example 10.
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Comparing the coefficients of power p, we get

p0 : V0 φ,Ið Þ = eφ
2 ,

p1 : V1 φ,Ið Þ = Y−1 1+℘ v − 1ð Þð ÞY H0 wð Þ½ �ð Þ� �
= eφ

2 1+℘I−℘f g,

p2 : V2 φ,Ið Þ = Y −1 1+℘ v − 1ð Þð ÞY H1 wð Þ½ �ð Þ� �
= eφ

2 1−℘ð Þ2℘I + 1−℘ð Þ2 + ℘2I2

2

 �
,

p3 : V3 φ,Ið Þ = Y−1 1+℘ v − 1ð Þð ÞY H2 wð Þ½ �ð Þ� �
= eφ

2 1−℘ð Þ23℘I + 1−℘ð Þ3 + 3℘2 1−℘ð ÞI2

2 + ℘3I3

3!

 �
,

⋮
ð59Þ

The HPTM series solution is given as

V φ,Ið Þ = 〠
∞

i=0
piV i φ,Ið Þ,

V φ,Ið Þ = eφ
2

1 + 1+℘I−℘f g

+ 1−℘ð Þ2℘I + 1−℘ð Þ2 + ℘2I2

2

 �

+


1−℘ð Þ23℘I + 1−℘ð Þ3 + 3℘2 1−℘ð ÞI2

2

+ ℘3I3

3!

�
+⋯
�
,

V φ,Ið Þ = eφ
2
E℘ I℘ð Þ:

ð60Þ

Now ℘ = 1; then, the actual result of Equation (52) is V
ðφ,IÞ = eφ

2+I.
Figure 4 shows the analytical solution of two methods at

different fractional-order ℘ = 1 and 0.8, and Figure 5 shows
the separate fractional-order at ℘ = 0:6 and 0.4 with close
contact with each other. In Figure 6, the graph shows the dif-
ferent fractional-order ℘ of Example 11.

Example 12. Consider fractional-order Cauchy-reaction dif-
fusion equation [44]

CFD℘
IV φ,Ið Þ =D2

IV φ,Ið Þ + 2IV φ,Ið Þ, 0 < ℘ ≤ 1, φ,Ið Þ ∈Ω ⊂ R2,
ð61Þ

with initial condition

V φ, 0ð Þ = eφ: ð62Þ

The exact result is

V φ,Ið Þ = eφ+I+I2
: ð63Þ

By using the Yang transformation, we get

V φ,Ið Þ = eφð Þ + Y −1 1+℘ v − 1ð Þð ÞY D2
IV φ,Ið Þ + 2IV φ,Ið Þ� 	� �

:

ð64Þ

Now, we apply the new iterative transform method

V0 φ,Ið Þ = eφ,

V1 φ,Ið Þ = Y −1 1+℘ v − 1ð Þð ÞY D2
IV0 φ,Ið Þ + 2IV0 φ,Ið Þ� �� �

= eφ 1+℘I−℘f g + 1−℘ð Þ2℘I + 1−℘ð Þ2 + ℘2I2

2

 �� �
,

V2 φ,Ið Þ = Y−1 1+℘ v − 1ð Þð ÞY D2
IV1 φ,Ið Þ + 2IV1 φ,Ið Þ� �� �

= eφ
�

1−℘ð Þ2℘I + 1−℘ð Þ2 + ℘2I2

2

 �

+ 1−℘ð Þ23℘I + 1−℘ð Þ3 + 3℘2 1−℘ð ÞI2

2 + ℘3I3

3!

 ��
,

⋮
ð65Þ

The series type solution is given as

V φ,Ið Þ = V0 φ,Ið Þ + V1 φ,Ið Þ + V2 φ,Ið Þ + V3 φ,Ið Þ+⋯V i φ,Ið Þ:
ð66Þ

1.10

𝕧 (
𝜑
, 𝜉

)

𝜑𝜉

1.05

1.00

0.95

0.90

0
0.1

0.2
0.3

0.4
0.5 0.5

0.4
0.3

0.2
0.1

0

Figure 3: The different fractional-order ℘ of Example 10.
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The approximate solution of the above equation is
defined as

V φ,Ið Þ = eφ + eφ 1+℘I−℘f g +ð 1−℘ð Þ2℘I + 1−℘ð Þ2 + ℘2I2

2

 �

+ eφ
�

1−℘ð Þ2℘I + 1−℘ð Þ2 + ℘2I2

2

 �

+ 1−℘ð Þ23℘I + 1−℘ð Þ3 + 3℘2 1−℘ð ÞI2

2 + ℘3I3

3!

 ��
+:

ð67Þ

Now, using HPM, we get

〠
∞

i=0
piV i φ,Ið Þ = eφ + p Y −1 1+℘ v − 1ð Þð ÞY 〠

∞

i=0
piHi wð Þ

 !( )" #
:

ð68Þ
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Figure 4: (a) ℘ = 1 and (b) the fractional-order ℘ = 0:8 of Example 10.
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Comparing the coefficients of power p, we get

p0 : V0 φ,Ið Þ = eφ,

p1 : V1 φ,Ið Þ = Y−1 1+℘ v − 1ð Þð ÞY H0 wð Þð Þf g� �
= eφ 1+℘I−℘f g + 1−℘ð Þ2℘I + 1−℘ð Þ2 + ℘2I2

2

 �� �
,

p2 : V2 φ,Ið Þ = Y −1 1+℘ v − 1ð Þð ÞY H1 wð Þð Þf g� �
= eφ

�
1−℘ð Þ2℘I + 1−℘ð Þ2 + ℘2I2

2

 �

+ 1−℘ð Þ23℘I + 1−℘ð Þ3 + 3℘2 1−℘ð ÞI2

2 + ℘3I3

3!

 ��
:

ð69Þ

Proceeding in this path, the rest of the Vnðφ,IÞ for n ≥ 3
component can be completely recovered and the series solu-
tion can therefore be absolutely determined. Eventually, we
approximate the numerical solution Vðφ,IÞ to the trun-
cated series.

V φ,Ið Þ = lim
N⟶∞

〠
N

n=1
V i φ,Ið Þ,

V φ,Ið Þ = eφ + eφ 1+℘I−℘f g + 1−℘ð Þ2℘I + 1−℘ð Þ2 + ℘2I2

2

 �� �

+ eφ
�

1−℘ð Þ2℘I + 1−℘ð Þ2 + ℘2I2

2

 �

+ 1−℘ð Þ23℘I + 1−℘ð Þ3 + 3℘2 1−℘ð ÞI2

2 + ℘3I3

3!

 ��
+⋯:

ð70Þ

Now for ℘ = 1, the closed form of the above series is

V φ,Ið Þ = eφ+I+I2
: ð71Þ

Figure 7 shows the analytical solution of two methods at
different fractional-order ℘ = 1 and 0:8, and Figure 8 shows
the separate fractional-order at ℘ = 0:6 and 0.4 with close
contact with each other. In Figure 9, the graph shows the dif-
ferent fractional-order ℘ of Example 12.

Example 13. Consider fractional-order Cauchy-reaction dif-
fusion equation as [44]

CFD℘
IV φ,Ið Þ =D2

IV φ,Ið Þ − 4φ2 − 2I + 2
� 	

V

� φ,Ið Þ, 0 < ℘ ≤ 1, φ,Ið Þ ∈Ω ⊂ R2,
ð72Þ

with initial condition

V φ, 0ð Þ = eφ
2
: ð73Þ

The exact result is

V φ,Ið Þ = eφ
2+I2

: ð74Þ

Now, we apply the new iterative transform method

V0 φ,Ið Þ = eφ
2 ,

V1 φ,Ið Þ = Y −1� 1+℘ v − 1ð Þð ÞY�D2
IV0 φ,Ið Þ

− 4φ2 − 2I + 2
� 	

V0 φ,Ið Þ�� = eφ
2 1+℘I−℘f g,

V2 φ,Ið Þ = Y −1� 1+℘ v − 1ð Þð ÞY�D2
IV1 φ,Ið Þ

− 4φ2 − 2I + 2
� 	

V1 φ,Ið Þ��
= eφ

2 1−℘ð Þ2℘I + 1−℘ð Þ2 + ℘2I2

2
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Figure 7: (a) ℘ = 1 and (b) the fractional-order ℘ = 0:8 of Example 10.
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V3 φ,Ið Þ = Y −1� 1+℘ v − 1ð Þð ÞY�D2
IV2 φ,Ið Þ

− 4φ2 − 2I + 2
� 	

V2 φ,Ið Þ��
= eφ

2 1−℘ð Þ23℘I + 1−℘ð Þ3 + 3℘2 1−℘ð ÞI2

2 + ℘3I3

3!

 �
,

⋮
ð75Þ

The series type solution is given as

V φ,Ið Þ = V0 φ,Ið Þ + V1 φ,Ið Þ + V2 φ,Ið Þ
+ V3 φ,Ið Þ+⋯V i φ,Ið Þ:

ð76Þ
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Figure 9: The different fractional-order ℘ of Example 10.
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Figure 10: The different fractional-order ℘ of Example 13.
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Figure 8: The different fractional-order of ℘ = 0:6 and 0.4 of Example 10.
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The approximate solution of the above example is

V φ,Ið Þ = eφ
2 + eφ

2 1+℘I−℘f g + eφ
2

� 1−℘ð Þ2℘I + 1−℘ð Þ2 + ℘2I2

2

 �

+ eφ
2 1−℘ð Þ23℘I + 1−℘ð Þ3 + 3℘2 1−℘ð ÞI2

2 + ℘3I3

3!

 �
+⋯:

ð77Þ

Now, using the HPM, we get

〠
∞

i=0
piV i φ,Ið Þ = eφ

2 + p Y −1 1+℘ v − 1ð Þð ÞY 〠
∞

i=0
piHi wð Þ

 !( )" #
:

ð78Þ

Comparing the coefficients of power p, we have

p0 : V0 φ,Ið Þ = eφ
2 ,

p1 : V1 φ,Ið Þ = Y−1 1+℘ v − 1ð Þð ÞY H0 wð Þð Þf g� �
= eφ

2 1+℘I−℘f g,

p2 : V2 φ,Ið Þ = Y −1 1+℘ v − 1ð Þð ÞY H1 wð Þð Þf g� �
= eφ

2 1−℘ð Þ2℘I + 1−℘ð Þ2 + ℘2I2

2

 �
,

p3 : V3 φ,Ið Þ = Y−1 1+℘ v − 1ð Þð ÞY H2 wð Þð Þf g� �
= eφ

2 1−℘ð Þ23℘I + 1−℘ð Þ3 + 3℘2 1−℘ð ÞI2

2 + ℘3I3

3!

 �
:

ð79Þ

Similarly, the remainder of the V iðφ,IÞ components for
n ≥ 4 can be completely achieved, thereby fully evaluating
the series solutions. Finally, we estimate the approximate
result Vðφ,IÞ by truncated sequence

V φ,Ið Þ = lim
N⟶∞

〠
N

n=1
V i φ,Ið Þ,

V φ,Ið Þ = eφ
2 + eφ

2 1+℘I−℘f g

+ eφ
2 1−℘ð Þ2℘I + 1−℘ð Þ2 + ℘2I2

2

 �

+ eφ
2


1−℘ð Þ23℘I + 1−℘ð Þ3

+ 3℘2 1−℘ð ÞI2

2 + ℘3I3

3!

�
+⋯:

ð80Þ

Figure 10 shows the analytical solution of two methods
at different fractional-order ℘ = 1, 0.8, 0.6, and 0.4 of Exam-
ple 13. The special case for ℘ = 1, and the above problem
close form is given as

V φ,Ið Þ = eφ
2+I2

: ð81Þ

6. Conclusion

The homotopy perturbation transform technique and the
Iterative transform method are used in this article to obtain
numerical solutions for the fractional-order Cauchy-reaction
diffusion equation, which is broadly used in applied sciences
as a problem for spatial effects. In physical models, the tech-
niques produce a series of form results that converge
quickly. The obtained results in this article are expected to
be useful for further analysis of complicated nonlinear phys-
ical problems. The calculations for these techniques are very
simple and straightforward. As a result, we can conclude that
these techniques can be used to solve a variety of nonlinear
fractional-order partial differential equation schemes.
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In this article, we introduce Stancu-type modification of generalized Baskakov-Szász operators. We obtain recurrence relations
to calculate moments for these new operators. We study several approximation properties and q-statistical approximation for
these operators.

1. Introduction

In 1912, Bernstein [1] proposed the famous polynomial
known as the Bernstein polynomial to give a simple, short,
and most elegant proof of the Weierstrass approximation the-
orem. Since then, several papers have appeared to study
approximation properties in different settings and spaces.
Many new operators were constructed, e.g., Szász [2], Mirak-
jan [3], Kantorovic [4], Durrmeyer [5], Stancu [6], and many
more [7–9]. These operators provide the improvement of
approximating functions of different classes and give better
and better estimates. For example, the Baskakov operators
were given in [10]:

Vp h ; vð Þ == 〠
∞

l=0

p + l − 1
l

 !
vl

1 + vð Þp+l
h

l
p

� �
: ð1Þ

For h ∈ C½0,∞Þ, the space of all continuous functions on ½0,
∞Þ normed with standard sup-norm ∥·∥∞:

Devore and Lorentz [11] introduced a generalization of
operators (1) dependent on a constant a > 0 and indepen-
dent of p as follows:

Bp h ; uð Þ = 〠
∞

j=0
Wa

p,j uð Þh j
p

� �
, ð2Þ

where

Wa
p,j uð Þ = e−au/ 1+uð Þ Gj p, að Þ

j!
uj

1 + uð Þp+j
, 〠

∞

j=0
Wa

p,j uð Þ = 1,

Gj p, að Þ = 〠
j

i=0

j

i

 !
pð Þiaj−i,

ð3Þ

and ðpÞi = pðp + 1Þ⋯ ðp + i − 1Þ,ðpÞ0 = 1:
Recently, Agrawal et al. [12] studied the following oper-

ators (2):

L∗p,a h ; uð Þ = p〠
∞

j=0
Wa

p,j uð Þ
ð∞
0
sp,j tð Þh tð Þdt, ð4Þ

for h ∈ Cγ½0,∞Þ≔ fh ∈ C½0,∞Þ: jhðtÞj ≤Mhe
γt , for some γ

> 0,Mh > 0g, where sp,jðtÞ = e−ptððptÞj/j!Þ:
Inspired by Stancu’s work [6], we have studied recently

the Stancu-type generalization in [13]. Now, we propose
the Stancu-type generalization of operators (4) as follows:
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L
λ,μð Þ
p,a h ; vð Þ = p〠

∞

k=0
Wa

p,k vð Þ
ð∞
0
sp,k tð Þh pt + λ

p + μ

� �
dt, ð5Þ

for any bounded and integrable function h defined on ½0,∞Þ
, where 0 ≤ λ ≤ μ. For λ = μ = 0, the operators (5) reduce to
operators (4).

We establish recurrence relations to find moments and
central moments. We study some approximation properties
and the Voronovskaja-type asymptotic formula. We also
study weighted approximation.

2. Auxiliary Results

Our first result is the recurrence formula for moments.

Theorem 1. The mth order moment for (5) is defined by

T
λ,μð Þ
p,a,m vð Þ≔ L

λ,μð Þ
p,a tm ; vð Þ = p〠

∞

k=0
Wa

p,k vð Þ
ð∞
0
sp,k tð Þh

� pt + λ

p + μ

� �m

dt:

ð6Þ

m = 0, 1, 2,⋯. Then, Tðλ,μÞ
p,a,0 ðvÞ = 1, and

m + 1ð Þ 1 + vð ÞT λ,μð Þ
p,a,m+1 vð Þ

= v 1 + vð Þ2 T
λ,μð Þ
p,a,m vð Þ

h i
′ + 1 + vð Þ λ + pv +mðf

+ 1Þ + avgT λ,μð Þ
p,a,m vð Þ − λm

p + μ
1 + vð ÞT λ,μð Þ

p,a,m−1 vð Þ:
ð7Þ

Proof. We use the identity

v 1 + vð Þ2 Wa
p,k vð Þ

� �
′ = k − pvð Þ 1 + vð Þ − av½ �Wa

p,k vð Þ: ð8Þ

Then,
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where
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where
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Therefore,
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Substituting (17), (14), and (13) in (12), we get

I = −mλ

p + μ
1 + vð ÞT λ,μð Þ

p,a,m−1 vð Þ − 1 + vð Þ pv + λð
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Further, substituting (18) in (10), we get the result.

Corollary 2. From the above theorem, we get

(i) Lðλ,μÞ
p,a ð1 ; vÞ = 1
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Theorem 3. The mth order central moment is defined by

M
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m = 0, 1, 2,⋯. The following recurrence relation holds:
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Corollary 4. From the above theorem, we get

(a) Lðλ,μÞ
p,a ððt − vÞ ; vÞ = 1/ðp + μÞð−μv + ðav/ð1 + vÞÞ + λ
+ 1Þ
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Corollary 5. We further get
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1
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3. Main Results

Peetre’s K-functional is defined as

K2 h, δð Þ≔ inf ∥h − g∥+δ∥g″∥ : g ∈ C2
B 0,∞½ Þ

n o
, ð21Þ

for h ∈ CB½0,∞Þ, δ > 0, where CB½0,∞Þ≔ fh ∈ CB½0,∞Þ: h is
bounded on ½0,∞Þg and C2

B½0,∞Þ≔ fg ∈ CB½0,∞Þ: g′, g″
∈ CB½0,∞Þg: Note that

K2 h ; δð Þ ≤Mω2 h ;
ffiffiffi
δ

p� �
,M > 0, ð22Þ

where ω2ðh ; δÞ is the second-order modulus of continuity
[11].

ω2 h, δð Þ = sup
0<l≤δ

sup
v∈0,∞Þ

h v + 2lð Þ − 2h v + lð Þ + h vð Þj j, δ > 0:

ð23Þ

The usual modulus of continuity of h ∈ CB½0,∞Þ is
defined as

ω1 h, δð Þ = sup
0<l≤δ

sup
v∈0,∞Þ

h v + lð Þ − h vð Þj j: ð24Þ
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Theorem 6. For h ∈ CB½0,∞Þ,

L
λ,μð Þ
p,a h ; vð Þ − h vð Þ

			 			 ≤Mω2 h ;
ffiffiffiffiffiffiffiffiffiffi
ϕ

λ,μð Þ
p,a

q� �
+ ω1 h ; 1

p + μ

�

� 1 + λ − μv + av
1 + v

� ��
,

ð25Þ

where M > 0 and

ϕ
λ,μð Þ
p,a = 1

p + μð Þ2 p2 + μ2 + a2

1 + vð Þ2 −
2aμ
1 + vð Þ

 !
v2

(

+ 2p − 2μ − 2λμ + 2a 2 + λð Þ
1 + vð Þ

� �
v




+ 1

p + μð Þ2 1 + λ − μv + av
1 + v

� �2

+ λ2 + 2λ + 2

( )
:

ð26Þ

Proof. Put

~L
λ,μð Þ
p,a h ; vð Þ =L

λ,μð Þ
p,a h ; vð Þ + h vð Þ − h

1 + λ

p + μ
+ pv
p + μ

�

+ 1
p + μ

av
1 + v

�
:

ð27Þ

Note that ~L
ðλ,μÞ
p,a ð1 ; vÞ = 1 and ~L

ðλ,μÞ
p,a ðt ; vÞ = v: Let E ∈

C2
B½0,∞Þ: Then, by using Taylor’s theorem, we may write

E tð Þ =E vð Þ + t − vð ÞE′ xð Þ
ðt
v

t − yð ÞE″ yð Þdy, ð28Þ

which gives

~L
λ,μð Þ
p,a E ; vð Þ −E vð Þ
=E′ vð Þ~L λ,μð Þ

p,a t − vð Þ ; vð Þ + ~L
λ,μð Þ
p,a

�
ðt
v

t − yð ÞE″ yð Þdy ; v
� �

= ~L
λ,μð Þ
p,a

ðt
v

t − yð ÞE″ yð Þdy ; v
� �

= L
λ,μð Þ
p,a

ðt
v

t − yð ÞE″ yð Þdy ; v
� �

−
ð1/ p+μð Þ 1+λ+pv+ av/1+vð Þð Þ

v

1 + λ

p + μ

�

+ pv
p + μ

+ 1
p + μ

av
1 + v

− v

�
E″ yð Þdy:

ð29Þ

Hence,

~L
λ,μð Þ
p,a E ; vð Þ −E vð Þ

			 			
≤L

λ,μð Þ
p,a

ðt
v

t − yð ÞE″ yð Þdy
				

				 ; v
� �

+
ð1/ p+μð Þ 1+λ+pv+ av/ 1+vð Þð Þð Þ

v

1 + λ

p + μ
+ pv
p + μ

�				
+ 1
p + μ

av
1 + v

− y
�
E″ yð Þdyj:

ð30Þ

Since jÐ t
v
ðt − yÞE′′ðyÞdyj ≤ ðt − vÞ2∥E″∥ and

ð1/ p+μð Þ 1+λ+pv+ av/ 1+vð Þð Þð Þ

v

� 1 + λ

p + μ
+ pv
p + μ

				
+ 1
p + μ

av
1 + v

− y
�
E″ yð Þdy

				
≤

1 + λ

p + μ
−

μv

p + μ
+ 1
p + μ

av
1 + v

� �2
∥E″∥,

ð31Þ

we have

~L
λ,μð Þ
p,a E ; vð Þ −E vð Þ

			 			 ≤L
λ,μð Þ
p,a t − vð Þ2 ; v� �

+
� 1 + λ

p + μ
−

μv

p + μ

+ 1
p + μ

av
1 + v

�2
∥E″∥:

ð32Þ

Now, by Corollary 4 (b), we get

~L
λ,μð Þ
p,a E ; vð Þ −E vð Þ

			 			 ≤ ϕ
λ,μð Þ
p,a vð Þ∥E′′∥: ð33Þ

By (27), we get

∣L λ,μð Þ
p,a h ; vð Þ − h vð Þ∣
≤ ~L

λ,μð Þ
p,a h −E ; vð Þ

			 			 + ∣ h −Eð Þ vð Þ∣

+ ~L
λ,μð Þ
p,a E ; vð Þ −E vð Þ

			 			
+ h

1 + λ

p + μ
+ pv
p + μ

+ 1
p + μ

av
1 + v

� �
− h vð Þ

				
				:

ð34Þ

Since j~Lðλ,μÞ
p,a ðh ; vÞj ≤ 3∥h∥, we get

∣L λ,μð Þ
p,a h ; vð Þ − h vð Þ∣
≤ 4∥h −E∥+ ~L

λ,μð Þ
p,a E ; vð Þ −E vð Þ

			 			
+ h

1 + λ

p + μ
+ pv
p + μ

+ 1
p + μ

av
1 + v

� �
− h vð Þ

				
				:

ð35Þ
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From (33), we get

∣L λ,μð Þ
p,a h ; vð Þ − h vð Þ∣ ≤ 4∥h −E∥+ϕ λ,μð Þ

p,a vð Þ∥E″∥+ω1 h :
1 + λ

p + μ

�

−
μv

p + μ
+ 1
p + μ

av
1 + v

�
:

ð36Þ

Now, taking the infimum over all E ∈ C2
B½0,∞Þ, we

obtain

∣L λ,μð Þ
p,a h ; vð Þ − h vð Þ∣ ≤ 4K2 h ; ϕ λ,μð Þ

p,a vð Þ
� �

+ ω1

�
f :

1 + λ

p + μ

−
μv

p + μ
+ 1
p + μ

av
1 + v

�
:

ð37Þ

Hence, by using (22), we get the result.

For our next result, we consider the functions belonging
to the Lipschitz class:

lipM γð Þ = h ∈ CB 0,½ ∞Þ: h tð Þ − h vð Þj j ≤M
t − vj jγ
t + vð Þγ/2

( )
,

ð38Þ

where M > 0 and 0 < γ ≤ 1; v, t ∈ 0,∞Þ:

Theorem 7. For h ∈ lipMðγÞ, we have

∣L λ,μð Þ
p,a h ; vð Þ − h vð Þ∣ ≤M

φ
λ,μð Þ
p vð Þ
v

 !γ/2

, ð39Þ

where φðλ,μÞ
p,a ðvÞ =L

ðλ,μÞ
p,a ððe1 − vÞ2 ; vÞ.

Proof. First, we prove for γ = 1. For h ∈ lipMðγÞ, we get

L
λ,μð Þ
p,a h ; vð Þ − h vð Þ

			 			
≤ p〠

∞

k=0
Wa

p,k vð Þ
ð∞
0
sp,k tð Þ h pt + λ

p + μ

� �
− h vð Þ

				
				dt

≤Mp〠
∞

k=0
Wa

p,k vð Þ
ð∞
0
sp,k tð Þ ∣ pt + λð Þ/ p + μð Þð Þ − v ∣ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

pt + λð Þ/ p + μð Þð Þ + v
p dt:

ð40Þ

Since
ffiffiffi
v

p
<

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiððpt + λÞ/ðp + μÞÞ + v
p

, we get by the
Cauchy-Schwarz inequality:

L
λ,μð Þ
p,a h ; vð Þ − h vð Þ

			 			
≤

Mffiffiffi
v

p p〠
∞

k=0
Wa

p,k vð Þ
ð∞
0
sn,k tð Þ pt + λ

p + μ
− u

				
				dt

= Mffiffiffi
v

p L
λ,μð Þ
p,a e1 − vð Þ2 ; v� �

≤M

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
φ

λ,μð Þ
p,a vð Þ
v

s
:

ð41Þ

For 0 < γ < 1, applying Hölder’s inequality, we get

L
λ,μð Þ
p,a h ; vð Þ − h vð Þ

			 			
≤ p〠

∞

k=0
Wa

p,k vð Þ
ð∞
0
sp,k tð Þ h pt + λ

p + μ

� �
− h vð Þ

				
				dt

≤ p〠
∞

k=0
Wa

p,k vð Þ
ð∞
0
sp,k tð Þ h pt + λ

p + μ

� �
− h vð Þ

				
				dt

� �1/γ
( )γ

≤ p〠
∞

k=0
Wa

p,k vð Þ
ð∞
0
sp,k tð Þ h pt + λ

p + μ

� �
− h vð Þ

				
				
1/γ
dt

( )γ

:

ð42Þ

Since h ∈ lipMðγÞ, we have

∣L λ,μð Þ
p,a h ; vð Þ − h vð Þ

≤
M

vγ/2
p〠

∞

k=0
Wa

p,k vð Þ
ð∞
0
sp,k tð Þ ∣ pt + λ

p + μ
− v ∣ dt

( )γ

= M

vγ/2
L

λ,μð Þ
p,a ∣e1 − v∣;vð Þγ = M

vγ/2
L

λ,μð Þ
p,a e1 − vð Þ2 ; v� �γ

≤M

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
φ

λ,μð Þ
p,a vð Þ
v

s0
@

1
A

γ

:

ð43Þ

Therefore, we get (39).

Next, we obtain a Voronovskaja-type asymptotic
formula.

Theorem 8. If h′′ exists at a point v ∈ 0,∞Þ for h ∈ Cγ½0,∞Þ,
then

lim
p⟶∞

p L
λ,μð Þ
p,a h ≃ vð Þ − h vð Þ

� �
= 1 + λ − μv + av

1 + v

� �
h′ vð Þ + v

2
2 + vð Þh″ vð Þ:

ð44Þ

Proof. From Taylor’s expansion of v, we may write

h tð Þ = h vð Þ + t − vð Þh′ vð Þ + 1
2 t − vð Þ2h″ vð Þ + R t, vð Þ t − vð Þ2,

ð45Þ
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where Rðt, vÞ⟶ 0ðt⟶ vÞ: By operating L
ðλ,μÞ
p,a , we obtain

L
λ,μð Þ
p,a h ≃ vð Þ − h vð Þ =L

λ,μð Þ
p,a t − vð Þ ; vð Þh′ vð Þ

+L
λ,μð Þ
p,a t − vð Þ2 ; v� � h″ vð Þ

2
+L

λ,μð Þ
p,a R t, vð Þ t − vð Þ2 ; v� �

:

ð46Þ

By the Cauchy-Schwarz inequality, we get

L
λ,μð Þ
p,a R t, vð Þ t − vð Þ2 ; v� �
≤ L

λ,μð Þ
p,a R2 t, vð Þ ; v� �� �1/2

L
λ,μð Þ
p,a t − vð Þ4 ; v� �� �1/2

:
ð47Þ

Since Lðλ,μÞ
p,a ðh ≃ vÞ⟶ hðvÞ, we get

lim
p⟶∞

L
λ,μð Þ
p,a R2 t, vð Þ ; v� �

= R2 v, vð Þ = 0,

lim
p⟶∞

pL λ,μð Þ
p,a R t, vð Þ t − vð Þ2 ; v� �

= 0:
ð48Þ

Now, combining the above equations and using Corol-
lary 5, we get

lim
p⟶∞

p L
λ,μð Þ
p,a h ≃ vð Þ − h vð Þ

� �
= lim

p⟶∞
p L

λ,μð Þ
p,a t − vð Þ ; vð Þ

� �
h′ vð Þ

+ lim
p⟶∞

p L
λ,μð Þ
p,a t − vð Þ2 ; v� �� � h″ vð Þ

2
+ lim

p⟶∞
p L

λ,μð Þ
p,a R t, vð Þ t − vð Þ2 ; v� �� �

= 1 + λ − μv + av
1 + v

� �
h′ vð Þ + v

2 2 + vð Þh″ vð Þ:

ð49Þ

Let Bσ½0,∞Þ = fh : ½0,∞Þ⟶ℝjjhðvÞj ≤KhσðvÞ, v ≥ 0g
, where Kh is a constant which depends only on h, and

∥h∥σ = sup
v∈0,∞Þ

∣h vð Þ ∣
σ vð Þ : ð50Þ

Also, let Cσ½0,∞Þ = fh ∈ Bσ½0,∞Þ: h be continuous on ½
0,∞Þg, and

C0
σ 0,∞½ Þ = h ∈ Cσ 0,∞½ Þ: lim

v⟶∞

h vð Þj j
σ vð Þ exists

� 

, ð51Þ

where σðvÞ = 1 + v2:
The weighted modulus of continuity [14] is defined by

Ω l, δð Þ≔ sup
0<l≤δ

sup
v∈0,∞Þ

∣h v + lð Þ − h vð Þ ∣
1 + v + lð Þ2

: ð52Þ

Lemma 9 (see [14]). Let h ∈ C0
σ½0,∞Þ. Then,

(i) Ωðl, δÞ is a monotone increasing function of δ

(ii) Ωðl, δÞ⟶ 0 as δ⟶ 0

(iii) Ωðl, kδÞ ≤ kΩðl, δÞ for each k ∈ℕ

(iv) Ωðl, αδÞ ≤ ð1 + αÞΩðl, δÞ for each α ∈ℝ+

Theorem 10. For h ∈ C0
σ½0,∞Þ, we have

sup
v∈0,∞Þ

∣L λ,μð Þ
p,a h ; vð Þ − h vð Þ ∣

1 + v2ð Þ5/2
≤MΩ l, 1

p

� �
,M > 0: ð53Þ

Proof. By Lemma 9, we have

h tð Þ − h vð Þj j ≤ 1 +ð v+∣t − v ∣ð Þ2Ω l, t − vj jð Þ
≤ 2 1 + v2
� �

1 + t − vð Þ2� �
1 + t − vj j

δ

� �
Ω l, δð Þ:

ð54Þ

Operating L
ðλ,μÞ
p,a , we get

L
λ,μð Þ
p,a h ; vð Þ − h vð Þ

			 			
≤ 2 1 + v2
� �

Ω l, δð Þ
�
1 + L

λ,μð Þ
p,a t − vð Þ2 ; v� �

+L
λ,μð Þ
p,a 1 + t − vð Þ2 v − tj j

δ
; v

� �

:

ð55Þ

Using a second-order central moment, we get

L
λ,μð Þ
p,a t − vð Þ2 ; v� �

≤M1
1 + v2
� �
p + μð Þ ≤M1

1 + v2
� �

p
,M1 > 0:

ð56Þ

Applying the Cauchy-Schwarz inequality, we obtain

L
λ,μð Þ
p,a 1 + t − vð Þ2 ∣v − t ∣

δ
; u

� �

≤
1
δ

L
λ,μð Þ
p,a t − vð Þ2 ; v� �� �1/2

+ 1
δ

L
λ,μð Þ
p,a t − vð Þ4 ; v� �� �1/2

L
λ,μð Þ
p,a t − vð Þ2 ; v� �� �1/2

:

ð57Þ

Again, using the central moment of order 4, we get

L
λ,μð Þ
p,a t − vð Þ4 ; v� �� �1/2

≤M2
1 + v2
� �
p + μð Þ ≤M2

1 + v2
� �

p
,M2 > 0:

ð58Þ

Combining the estimates (55)–(58) and choosing M = 2
ð1 +M1 +

ffiffiffiffiffiffiffi
M1

p +M2
ffiffiffiffiffiffiffi
M1

p Þ, δ = 1/ ffiffiffi
p

p
, we get the required

result.
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4. q-Statistical Convergence

Defining a q-analog of the Cesàro matrix C1 is not unique
(see [15, 16]). Here, we consider the q-Cesàro matrix, C1
ðqÞ = ðc1nkðqkÞÞ

∞
n,k=0, defined by

c1nk qk
� �

=
qk

n + 1½ �q
, if k ≤ n,

0, otherwise,

0
B@ ð59Þ

which is regular for q ≥ 1.
Let K ⊆ℕ (the set of natural numbers). Then, δðKÞ =

limrð1/rÞ#fk ≤ r : k ∈Kg is called the asymptotic density
of K , where # denotes the cardinality of the enclosed set.
A sequence η = ðηkÞ is called statistically convergent to the
number s if δðKεÞ = 0 for each ε > 0, where Kε = fk ≤ r
: ∣ηk − s∣>εg (see [17]).

Recently, Aktuğlu and Bekar [16] defined q-density and
q-statistical convergence. The q-density is defined by

δq Kð Þ = δCq
1
Kð Þ = lim inf

n⟶∞
Cq
1χK

� �
n

= lim inf
n⟶∞

〠
k∈K

qk−1

n½ � , q ≥ 1:
ð60Þ

A sequence η = ðηkÞ is said to be q-statistically conver-
gent to the number L if δqðKεÞ = 0, where Kε = fk ≤ n : ∣
ηk −L∣≥εg for every ε > 0. That is, for each ε > 0,

lim
n

1
n½ �# k ≤ n : qk−1 ∣ ηk −L∣≥ε

n o
= 0, ð61Þ

and we write Stq − limηk =L .
If δðKÞ = 0 for an infinite set K , then δqðKÞ = 0; hence,

statistical convergence implies q-statistical convergence but
not conversely (c.f. [16, Example 15]). Recently in [18],
authors proved Korovkin’s type theorem via q-statistical
convergence. Using the same technique we prove the follow-
ing theorem.

Theorem 11. For all h ∈ C0
ρ, we have

Stq − lim
p

L
λ,μð Þ
p,a h ; vð Þ − h vð Þ

��� ���
σ
= 0, v ∈ 0,∞½ Þ: ð62Þ

Proof. It is sufficient to show that Stq − limp∥L
ðλ,μÞ
p,a ðei ; vÞ −

ei∥σ = 0, for i = 0, 1, 2, where eiðvÞ = vi: It is clear that

Stq − lim
p

L
λ,μð Þ
p,a e0 ; vð Þ − e0

��� ���
σ
= 0: ð63Þ

By Corollary 2 (ii), we have

L
λ,μð Þ
p,a t ; vð Þ − v

��� ���
σ
= sup

u∈0,∞Þ

1
1 + v2

1
p + μ

�
pv + av

1 + v

				
+ 1 + λ

�
− v

				 ≤ 1
p + μ

−μ + 1 + λ + aj j:

ð64Þ

For ε > 0, define the sets:

E1 ≔ p ∈ℕ : ∥L λ,μð Þ
p,a e1 ; vð Þ − e1∥σ ≥ ε

n o
,

E2 ≔ p ∈ℕ :
1 + λ − μ + a

p + μð Þ
				

				 ≥ ε

� 

:

ð65Þ

Then,

δq E2ð Þ = lim
p⟶∞

inf Cq
1χE2

� �
p
= lim

p⟶∞
inf 〠

k∈E2

qk−1

p½ � = 0:

ð66Þ

Since E1 ⊆E2, we have δqðE1Þ ≤ δqðE2Þ. Hence,

Stq − lim
p

L
λ,μð Þ
p,a e1 ; vð Þ − e1

��� ���
σ
= 0: ð67Þ

Again, by Corollary 2 (iii), we obtain

L
λ,μð Þ
p,a t2 ; v
� �

− v2
��� ���

σ

≤ sup
v∈0,∞Þ

1
1 + v2

1
p + μð Þ2 p + μ2 + a2

1 + vð Þ2 −
2aμ
1 + vð Þ

( )
v2

					
					

+ sup
v∈0,∞Þ

1
1 + v2

2
p + μð Þ2 p − μ − λμ + 2 + λð Þa

1 + vð Þ
� �

v

				
+ 1

p + μð Þ2 λ2 + 2λ + 2
� �				 ≤ 1

p + μð Þ2 p + μ2 + a2 − 2aμ
 �

+ 2
p + μð Þ2 p − μ − λμ + 2 + λð Það Þ + 1

p + μð Þ2 λ2 + 2λ + 2
� �

:

ð68Þ

For ε > 0, define the sets:

D1 ≔ p ∈ℕ : ∥L λ,μð Þ
p,a e2 ; vð Þ − e2∥σ ≥ ε

n o
,

D2 ≔ p ∈ℕ :
1

p + μð Þ2 p + μ2 + a2 − 2aμ
 � !

≥
ε

3

( )
,

D3 ≔ p ∈ℕ :
2

p + μð Þ2 p − μ − λμ + 2 + λð Það Þ ≥ ε

3

( )
,

D4 ≔ p ∈ℕ :
1

p + μð Þ2 λ2 + 2λ + 2
� �

≥
ε

3

( )
:

ð69Þ
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Then, δqðD2Þ = 0 = δqðD3Þ = δqðD4Þ: Since D1 ⊆D2 ∪
D3 ∪D4 which implies that δqðD1Þ ≤ δqðD2Þ + δqðD3Þ +
δqðD4Þ,

Stq − lim
p

L
λ,μð Þ
p,a e2 ; vð Þ − e2

��� ���
ρ
= 0: ð70Þ

Hence, the proof is completed.

Example 12. Let η = ðηpÞ be defined by

ηp =
1 22ntimes
� �
0 22n−1times
� �

 
n = 0, 1, 2,⋯: ð71Þ

That is, 1 occurs 22n times and 0 occurs 22n−1 times ðn
= 0, 1, 2,⋯Þ, respectively. Let K = fk ∈ℕ : ηk = 1g. Then,
limn⟶∞ðCq

1χKÞ22n−1 = 0, i.e., Stq − limηk = 0, but δðKÞ does
not exist, so η is not statistically convergent.

Define A ðλ,μÞ
p = ð1 + ηpÞLðλ,μÞ

p,a , where it is defined by (71).

Then, obviously st − limp∥A
ðλ,μÞ
p ðei ; vÞ − ei∥σ = 0ði = 0, 1, 2Þ.

Applying the above theorem, we have

Stq − lim
p

A
λ,μð Þ
p h ; vð Þ − h

��� ���
σ
= 0 for all h ∈ C0

ρ: ð72Þ

On the other hand, since η = ðηpÞ is q-statistically con-
vergent but neither convergent nor statistically convergent,

the sequence ðA ðλ,μÞ
p Þ can not be convergent, while it is q

-statistically convergent.

5. Graphical Analysis

In this section, we will give some numerical examples with
illustrative graphics with the help of MATLAB.

Example 13. Let f ðxÞ = x2 + 1, λ = 3, μ = 4, a = 0:8, and p ∈
f10,40,80g. The convergence of the operator towards the
function f ðxÞ is shown in Figure 1.

Example 14. Let f ðxÞ = ðx − ð1/2ÞÞðx − ð3/4ÞÞ, λ = 2, μ = 5, a
= 3, and p ∈ f15,45,75g. The convergence of the operator
towards the function f ðxÞ is shown in Figure 2.

x (for a=3, λ=2, μ=5)
0 0.5 1 1.5 2 2.5

–0.5

0

0.5

1

1.5

2

2.5

3

3.5

For p=15
For p=45

For p=75
Function

Figure 2: Convergence of the operator towards the function f ðxÞ
= ðx − ð1/2ÞÞðx − ð3/4ÞÞ.
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Figure 1: Convergence of the operator towards the function f ðxÞ
= x2 + 1:
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Figure 3: Comparison of convergence of the operator.
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From these examples, we observe that the approximation
of function by the operators becomes better when we take
larger values of n.

Notice that for λ = μ = 0, the operators (5) reduce to
operators (4).

Example 15. Let f ðxÞ = x2 − 4x + 7. For a = 3, p = 30, com-
parison of convergence of the constructed operator (5)
(green and pink) with the previously defined operator (4)
(blue) is shown in Figure 3. From this figure, it is clear that
the constructed operator gives a better approximation to
f ðxÞ than the previously defined operator.
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In this paper, we establish some upper bounds of the numerical radius of a bounded linear operator S defined on a complex
Hilbert space with polar decomposition S =U ∣ S ∣ , involving generalized Aluthge transform. These bounds generalize some
bounds of the numerical radius existing in the literature. Moreover, we consider particular cases of generalized Aluthge
transform and give some examples where some upper bounds of numerical radius are computed and analyzed for certain
operators.

1. Introduction

In mathematical analysis, inequalities play a vital role in
studying the properties of operators in the form of their
upper and lower bounds. Mathematical inequalities provide
the best way to describe as well as propose solutions to
real-world problems in almost all fields of science and
engineering. The boundedness property of different kinds
of operators studied in the subjects of analysis, precisely
in mathematical and functional analysis, is the key factor
in developing the theory and applications. For example,
upper and lower bounds are utilized to define the operator
norm, which plays significantly in solving related prob-
lems. The study of the numerical radius of an operator
defined on the Hilbert space is in the focus of researchers
in these days in studying perturbation, convergence, itera-
tive solution methods, and integrative methods, etc, see
[1–9]. In this regard, the numerical radius inequality
stated in (3) is studied extensively by various mathemati-
cians, see [10–21]. Actually, it is interesting for the
researchers to get refinements and generalizations of this

inequality [22–27]. The goal of this paper is to study gen-
eralizations of numerical radius bounds under certain
additional conditions. Henceforth, we define the prelimi-
nary notions to proceed with the findings of this work.

The polar decomposition is an important feature in the
theory of operators. It is defined by A =UB, where U is the
unitary matrix, and B is the symmetric positive semidefinite
matrix. It is interesting to see that when A is nonsingular
and symmetric, then B is a good symmetric positive definite
approximation toA and 1/2ðA + BÞ is the best symmetric pos-
itive semidefinite approximation to A, see [6]. Let BðHÞ be
the C∗-algebra of all bounded linear operators on complex
Hilbert space. Let S =U ∣ S ∣ be the unique polar decomposi-
tion of S ∈BðHÞ, where U is a partial isometry and ∣S ∣ is
the square root of an operator which is defined as jSj = ffiffiffiffiffiffiffi

S∗S
p

:
The numerical range of an operator S is defined as

W Sð Þ = Sx, xh i: xk k = 1, x ∈Hf g, ð1Þ

where WðSÞ denotes the numerical range. The numeri-
cal radius of an operator is the radius of the smallest
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circle centered at the origin and contains the numerical
range, i.e.,

w Sð Þ = sup λj j: λ ∈W Sð Þf g: ð2Þ

The numerical radius defines a norm on BðHÞ which is
equivalent to the usual operator norm, satisfying the following
inequality:

1
2 Sk k ≤w Sð Þ ≤ Sk k: ð3Þ

If S2 = 0, then the first inequality becomes equality and if S
is normal then the second inequality becomes equality. Many
authors worked on numerical radius inequalities and devel-
oped a number of numerical radius bounds [10, 13–18].

In [17], Kittaneh gave an upper bound of numerical
radius as follows:

w Sð Þ ≤ 1
2 Sk k + S2

�� ��1/2� �
, ð4Þ

and showed that this bound is sharper than the upper bound
given in (3).

In [25], Aluthge introduced a transform of an opera-
tor S ∈BðHÞ which is called Aluthge transform that is
defined as

Δ Sð Þ = Sj j1/2U Sj j1/2: ð5Þ

In [26], Yamazaki developed an upper bound of the
numerical radius involving Aluthge transform as follows:

w Sð Þ ≤ 1
2 Sk k +w ΔSð Þð Þ, ð6Þ

and proved that it is sharper than the bound given in (4).
In [27], Okubo introduced a new generalization of

Aluthge transform, called λ-Aluthge transform defined by

ΔλS = Sj jλU Sj j1−λ ; λ ∈ 0, 1½ �: ð7Þ

In [23], Abu-Omar and Kittaneh further generalized the
bound given in (6) using λ-Aluthge transform as follows:

w Sð Þ ≤ 1
2 Sk k +w ΔλSð Þð Þ: ð8Þ

In [19], Bhunia et al. found some bounds of the numer-
ical radius for S ∈BðHÞ: Later, Bag et al. [24] working along
the same lines succeeded to get the following upper bounds
of the numerical radius:

w2 Sð Þ ≤ 1
2 Sk k ΔλSk k + 1

4 S∗S + SS∗k k, ð9Þ

w2 Sð Þ ≤ 1
4 w ΔλSð Þ2� �

+ Sk k ΔλSk k + S∗S + SS∗k k� �
, ð10Þ

w2 Sð Þ ≤ 〠
∞

n=1

1
4n Δn−1

λ S
�� �� Δn

λSk k + Δn−1
λ S

� �∗
Δn−1
λ S

� �����

+ Δn−1
λ S

� �
Δn−1
λ S

� �∗����,
ð11Þ

w4 Sð Þ ≤ 1
16 w ΔλSð Þ2� �

+ Sk k ΔλSk k� �2
+ 1
8w S2P + PS2

� �
+ 1
16 Pk k2,

ð12Þ
where P = S∗S + SS∗ and λ ∈ ½0, 1�.

In [22], Shebrawi and Bakherad presented a new form of
Aluthge transform so called generalized Aluthge transform
defined by

Δf ,gS = f Sj jð ÞUg Sj jð Þ, ð13Þ

where f and g are nonnegative continuous functions such
that f ðjSjÞgðjSjÞ = jSj, ðjSj ≥ 0Þ. They proved the following
upper bound of the numerical radius by using generalized
Aluthge transform

w Sð Þ ≤ 1
2 Sk k +w Δf ,gS

� �� �
, ð14Þ

which is a generalization of the upper bound shown in (6)
and (8).

Our aim is to study the upper bounds of the numerical
radius by applying generalized Aluthge transform defined
in (13) by imposing further certain conditions on continu-
ous functions. The first contribution of this paper is that
we develop upper bounds of the numerical radius using
generalized Aluthge transform, which extends and general-
izes some already existing bounds. Specifically, we extend
the inequalities (9)–(12) for generalized Aluthge transform
under certain conditions on f and g. As a consequence,
the upper bounds of numerical radius involving Aluthge
transform and λ-Aluthge transform appear as a special case
of our bounds. Another contribution of the paper is that we
have presented examples of generalized Aluthge transform
in addition to the classical Aluthge transform and λ-Aluthge
transform, which are used for computing bounds of numer-
ical radius. More precisely, we have considered five choices
of continuous functions f and g in (13) and used them to
compute upper bounds of numerical radius for certain
operators.

2. Main Results

We start this section by attaining the generalized Aluthge
transform Δf ,g defined in (13) under the following addi-
tional conditions:

(i) gðjSjÞf ðjSjÞ = jSj
(ii) f ðjSjÞ and gðjSjÞ both are positive operators

Now, we give some results that will be used repeatedly to
achieve our goal.
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Lemma 1 [26]. Let S ∈BðHÞ: Then, we have

w Sð Þ = sup
θ∈ℝ

Hθk k = sup
θ∈ℝ

Re eιθS
� ���� ���, ð15Þ

where Hθ = ðRe ðeιθSÞÞ = ðeιθS + e−ιθS∗Þ/2 for all θ ∈ℝ:

Lemma 2 [23]. Let M1,M2,N1,N2 ∈BðHÞ: Then,

r M1N1 +M2N2ð Þ
≤
1
2

w N1M1ð Þ +w N2M2ð Þð Þ

+ 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
w N1M1ð Þ −w N2M2ð Þ + 4 N1M2k k N2M1k k

p
,

ð16Þ

where r denotes the spectral radius.

Next, we give the numerical radius bound by using the
generalized Aluthge transform.

Theorem 3. Let S ∈BðHÞ: Then, we have

w2 Sð Þ ≤ 1
2

g Sj jð Þk k Δf ,gS
�� �� f Sj jð Þk k + 1

4
S∗S + SS∗k k: ð17Þ

Proof. Since

Hθ =
1
2 eιθS + e−ιθS∗
� �

for all θ ∈ℝ, ð18Þ

therefore,

Hθ
2 = 1

4 eιθS + e−ιθS∗
� �2

= 1
4 e2ιθS2 + e−2ιθS∗2 + SS∗ + S∗S
� �

= 1
4 e2ιθU Sj jU Sj j + e−2ιθ Sj jU∗ Sj jU∗ + SS∗ + S∗S
� �

= 1
4 e2ιθUg Sj jð Þf Sj jð ÞUg Sj jð Þf Sj jð Þ
�

+ e−2ιθ f Sj jð Þg Sj jð ÞU∗ f Sj jð Þg Sj jð ÞU∗ + SS∗ + S∗S
�

= 1
4 e2ιθUg Sj jð Þ Δf ,gS

� �
f Sj jð Þ

�

+ e−2ιθ f Sj jð Þ Δf ,gS
� �∗g Sj jð ÞU∗ + SS∗ + S∗S

�
:

ð19Þ

The third equality is obtained by putting S =U ∣ S ∣ and
S∗ = ∣S ∣U∗ in second equality, the fourth equality holds
because f ðjSjÞgðjSjÞ = jSj and gð∣S ∣ Þf ð∣S ∣ Þ = ∣S ∣ , and the
fifth equality holds because Δf ,gS = f ð∣S ∣ ÞUgð∣S ∣ Þ and

ðΔf ,gSÞ∗ = gð∣S ∣ ÞU∗ f ð∣S ∣ Þ. Since kZZ∗k = kZk2 for any
Z ∈BðHÞ, therefore

Hθk k2 = 1
4 e2ιθUg Sj jð Þ Δf ,gS

� �
f Sj jð Þ

����

+ e−2ιθ f Sj jð Þ Δf ,gS
� �∗g Sj jð ÞU∗ + SS∗ + S∗S

����

≤
1
4 g Sj jð Þk k Δf ,gS

�� �� f Sj jð Þk k�
+ f Sj jð Þk k Δf ,gS

� �∗�� �� g Sj jð Þk k + SS∗ + S∗Sk k�
= 1
4 2 g Sj jð Þk k Δf ,gS

�� �� f Sj jð Þk k + SS∗ + S∗Sk k� �
:

ð20Þ
The first inequality holds because kS1S2k ≤ kS1kkS2k,

kS1 + S2k ≤ kS1k + kS2k for any S1, S2 ∈BðHÞ, U is partial
isometry and ∣e2ιθ ∣ = 1 and the second equality holds by
using the fact that kSk = kS∗k.

Now, by taking supremum of the last inequality over
θ ∈ℝ and then using Lemma 1, we get

w2 Sð Þ ≤ 1
2 g Sj jð Þk k Δf ,gS

�� �� f Sj jð Þk k + 1
4 SS∗ + S∗Sk k, ð21Þ

as required.

The following result is another generalized bound of
numerical radius for bounded linear operators on H .

Theorem 4. Let S ∈BðHÞ: Then,

w2 Sð Þ ≤ 1
4

w Δf ,gS
� �2� �

+ g Sj jð Þk k Δf ,gS
�� �� f Sj jð Þk k

�

+ S∗S + SS∗k k
�
:

ð22Þ

Proof. Let S be any bounded linear operator with polar
decomposition S =U jSj: Since

Hθ =
1
2 eιθS + e−ιθS∗
� �

for all θ ∈ℝ, ð23Þ

therefore,

Hθ
2 = 1

4 eιθS + e−ιθS∗
� �2

= 1
4 e2ιθS2 + e−2ιθS∗2 + SS∗ + S∗S
� �

:

ð24Þ
Using the properties of operator norm k·k on BðHÞ, we

have

Hθk k2 ≤ 1
4 e2ιθUg Sj jð Þ Δf ,gS

� �
f Sj jð Þ

����

+ e−2ιθ f Sj jð Þ Δf ,gS
� �∗g Sj jð ÞU∗

��� + SS∗ + S∗Sk k
�

= 1
4 r e2ιθUg Sj jð Þ Δf ,gS

� �
f Sj jð Þ

��

+ e−2ιθ f Sj jð Þ Δf ,gS
� �∗g Sj jð ÞU∗

�
+ SS∗ + S∗Sk k

�

= 1
4 r M1N1 +M2N2ð Þ + SS∗ + S∗Sk kð Þ,

ð25Þ
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where M1 = eιθUgð∣S ∣ ÞðΔf ,gSÞ, N1 = f ð∣S ∣ Þ, M2 = e−2ιθ f
ð∣S ∣ ÞðΔf ,gSÞ∗,N2 = gð∣S ∣ ÞU∗. The first equality above holds
for hermitian operator A ∈BðHÞ satisfying rðAÞ = kAk:
Now, an application of Lemma 2 together with wðSÞ =wðS∗Þ
and wðαSÞ = ∣α ∣wðSÞ yields

Hθk k2 ≤ 1
4 w Δf ,gS

� �2� ��

+ 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 f ∣S ∣ð Þð Þ2 Δf ,gS

� �∗�� �� g ∣S ∣ð Þð Þ2Δf ,gS
�� ��q

+ SS∗ + S∗Sk k
�

≤
1
4 w Δf ,gS

� �2� ��

+ 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 f Sj jð Þk k2 Δf ,gS

� �∗�� �� g Sj jð Þk k2 Δf ,gS
�� ��q

+ SS∗ + S∗Sk k
�

= 1
4 w Δf ,gS

� �2� �
+ f ∣S ∣ð Þk k g ∣S ∣ð Þk k Δf ,gS

�� ���

+ SS∗ + S∗Sk k
�
:

ð26Þ

The last equality holds by using the fact kSk = kS∗k. Now,
we take supremum over θ ∈ℝ to get

sup
θ∈ℝ

Hθk k2 ≤ sup
θ∈ℝ

1
4 w Δf ,gS

� �2� ���

+ g Sj jð Þk k Δf ,gS
�� �� f Sj jð Þk k + SS∗ + S∗Sk k

�	
:

ð27Þ

By using Lemma 1 in above inequality, we obtain

w2 Sð Þ ≤ 1
4 w Δf ,gS

� �2� �
+ g Sj jð Þk k Δf ,gS

�� �� f Sj jð Þk k
�

+ SS∗ + S∗Sk k
�
,

ð28Þ

as required.

The following inequality is another generalized bound of
numerical radius.

Theorem 5. Let S ∈BðHÞ. Then we have

w4 Sð Þ ≤ 1
16

w Δf ,gS
� �2� �

+ g ∣S ∣ð Þk k Δf ,gS
�� �� f ∣S ∣ð Þk k

� �2

+ 1
8
w S2P + PS2
� �

+ 1
16

Pk k2,
ð29Þ

where P = S∗S + SS∗:

Proof. Since

Hθ =
1
2 eιθS + e−ιθS∗
� �

for all θ ∈ℝ, ð30Þ

therefore,

Hθ
2 = 1

4 eιθS + e−ιθS∗
� �2

= 1
4 e2ιθS2 + e−2ιθS∗2 + SS∗ + S∗S
� �

Hθ
4

= 1
16 e2ιθS2 + e−2ιθS∗2

� �
+ P

� �2

= 1
16 e2ιθS2 + e−2ιθS∗2

� �2
�

+ e2ιθS2 + e−2ιθS∗2
� �

P + P e2ιθS2 + e−2ιθS∗2
� �

+ P2
	

= 1
16 e2ιθS2 + e−2ιθS∗2

� �2
�

+ e2ιθS2P + e−2ιθS∗2P + Pe2ιθS2 + Pe−2ιθS∗2
� �

+ P2
	

= 1
16 e2ιθS2 + e−2ιθS∗2

� �2
+ e2ιθ S2P + PS2

� ��

+ e−2ιθ S∗2P + PS∗2
� �

+ P2
	

= 1
16 e2ιθS2 + e−2ιθS∗2

� �2
�

+ 2 Re e2ιθ S2P + PS2
� �� �� �

+ P2
	
,

ð31Þ
where

Re e2ιθ S2P + PS2
� �� �

= e2ιθ S2P + PS2
� �

+ e−2ιθ S2P + PS2
� �∗

2 :

ð32Þ
In third equality P = S∗S + SS∗: Now, by using the prop-

erties of operator norm ∥·∥ on BðHÞ, we have

Hθk k4 ≤ 1
16 e2ιθS2 + e−2ιθS∗2

��� ���2
�

+ 2 Re e2ιθ S2P + PS2
� �� ���� ��� + Pk k2

	

= 1
16 e2ιθU Sj jU Sj j + e−2ιθ Sj jU∗ Sj jU∗

��� ���2
�

+ 2 Re e2ιθ S2P + PS2
� �� ���� ��� + Pk k2

	

= 1
16 e2ιθUg Sj jð Þ Δf ,gS

� �
f Sj jð Þ

����

+ e−2ιθ f Sj jð Þ Δf ,gS
� �∗g Sj jð ÞU∗

���2

+ 2 Re e2ιθ S2P + PS2
� �� ���� ��� + Pk k2

�
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= 1
16 r2 e2ιθUg Sj jð Þ Δf ,gS

� �
f Sj jð Þ

��

+ e−2ιθ f Sj jð Þ Δf ,gS
� �∗g Sj jð ÞU∗

�

+ 2 Re e2ιθ S2P + PS2
� �� ���� ��� + Pk k2

�

= 1
16 r2 M1N1 +M2N2ð Þ

�

+ 2 Re e2ιθ S2P + PS2
� �� ���� ��� + Pk k2

�
, ð33Þ

whereM1 = eιθUgð∣S ∣ ÞðΔf ,gSÞ, N1 = f ð∣S ∣ Þ,M2 = e−2ιθ f ð∣S ∣ Þ
ððΔf ,gSÞ∗Þ, and N2 = gð∣S ∣ ÞU∗: The first equality obtained
by using S =U ∣ S ∣ and S∗ = ∣S ∣U∗ in first inequality, the
second equality obtained by using f ð∣S ∣ Þgð∣S ∣ Þ = ∣S ∣ and
gð∣S ∣ Þf ð∣S ∣ Þ = ∣S ∣ in third equality, and the fifth equality
holds for hermitian operator satisfying rðAÞ = ∥A∥: Now,
by using Lemma 2 together with wðSÞ =wðS∗Þ and wðαSÞ =
∣ α ∣wðSÞ, it yields

Hθk k4 ≤ 1
16 w Δf ,gS

� �2� ���

+ 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 f ∣S ∣ð Þð Þ2e−2ιθ Δf ,gS

� �∗�� �� g Sj jð ÞÞ2eιθΔf ,gS
�� ��q 	2

+ 2 Re e2ιθ S2P + PS2
� �� ���� ��� + Pk k2

	

≤
1
16 w Δf ,gS

� �2� ���

+ 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 f Sj jð Þk k2 Δf ,gS

� �∗�� �� g Sj jð Þk k2 Δf ,gS
�� ��q 	2

+ 2 Re e2ιθ S2P + PS2
� �� ���� ��� + Pk k2

	

= 1
16 w Δf ,gS

� �2� �
+ f Sj jð Þk k g Sj jð Þk k Δf ,gS

�� ��� �2
�

+ 2 Re e2ιθ S2P + PS2
� �� ���� ��� + Pk k2

	
:

ð34Þ

The last equality holds by using the fact kSk = kS∗k. Now,
we take supremum over θ ∈ℝ to get

sup
θ∈ℝ

Hθk k4 ≤ sup
θ∈ℝ

1
16 w Δf ,gS

� �2� �
+ f Sj jð Þk k g Sj jð Þk k Δf ,gS

�� ��� �2
�

+ 2 Re e2ιθ S2P + PS2
� �� ���� ��� + Pk k2�

	
:

ð35Þ

Applying Lemma 1 on above inequality, we obtain

w4 Sð Þ ≤ 1
16 w Δf ,gS

� �2� �
+ f ∣S ∣ð Þk k g ∣S ∣ð Þk k Δf ,gS

�� ��� �2

+ 1
8w S2P + PS2

� �
+ 1
16 Pk k2:

ð36Þ

as required.

To give the next bound of numerical radius, first, we
define iterated generalized Aluthge transform. The iterated
generalized Aluthge transform is defined as

Δk
f ,gS = Δ Δk−1

f ,g S
� �

;∀k ∈ℕ, ð37Þ

where f and g both are nonnegative and continuous
functions.

By using Theorem 4 repeatedly, we can obtain numerical
radius bound in terms of iterated generalized Aluthge
transform.

Theorem 6. Let S ∈BðHÞ be such that the sequence
f∥Δn

f ,gS∥g∞n=1 is convergent then

w2 Sð Þ ≤ 〠
∞

k=1

1

4k
f ∣Δk−1

f ,g S ∣
� ���� ��� g ∣Δk−1

f ,g S ∣
� ���� ��� Δk

f ,gS
��� ����

+ Δk−1
f ,g S

� �∗
Δk−1
f ,g S

� �
+ Δk−1

f ,g S
� �

Δk−1
f ,g S

� �∗��� ���:
ð38Þ

Proof. In order to prove the theorem, it is sufficient to prove
the following assertion

w2 Sð Þ ≤ 〠
n

k=1

1
4k

f Δk−1
f ,g S




 


� ���� ��� Δk
f ,gS

��� ��� g Δk−1
f ,g S




 


� ���� ����

+ Δk−1
f ,g S

� �∗
Δk−1
f ,g S

� �
+ Δk−1

f ,g S
� �

Δk−1
f ,g S

� �∗��� ����

+ 1
4n w

2 Δn
f ,gS

� �
for all n ∈ℕ:

ð39Þ

We use mathematical induction to prove the above
assertion. An application of Theorem 4 gives

w2 Sð Þ ≤ 1
4 f Sj jð Þk k g Sj jð Þk k Δf ,gS

�� �� + S∗S + SS∗k k� �

+ 1
4w Δf ,gS

� �2� �
:

ð40Þ

The use of the inequality wðS2Þ ≤w2ðSÞ gives

w2 Sð Þ ≤ 1
4 f Sj jð Þk k Δf ,gS

�� �� g Sj jð Þk k + S∗S + SS∗k k� �

+ 1
4w

2 Δf ,gS
� �

:

ð41Þ
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Thus the preliminary induction step holds. Now, sup-
pose that

w2 Sð Þ ≤ 〠
m

k=1

1
4k

f Δk−1
f ,g S




 


� ���� ��� Δk
f ,gS

��� ��� g Δk−1
f ,g S




 


� ���� ����

+ Δk−1
f ,g S

� �∗
Δk−1
f ,g S

� �
+ Δk−1

f ,g S
� �

Δk−1
f ,g S

� �∗��� ����

+ 1
4m w2 Δm

f ,gS
� �

for somem ∈ℕ:

ð42Þ
Then, another application of Theorem 4 yields

w2 Sð Þ ≤ 〠
m

k=1

1
4k

∥f ∣Δk
f ,gS ∣

� �
∥∥Δk+1

f ,g S∥∥g Δk
f ,gS




 


� �
∥

�

+ Δk
f ,gS

� �∗
Δk
f ,gS

� �
+ Δk

f ,gS
� �

Δk
f ,gS

� �∗��� ����

+ 1
4 ∥f ∣Δm

f ,gS ∣
� �

∥∥Δm+1
f ,g S∥∥g Δm

f ,gS



 


� �

∥
�

+ Δm
f ,gS

� �∗
Δm
f ,gS

� �
+ Δm

f ,gS
� �

Δm
f ,gS

� �∗��� ����

+ 1
4m+1 w Δm+1

f ,g S
� �2

� 	
:

ð43Þ

Simplifying and using the inequality wðS2Þ ≤w2ðSÞ gives

w2 Sð Þ ≤ 〠
m+1

k=1

1
4k

f Δk
f ,gS




 


� ���� ��� Δk+1
f ,g S

��� ��� g Δk
f ,gS




 


� ���� ����

+ Δk
f ,gS

� �∗
Δk
f ,gS

� �
+ Δk

f ,gS
� �

Δk
f ,gS

� �∗��� ����

+ 1
4m+1 w

2 Δm+1
f ,g S

� �
:

ð44Þ

Hence, the assertion (39) holds for all n ∈ℕ:

Now, using the inequality wðSÞ ≤ ∥S∥ in (39) and then
using the hypothesis, we get the desired inequality (38).

Remark 7. It is easy to observe from the Theorems 3–6 that
the upper bounds (17)–(38) are generalized bounds. Indeed,
if we take f ð∣S ∣ Þ = jSjλ and gð∣S ∣ Þ = jSj1−λ for λ ∈ ½0, 1�, in
the bounds (17)–(38), then we obtain bounds (9)–(12).

3. Examples

In this section, we shall consider some choices of f and g
in generalized Aluthge transform (13) and use them to
compute upper bounds of numerical radius for some
matrices.

Example 8. Given S =
0 5 0
0 0 1
0 2 0

0
BB@

1
CCA: Then, S =U ∣ S ∣ is a

polar decomposition of S, where ∣S ∣ =
0 0 0
0

ffiffiffiffiffi
29

p
0

0 0 1

0
BB@

1
CCA,

and U =
0 5/

ffiffiffiffiffi
29

p
0

0 0 1
0 2/

ffiffiffiffiffi
29

p
0

0
BB@

1
CCA is partial isometry. The bounds

(14), (17), (22), and (29) are computed for some choices of f
and g in (13) for given S in Table 1.

The numerical radius of S is

w Sð Þ = 2:9154: ð45Þ

Table 1: Bounds (14), (17), (22), and (29) for different choices of f and g in (13).

f , gð Þ Bound (14) Bound (17) Bound (22) Bound (29)

e Sj j, Sj je− Sj j
� �

22.7288 56.6787 40.1743 40.0320

e Sj j1/2 , Sj je− Sj j1/2
� �

3.7695 4.1934 3.6238 3.2146

Sj j1/2, Sj j1/2� �
3.4881 3.7078 3.3353 3.0645

e Sj j1/3 , Sj je− Sj j1/3
� �

3.3468 3.6354 3.2707 3.0389

Table 2: Bounds (14), (17), (22), and (29) for different choices of f and g in (13).

f , gð Þ Bound (14) Bound (17) Bound (22) Bound (29)

Sj j1/3, Sj j2/3� �
2.62245 2.37007943 2.27893615 2.1589862

Sj j1/2, Sj j1/2� �
2.5 2.2912878 2.1794494 2.0963298

e Sj j1/3 , Sj je− Sj j1/3
� �

2.5 2.29120815 2.1794075 2.09630510

e Sj j1/2 , Sj je− Sj j1/2
� �

2.5 2.29120547 2.17940617 2.09630427
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Example 9. Let S =
0 3 0
0 0 0
0 2 2

0
BB@

1
CCA: Then, S =U ∣ S ∣ is a polar

decomposition of S, where ∣S ∣ =
0 0 0
0 3 0
0 0 2

0
BB@

1
CCA, and U =

0 1 0
0 0 0
0 0 1

0
BB@

1
CCA is partial isometry.

The bounds (14), (17), (22), and (29) are computed for
some choices of f and g in (13) for given S in Table 2.

The numerical radius of S is

w Sð Þ = 2: ð46Þ

4. Conclusion

Summarizing the investigation carried out, we note that gen-
eralized Aluthge transform (13) with additional conditions
(i) and (ii) is useful in achieving the generalized upper
bounds for numerical radius. It is proved in Theorems 3,
Theorem 4, Theorem 5, and Theorem 6 that bounds (17),
(22), (29), and (38) are upper bounds of numerical radius
that generalize the upper bounds (9), (10), (11), and (12)
of numerical radius already existing in the literature. Theo-
retical investigations are supported by examples in which
computations are carried out for finding bounds (14), (17),
(22), and (29) of numerical radius for some choices of the
pair f , g in the generalized Aluthge transform Δf ,g. Exam-
ples 8 and 9 demonstrate that generalized Aluthge transform
provides a wide range of transforms that may be used as a
tool to compute the upper bounds for numerical radius.
These results might be helpful in studying perturbation, con-
vergence, iterative solution methods, and integrative
methods, which is the subject of future work. In the future,
we also have a plan to investigate the lower bounds of
numerical radius.
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In this manuscript, the aim is to prove a multiple fixed point (FP) result for partially ordered s-distance spaces under ðθ, ϕ, ψÞ-type
weak contractive condition. The result will generalize some well-known results in literature such as coupled FP (Guo and
Lakshmikantham, 1987), triple fixed point (Berinde and Borcut, 2011), and quadruple FP results (Karapinar, 2011). Moreover,
to validate the result, an application for the existence of solution of a system of integral equations is also provided.

1. Introduction

In pure mathematics, the Banach fixed-point theorem [1]
(contractive mapping theorem or also known as the contrac-
tion mapping theorem) is main result in the study of metric
spaces; it assurances the uniqueness and existence of FP of cer-
tain self-maps of metric spaces and requires a constructive
technique to discover those FP. It can be understood as an
abstract formulation of Picard’s method of successive approx-
imations. The theorem is named after Stefan Banach (1892-
1945) who first stated it in 1922. It has numerous applications
in different fields such as computer science, physics, engineer-
ing, and various branches of mathematics itself. FP theory as a
whole got an upward flight after this celebrated result.

Many authors started working in this field, and soon it
became a hot field of research. A number of authors have
extended this fundamental result to nonlinear analysis [2].
Following this streak, Guo and Lakshmikantham [3] estab-
lished the idea of doubled FP. This is considered to be the
first of its nature and was extended to triple FP by Berinde

and Borcut [4]. Continuing in this direction, Karapinar [5]
used four variable to strengthen the idea of quadruple FP
in partially ordered metric spaces. In 2012, Berzig and Samet
[6] discussed the existence of the fixed point of N-order for
m-mixed monotone mappings in complete ordered metric
spaces. In the same year, Roldán et al. [7] extended the
notion of the FP of N-order to the ϕ-fixed point and
obtained some ϕ-fixed point theorems for a mixed mono-
tone mapping in partially ordered complete metric spaces.
In [8], Karapinar et al. studied the existence and uniqueness
of a FP of the multidimensional operators which satisfy
Meir-Keeler type contraction condition. Soon after, a num-
ber of articles were published to discussed the concept of a
“ multidimensional FP” or “an m-tuples fixed point.” For
applications of such results, we refer the reader to [9] and
the references cited therein.

In 2016, Choban and Berinde [10] generalized metric
spaces to distance spaces. They established multidimen-
sional FP results for ordered spaces with distance under cer-
tain contractive conditions [4, 11]. They pointed out that the
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concept allowed them to reduce the multidimensional case
of FP and coincidence points to the one dimensional case.
Recently, Rashid et al. [12] established some multiple FP
findings for the C-distance spaces in the existence of various
contractive mapping.

The abovementioned ideas serve asmotivation of the work
in the present paper. We have extended the results of [10] for
partially ordered s-distance space, in terms of a significant
multiple FP result under ðθ, ϕ, ψÞ-type contractive condition
[13]. In support of this result, an example is also given.

Since, in Section 1, introduction and historical back-
ground of generalized metric spaces is given. In Section 2,
preliminaries and some basic definitions are stated. In Sec-
tion 3, main result is stated, and in Section 2, some conse-
quences and examples of our main result will be described.
In Section 3, an application is stated to support our main
result. In the last section, article is concluded.

2. Preliminaries

Definition 1 [11]. Consider the M, as a nonempty set and a
function σ : M ×M⟶ℝ is called s-distance on M if for
all ς, ξ, η ∈M, σ satisfies the following axioms:

(1) σðς, ξÞ ≥ 0, ∀ς, ξ ∈M
(2) σðς, ξÞ + σðξ, ςÞ = 0 if and only if ς = ξ, ∀ς, ξ ∈M
(3) For a positive real number s > 0

σ ς, ξð Þ ≤ s σ ς, ηð Þ + σ η, ξð Þ½ �,∀ς, ξ, η ∈M: ð1Þ

An s-distance space ðM, σÞ is said to be a symmetric s
-distance space if σðς, ξÞ = σðξ, ςÞ, ∀ς, ξ ∈M. Now, some
remarks and examples as given below.

Remark 2.

(1) Every b-metric space is an s-distance space but not
conversely

(2) In s-distance space, distance σ is not necessarily a
continuous function, i.e., if ςn ⟶ ς and ξn ⟶ ξ
then σðςn, ξnÞ↛σðς, ξÞ

(3) In an s-distance space, the limit of a convergent
sequence may not be unique

Example 3. Let M = fα1, α2, α3g, σ : M ×M⟶ ½0,∞Þ and

σ α1, α2ð Þ = 1
4 , σ α2, α1ð Þ = 1

2 ,

σ α1, α3ð Þ = σ α2, α3ð Þ = 1, σ αi, αið Þ = 0,

σ α3, α1ð Þ = σ α3, α2ð Þ 13 ,

σ αi, αj

� �
≥ 0,

σ αi, αj

� �
+ σ αj, αi
� �

= 0⇔ αi = αj,

ð2Þ

for all i, j ∈ f1, 2, 3g:

σ α1, α2ð Þ < σ α1, α3ð Þ + σ α3, α2ð Þ½ �,
σ α1, α3ð Þ < σ α1, α2ð Þ + σ α2, α3ð Þ½ �,
σ α2, α3ð Þ < σ α2, α1ð Þ + σ α1, α3ð Þ½ �,
σ α2, α1ð Þ < σ α2, α3ð Þ + σ α3, α1ð Þ½ �,
σ α3, α1ð Þ < σ α3, α2ð Þ + σ α2, α1ð Þ½ �,
σ α2, α3ð Þ < σ α2, α1ð Þ + σ α1, α3ð Þ½ �:

ð3Þ

Hence, ðM, σÞ is an s-distance space with s = 1. However,
it is not a b-metric space.

Fix r ∈ℕ and Γ = ðΓ1,⋯, ΓrÞ is said to be a collection of
mappings such that

Γí : 1, 2, 3,⋯, rf g⟶ 1, 2, 3,⋯, rf g ; 1 ≤ i ≤ rf g: ð4Þ

Let ðM, σÞ be a distance space and also G : Mr ⟶M be
a mapping. The mapping ΓG : Mr ⟶Mr which is a com-
position of G and Γ is gvien as

ΓG ς1,⋯, ςrð Þ = ξ1,⋯, ξrð Þ,
ξi = G ςΓi 1ð Þ,⋯, ςΓi rð Þ

� �
,

ð5Þ

for any point ðς1,⋯, ςrÞ ∈Mr and í ∈ f1, 2,⋯, rg. A point
a = ða1,⋯, arÞ ∈Mr is considered as a Γ -multiple FP of G
if it is a FP of ΓG, i.e., a = ΓGðaÞ and

aí = G aΓí 1ð Þ,⋯, aΓí rð Þ
� �

for any í ∈ 1, 2, 3,⋯, rf g: ð6Þ

Let ðM, σÞ be a distance space, r ∈ℕ = f1, 2,⋯g. OnMr ,
consider the distance

σr ς1,⋯, ςrð Þ, ξ1,⋯, ξrð Þð Þ = sup σ ςí, ξíð Þ: í ≤ r
n o

: ð7Þ

Obviously, ðMr , σrÞ is a distance space, too.
The following are some basic concepts from [14]:
Consider a partially ordered distance space ðM, σ,≼Þ, r be

a positive integer and fJ , Kg be a partition of Jr = f1, 2,⋯, rg,
i.e., J , K ≠ ϕ, J ∪ K = Jr, and J ∩ K = ϕ. Define Mr =M ×M ×
… ×Mðr timesÞ the Cartesian product of the set M. Define a
partial order ≼r over M

r as follows:
For any ω = ðς1, ς2,⋯, ςrÞ, ν = ðξ1, ξ2,⋯, ξrÞ ∈Mr , ω≼rν

if and only if ςí≼íξí for all í ∈ Jr , where

ς≼i′ξ iff
ς≼ξ, if í ∈ J ,
ς ≽ ξ, if í ∈ K:

(
ð8Þ

The function σr : Mr ×Mr ⟶ ½0,+∞Þ given by

σr ς, ξð Þ = sup
1≤í≤r

σ ςí, ξíð Þf g, ð9Þ
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defines a distance on Mr , where ς = ðς1, ς2,⋯, ςrÞ and ξ
= ðξ1, ξ2,⋯, ξrÞ. Obviously, ðMr , σr , ≼rÞ is a partially
ordered distance space, so that it inherits the properties
of ðM, σ,≼Þ and σrðςϑ, ςÞ⟶ 0 if and only if σðςϑ

í
, ςíÞ

⟶ 0 as ϑ⟶∞ for all í ∈ Jr:

Definition 4. [15]. Let g be a self mapping on M. A mapping
G has the mixed g -monotone property with respect to the
partition fJ , Kg, if G is g-monotone nondecreasing in argu-
ments of J and g -monotone nonincreasing in arguments of
K , i.e., ∀ς1, ς2,⋯, ςr , ξ, η ∈M, í ∈ Jr , and

g ξð Þ≼g ηð Þ⇒ G ς1,⋯, ςí−1, ξ, ςí+1,⋯, ςrð Þ
≼íG ς1,⋯, ςí−1, η, ςí+1,⋯, ςrð Þ: ð10Þ

If g is the identity mapping on M, then the mapping G
has the mixed monotone property with respect to the parti-
tion fJ , Kg. Define a set of mappings by

ΩJ ,K = Γí : Jr ⟶ Jr : Γí Jð Þ ⊆ J , Γí Kð Þ ⊆ Kf g,
ΩJ ,K′ = Γí : Jr ⟶ Jr : Γí Jð Þ ⊆ K , Γí Kð Þ ⊆ Jf g,

ð11Þ

such that Γí ∈ΩJ ,K if í ∈ J and Γí ∈ΩJ ,K′ if í ∈ K:

Definition 5. If a function ψ : ½0,∞Þ⟶ 0,∞Þ is continuous,
nondecreasing, and ψð0Þ = 0, then it is called an altering dis-
tance function.

Definition 6. The metric space ðM, σ,≼Þ is called regular if it
satisfies the following properties:

(1) If fςrg is a nondecreasing sequence and ςr ⟶ ς then
ςr≼ς for all r ≥ 1

(2) If fςrg is a nonincreasing sequence and ςr ⟶ ς then
ςr ± ς for all r ≥ 1

3. Main Result

Berinde and Borcut [4] extended the concept of multidimen-
sional FP to ordered distance spaces by utilizing the proper-
ties of contractive type mappings. Keeping ourselves in
touch with all these concepts, we are extending these results
to symmetric s-distance spaces by using a combination of
altering distance functions. This result will generalize the
main theorems of [14], in which the space considered is a
metric space. It is also valid for b-metric spaces.

Theorem 7. Consider a complete partially ordered symmetric
s-distance space.

ðM, σ,≼Þ and Γ = ðΓ1, Γ2,⋯, ΓrÞ be collection of map-
pings verifying Γí ∈ΩJ ,K if í ∈ J and Γí ∈ΩJ ,K′ if í ∈ K: If the
mapping G : Mr ⟶M satisfies the following conditions:

(a) For μ > 0

ψðμÞ − θðμÞ − φðμÞ > 0,(∗)

where ψ is an altering distance function and θ : ½0,∞Þ
⟶ 0,∞Þ and φ : ½0,∞Þ⟶ 0,∞Þ are upper semicontinu-
ous and increasing functions such that θð0Þ = φð0Þ = 0 satis-
fying

ψ σ Gς,Gξð Þð Þ ≤ θ
σr ς, ξð Þ
s + 1

� �
+ φ

σr ς, ξð Þ
s + 1

� �
, ð12Þ

for all ς, ξ ∈Mr with ς≼rξ:

(b) There is ς0 = ðς01, ς02,⋯, ς0r Þ such that ς0
í
≼íGðς0Γíð1Þ,⋯

, ς0ΓíðrÞÞ for all í ∈ Jr

(c) G has mixed monotone property with respect to fJ ,
Kg

(d) G is continuous, or ðM, σ,≼Þ is regular; then, G has Γ
-multiple FP

(e) Moreover, if for ς and ξ in Mr, there is η ∈Mr such
that ς≼rη and ξ≼rη; then, G has a unique Γ-multi-
ple FP

Proof. Step 1. Let ςϑ = ðΓGÞϑðς0Þ be the nth Picard iterate of
ς0 under ΓG, i.e., ςϑ = ðΓGÞϑðς0Þ = ðςϑ1, ςϑ2,⋯, ςϑr Þ, where

ςϑ1 =G ςϑ−1Γ1 1ð Þ, ςϑ−1Γ1 2ð Þ,⋯ςϑ−1Γ1 rð Þ
� �

,

ςϑ2 =G ςϑ−1Γ2 1ð Þ, ςϑ−1Γ2 2ð Þ,⋯ςϑ−1Γ2 rð Þ
� �

,

⋮

ςϑr = G ςϑ−1Γr 1ð Þ, ςϑ−1Γr 2ð Þ,⋯ςϑ−1Γr rð Þ
� �

:

ð13Þ

By condition ðbÞ and definition of ΓG, it follows that ς0

≼rς
1: Since, G has mixed monotone property so ΓG is mono-

tone nondecreasing [15]; therefore

ςϑ−1≼rς
ϑ∀ϑ ≥ 1: ð14Þ

Step 2. We need to show that limϑ⟶∞σrðςϑ−1, ςϑÞ = 0.
Set Dϑ

í
= σðςϑ−1

í
, ςϑ

í
Þ and Dϑ = supí∈Jr ðD

ϑ
í
Þ = σrðςϑ−1, ςϑÞ: If

Dϑ = 0 for some ϑ ≥ 1 then ςϑ−1 = ΓGðςϑ−1Þ which means G
has Γ-multiple FP which completes the proof. Assume Dϑ

> 0 for all ϑ ≥ 1. Since ςϑ−1≼rς
ϑ and ΓíðJrÞ ⊆ Jr , it follows that

ςϑ−1Γí 1ð Þ, ςϑ−1Γí 2ð Þ,⋯, ςϑ−1Γí rð Þ
� �

≼r ςϑΓí 1ð Þ, ςϑΓí 2ð Þ,⋯ςϑΓí rð Þ
� �

, ð15Þ

for any í ∈ Jr and ϑ ≥ 1. Now, using condition (12)

ψ Dϑ
i′

� �
= ψ
�
σ
�
G ςϑ−2Γí 1ð Þ, ςϑ−2Γí 2ð Þ,⋯, ςϑ−2Γí rð Þ
� �

,

� G ςϑ−1Γí 1ð Þ, ςϑ−1Γí 2ð Þ,⋯, ςϑ−1Γí rð Þ
� ���

,
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≤ θ

sup
j∈Jr

σ ςϑ−2Γí jð Þ, ςϑ−1Γí jð Þ
� �
s + 1

0
BB@

1
CCA

+ φ

sup
j∈Jr

σ ςϑ−2Γí jð Þ, ςϑ−1Γí jð Þ
� �
s + 1

0
BB@

1
CCA:

ð16Þ

Since, θ and φ both are increasing and s > 0 so that

ψ Dϑ
í

� �
≤ θ sup

j∈Jr
σ ςϑ−2Γí jð Þ, ςϑ−1Γí jð Þ
� �n o !

+ φ sup
j∈Jr

σ ςϑ−2Γí jð Þ, ςϑ−1Γí jð Þ
� �n o !

,
ð17Þ

for any í ∈ Jr , since Jr is a finite set, there is an index íðϑÞ ∈ Jr
such that supí∈JrfDϑ

í
g =Dϑ

íðϑÞ: From above inequality, it fol-

low that

ψ Dϑ
í ϑð Þ

� �

= ψ Dϑ
í ϑð Þ

� �
, = ψ σ

G ςϑ−2Γí ϑð Þ 1ð Þ, ςϑ−2Γí ϑð Þ 2ð Þ,⋯, ςϑ−2Γí ϑð Þ rð Þ
� �

,

G ςϑ−1Γí ϑð Þ 1ð Þ, ςϑ−1Γí ϑð Þ 2ð Þ,⋯, ςϑ−1Γí ϑð Þ rð Þ
� �

0
BB@

1
CCA

0
BB@

1
CCA,

≤ θ

sup
j∈Jr

σ ςϑ−2Γí ϑð Þ jð Þ, ςϑ−1Γí ϑð Þ jð Þ
� �

s + 1

0
BB@

1
CCA + φ

sup
j∈Jr

σ ςϑ−2Γí ϑð Þ jð Þ, ςϑ−1Γí ϑð Þ jð Þ
� �

s + 1

0
BB@

1
CCA,

≤ θ sup
j∈Jr

σ ςϑ−2Γí ϑð Þ jð Þ, ςϑ−1Γí ϑð Þ jð Þ
� � !

+ φ sup
j∈Jr

σ ςϑ−2Γí ϑð Þ jð Þ, ςϑ−1Γí ϑð Þ jð Þ
� � !

:

ð18Þ

Since

0 < sup
j∈Jr

σ ςϑ−2Γí ϑð Þ jð Þ, ςϑ−1Γí ϑð Þ jð Þ
� �n o

≤Dϑ−1, ð19Þ

for all ϑ ≥ 1: Therefore, from the inequality ð∗Þ, we get

θ sup
j∈Jr

σ ςϑ−2Γí ϑð Þ jð Þ, ςϑ−1Γí ϑð Þ jð Þ
� �n o !

+ φ sup
j∈Jr

σ ςϑ−2Γí ϑð Þ jð Þ, ςϑ−1Γí ϑð Þ jð Þ
� �n o !

< ψ sup
j∈Jr

σ ςϑ−2Γí ϑð Þ jð Þ, ςϑ−1Γí ϑð Þ jð Þ
� �n o !

≤ ψ sup
j∈Jr

σ ςϑ−2jð Þ , ςϑ−1jð Þ
� �n o !

:

ð20Þ

Combining (19) and (20), we have

ψ Dϑ
� �

< ψ sup
j∈Jr

σ ςϑ−2Γí ϑð Þ jð Þ, ςϑ−1Γí ϑð Þ jð Þ
� �n o !

≤ ψ Dϑ−1
� �

, ð21Þ

for all ϑ ≥ 1. Since ψ is an altering distance function, it fol-
lows that

Dϑ < sup
j∈Jr

σ ςϑ−2Γí ϑð Þ jð Þ, ςϑ−1Γí ϑð Þ jð Þ
� �n o

≤Dϑ−1: ð22Þ

Hence, the sequence Dϑ and supj∈Jr
fσðςϑ−2ΓíðϑÞðjÞ, ς

ϑ−1
ΓíðϑÞðjÞÞg

are monotone decreasing and bounded below. So, we have
τ ≥ 0 such that

lim
ϑ⟶∞

Dϑ = lim
ϑ⟶∞

sup
j∈Jr

σ ςϑ−2Γí ϑð Þ jð Þ, ςϑ−1Γí ϑð Þ jð Þ
� �n o

= τ: ð23Þ

We need to show that τ = 0. Suppose τ > 0, then by
applying limit as ϑ⟶∞ in (19) and utilizing the proper-
ties of ψ, θ and φ, we have ψðτÞ − θðτÞ − φðτÞ ≤ 0, which
contradicts ð∗Þ. Hence

lim
ϑ⟶∞

Dϑ = lim
ϑ⟶∞

σr ςϑ−1, ςϑ
� �

= 0: ð24Þ

Step 3. Now to prove that the sequence fςϑgϑ∈ℕ is Cau-
chy. Suppose on contrary that it is not Cauchy, then there
exists ε > 0 for which there are subsequences fςϑζg and fςrζg
of fςϑg with ϑζ > rζ > ζ such that

σr ςrς , ςϑς
� �

≥ ε: ð25Þ

Let ϑζbe the smallest integer satisfying above, then

σr ςrς , ςϑς−1
� �

< ε: ð26Þ

Assume that s < 1, then consider

σr ςrζ , ςϑζ
� �

≤ s σr ςrζ , ςϑζ−1
� �

+ σr ςϑζ−1, ςϑζ
� �h i

< ε + σr ςϑζ−1, ςϑζ
� �h i

:
ð27Þ

On letting ζ⟶∞ and using condition (24), we get

ε ≤ lim sup
ζ⟶∞

σr ςrς , ςϑζ
� �

< ε, ð28Þ

which leads to a contradiction. Now consider s ≥ 1, then

σr ςrζ , ςϑζ
� �

≤ s σr ςrζ , ςϑζ−1
� �

+ σr ςϑζ−1, ςϑζ
� �h i

< s ε + σr ςϑζ−1, ςϑζ
� �h i

:
ð29Þ

4 Journal of Function Spaces



Again letting ζ⟶∞ and using condition (24), we get

ε ≤ lim sup
ζ⟶∞

σr ςrζ , ςϑζ
� �

< sε: ð30Þ

Now

σr ςrζ−1, ςϑζ−1
� �

≤ s σr ςrζ−1, ςrζ
� �

+ σr ςrζ , ςϑζ−1
� �h i

,

lim sup
ζ⟶∞

σr ςrζ−1, ςϑζ−1
� �

< sε:
ð31Þ

From ςϑ−1≼rς
ϑ, it follows that

ςrζ≼rς
rζ+1≼r ⋯≼rς

ϑζ−1≼rς
ϑζ≼rς

ϑζ+1: ð32Þ

Since ςrζ−1≼rς
ϑζ−1 and ΓíðJrÞ ⊆ Jr, we have

ς
rζ−1
ri 1ð Þ, ς

rζ−1
ri 2ð Þ,⋯, ςrζ−1ri rð Þ

� �
≼r ς

ϑζ−1
ri 1ð Þ, ς

ϑζ−1
ri 2ð Þ ,⋯, ςϑζ−1Γí rð Þ

� �
, ð33Þ

for any í ∈ Jr and ζ ≥ 1: By condition ðaÞ, it follows that

ψ σ ς
rζ
í
, ςϑζ

í

� �� �
≤ ψ
�
σ
�
G ς

rζ−1
Γí 1ð Þ, ς

rζ−1
Γí 2ð Þ,⋯ς

rζ−1
Γí rð Þ

� �
,

� G ς
rζ−1
Γí 1ð Þ, ς

rζ−1
Γí 2ð Þ,⋯ς

rζ−1
Γí rð Þ

� ���
,

≤ θ

sup
j∈Jr

σ ς
rζ−1
Γí jð Þ, ς

ϑζ−1
Γí jð Þ

� �n o
s + 1

0
BB@

1
CCA

+ φ

sup
j∈Jr

σ ς
rζ−1
Γí jð Þ, ς

ϑζ−1
Γí jð Þ

� �n o
s + 1

0
BB@

1
CCA,

ð34Þ

for any í ∈ Jr. Since Jr is finite, there will be an index íðζÞ in Jr,
so

sup
í∈Jr

σ ς
rζ
í
, ςϑζ

í

� �n o
= σ ς

rζ
í ζð Þ, ς

ϑζ
í ζð Þ

� �
: ð35Þ

From inequality (29)

ψ εð Þ ≤ ψ σr ςrζ , ςϑζ
� �� �

,

≤ ψ σ

G ς
rζ−1
Γí ζð Þ 1ð Þ, ς

rζ−1
Γí ζð Þ 2ð Þ,⋯ς

rζ−1
Γí ζð Þ rð Þ

� �
,

G ς
rζ−1
Γí ζð Þ 1ð Þ, ς

rζ−1
Γí ζð Þ 2ð Þ,⋯ς

rζ−1
Γí ζð Þ rð Þ

� �
0
BB@

1
CCA

0
BB@

1
CCA,

≤ θ

sup
j∈Jr

σ ς
rζ−1
Γí ζð Þ jð Þ, ς

ϑζ−1
Γí ζð Þ jð Þ

� �
s + 1

0
BB@

1
CCA + φ

sup
j∈Jr

σ ς
rζ−1
Γí ζð Þ jð Þ, ς

ϑζ−1
Γí ζð Þ jð Þ

� �
s + 1

0
BB@

1
CCA:

ð36Þ

Since θ and φ are increasing functions and Γi′ðJrÞ ⊆ Jr, so

ψ εð Þ ≤ θ

sup
j∈Jr

σ ς
rζ−1
Γí ζð Þ jð Þ, ς

ϑζ−1
Γí ζð Þ jð Þ

� �n o
s

0
BB@

1
CCA

+ φ

sup
j∈Jr

σ ς
rζ−1
Γí ζð Þ jð Þ, ς

ϑζ−1
Γí ζð Þ jð Þ

� �n o
s

0
BB@

1
CCA,

≤ θ

sup
j∈Jr

σ ς
rζ−1
jð Þ , ςϑζ−1jð Þ

� �n o
s

0
BB@

1
CCA

+ φ

sup
j∈Jr

σ ς
rζ−1
jð Þ , ςϑζ−1jð Þ

� �n o
s

0
BB@

1
CCA,

≤ θ
σr ςrζ−1, ςϑζ−1
� �

s

 !
+ φ

σr ςrζ−1, ςϑζ−1
� �

s

 !
:

ð37Þ

Applying limsupζ⟶∞ over above inequality and then
using (29), we get

ψ εð Þ < θ
sε
ε

� �
+ φ

sε
ε

� �
, < θ εð Þ + φ εð Þ, ð38Þ

which is a contradiction to the condition ð∗Þ: Hence, ðςϑÞϑ∈ℕ
is a Cauchy sequence.

Step 4. Since the space ðM, σÞ is complete so ðMr , σrÞ is
complete. Therefore, we have ν ∈Mr such that ðςϑÞϑ∈ℕ ⟶ ν,
i.e.,

lim
ϑ⟶∞

ςϑ1 = G ςϑ−1Γ1 1ð Þ, ςϑ−1Γ1 2ð Þ,⋯, ςϑ−1Γ1 rð Þ
� �

= ν1,

lim
ϑ⟶∞

ςϑ2 = G ςϑ−1Γ2 1ð Þ, ςϑ−1Γ2 2ð Þ,⋯, ςϑ−1Γ2 rð Þ
� �

= ν2,

⋮

lim
ϑ⟶∞

ςϑr =G ςϑ−1Γr 1ð Þ, ςϑ−1Γr 2ð Þ,⋯, ςϑ−1Γr rð Þ
� �

= νr:

ð39Þ

Next, we show that ν = ðν1, ν2,⋯, νrÞ ∈Mr is a Γ-multi-
ple FP of operator G. If condition ðcÞ holds and G is continu-
ous, then

lim
ϑ⟶∞

G ςϑ−1Γ1 1ð Þ, ςϑ−1Γ1 2ð Þ,⋯, ςϑ−1Γ1 rð Þ
� �

=G νΓ1 1ð Þ, νΓ1 2ð Þ,⋯, νΓ1 rð Þ
� �

,

lim
ϑ⟶∞

G ςϑ−1Γ2 1ð Þ, ςϑ−1Γ2 2ð Þ,⋯, ςϑ−1Γ2 rð Þ
� �

=G νΓ2 1ð Þ, νΓ2 2ð Þ,⋯, νΓ2 rð Þ
� �

,

⋮

lim
ϑ⟶∞

G ςϑ−1Γr 1ð Þ, ςϑ−1Γr 2ð Þ,⋯, ςϑ−1Γr rð Þ
� �

=G νΓi 1ð Þ, νΓi 2ð Þ,⋯, νΓi rð Þ
� �

:

ð40Þ
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Above shows that

νí =G νΓi 1ð Þ, νΓi 2ð Þ,⋯, νΓi rð Þ
� �

, for all í ∈ Jr , ð41Þ

which means the point ν = ðν1,ν2,⋯, νrÞ is a Γ-FP ofG. Next,
suppose ðM, σ≼Þ is regular. The above relation implies ςϑ =
ðςϑ1, ςϑ2,⋯, ςϑr Þ≼rν = ðν1, ν2,⋯, νrÞ. On the other hand

ςϑΓi 1ð Þ, ςϑΓi 2ð Þ,⋯, ςϑ
Γí rð Þ

� �
≼r νΓi 1ð Þ, νΓi 2ð Þ,⋯, νΓi rð Þ
� �

: ð42Þ

Since, ΓíðJrÞ ⊆ Jr for any í ∈ Jr. By using ðaÞ

ψ σ G νΓí 1ð Þ, νΓí 2ð Þ,⋯, νΓí rð Þ
� �

,G ςϑΓi 1ð Þ, ςϑΓí 2ð Þ,⋯, ςϑ
Γí rð Þ

� �� �� �
,

≤ θ

sup
j∈Jr

σ νΓí jð Þ, ςϑΓí jð Þ
� �n o
s + 1

0
BB@

1
CCA + φ

max
j∈Jr

σ νΓí jð Þ, ςϑΓí jð Þ
� �n o
s + 1

0
B@

1
CA,

≤ θ sup
j∈Jr

σ νΓí jð Þ, ςϑΓí jð Þ
� �n o !

+ φ sup
j∈Jr

σ νΓí jð Þ, ςϑΓí jð Þ
� �n o !

:

ð43Þ

Taking into account above and letting ϑ⟶∞ in the last
inequality, it implies

ψ σ G νΓí 1ð Þ, νΓí 2ð Þ,⋯, νΓí rð Þ
� �

, νí
� �� �

= 0: ð44Þ

Hence

G νΓí 1ð Þ, νΓí 2ð Þ,⋯, νΓí rð Þ
� �

= νí for all í ∈ Jr: ð45Þ

This completes the existence of Γ-multiple FP.
Step 5. In this step, we will show that the FP of G is

unique.
Suppose w ∈Mr be another FP of G. By condition ðeÞ,

there exists η = ðη1, η2,⋯, ηrÞ ∈Mr such that ν≼rη and w≼r
η.

Put η0 = η and define

ηϑ1 =G ηϑ−1Γ1 1ð Þ, ηϑ−1Γ1 2ð Þ,⋯, ηϑ−1Γ1 rð Þ
� �

,

ηϑ2 =G ηϑ−1Γ2 1ð Þ, ηϑ−1Γ2 2ð Þ,⋯, ηϑ−1Γ2 rð Þ
� �

,

⋮

ηϑr = G ηϑ−1Γr 1ð Þ, ηϑ−1Γr 2ð Þ,⋯, ηϑ−1Γr rð Þ
� �

:

ð46Þ

By the induction method, we have

ν≼rη
ϑ,w≼rη

ϑ, ð47Þ

for all ϑ ≥ 0. By condition ðeÞ, ν≼rη
0. Assume that above

condition holds for ϑ − 1.

Using the procedure of Step 1, it can be shown that

ν =G νΓí 1ð Þ, νΓí 2ð Þ,⋯, νΓí rð Þ
� �

≼íG ηϑ−1
Γí 1ð Þ, η

ϑ−1
Γí 2ð Þ,⋯, ηϑ−1

Γí rð Þ
� �

= ηϑ
í
,

ð48Þ

for all í ∈ Jr ; that is, ν≼rη
ϑ. Similarly, we can prove the sec-

ond inequality. Further, we prove that

lim
ϑ⟶∞

σr ν, ηϑ
� �

= 0: ð49Þ

For this, we first show that if σrðν, ηϑÞ = 0 for some ϑ0
then σrðν, ηϑÞ = 0, for all ϑ ≥ ϑ0. Indeed, from above condi-
tion, it follows that

νΓí 1ð Þ, νΓí 2ð Þ,⋯, νΓí rð Þ
� �

≼r ηϑ
Γí 1ð Þ, η

ϑ
Γí 2ð Þ,⋯, ηϑ

Γí rð Þ
� �

, ð50Þ

for all í ∈ Jr and ϑ ≥ 1. From ðaÞ, it follows that

ψ σ νí, ηϑí
� �� �

= ψ
�
σ
�
G νΓí 1ð Þ, νΓí 2ð Þ,⋯, νΓí rð Þ
� �

,

� G ηϑ−1
Γí 1ð Þ, η

ϑ−1
Γí 2ð Þ,⋯, ηϑ−1

Γí rð Þ
� ���

,

≤ θ

sup
j∈Jr

σ νΓí jð Þ, ηϑ−1Γí jð Þ

� �� �
s + 1

0
BB@

1
CCA

+ φ

sup
j∈Jr

σ νΓí jð Þ, ηϑ−1Γí jð Þ

� �� �
s + 1

0
BB@

1
CCA,

≤ θ sup
j∈Jr

σ νΓí jð Þ, ηϑ−1Γi′ jð Þ
� �� � !

+ φ sup
j∈Jr

σ νΓí jð Þ, ηϑ−1Γí jð Þ
� �� � !

,

ð51Þ

for all í ∈ Jr and ϑ ≥ 1. Recall that ΓíðJrÞ ⊆ Jr . Hence

sup
j∈Jr

σ νΓí jð Þ, ηϑ−1Γí jð Þ
� �� �

≤ σr ν, ηϑ−1
� �

, ð52Þ

for all ϑ ≥ 1. Taking into account ð∗Þ, it follows

θ sup
j∈Jr

σ νΓí jð Þ, ηϑ−1Γí jð Þ
� �� � !

+ φ sup
j∈Jr

σ νΓí jð Þ, ηϑ−1Γí jð Þ
� �� � !

,

≤ ψ sup
j∈Jr

σ νΓí jð Þ, ηϑ−1Γí jð Þ
� �� � !

≤ ψ σr ν, ηϑ
� �� �

,

ð53Þ
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for all í ∈ Jr and ϑ ≥ 1. Combining (50) and (52), we get

ψ sup
j∈Jr

σ νí, ηϑí
� �n o !

≤ ψ σr ν, ηϑ−1
� �� �

, ð54Þ

for ϑ ≥ 1. Since, ψ is an altering distance function

ψ σr ν, ηϑ
� �� �

≤ ψ σr ν, ηϑ−1
� �� �

: ð55Þ

Now, it is obvious that if σrðν, ηϑ0Þ = 0, then σrðν, ηϑÞ = 0
for all ϑ ≥ ϑ0:

Next, assume that σrðν, ηϑÞ > 0 for all ϑ ≥ 1: Using the
same manner adopted in Step 1, it can be proved that σrðν
, ηϑÞ ≤ σrðν, ηϑ−1Þ: Hence, there exists r ≥ 0 such that
limϑ⟶∞σrðν, ηϑÞ = r: In similar way, it can be shown

lim
ϑ⟶∞

σr ν, ηϑ
� �

= 0 and lim
ϑ⟶∞

σr w, ηϑ
� �

= 0: ð56Þ

On the other hand,

σr ν,wð Þ ≤ s σr ν, ηϑ
� �

+ σr ηϑ,w
� �h i

: ð57Þ

Applying limϑ⟶∞ over the above inequality, it fol-
lows

σr ν,wð Þ = 0: ð58Þ

This implies ν =w: Hence, G has a unique multidimen-
sional FP.☐

4. Some Consequences and Example of
Theorem 7

In the following section, some important concept regarding
the consequences of Theorem 7 are discussed which are in
terms of the main results represented in the articles [4, 16].
An illustrative example is also added in this section which
will be helpful for the readers to understand the structure
of multidimensional FP under the weak contractions for
partially ordered s-distance spaces.

Corollary 8. Let ðM, σ,≼Þ is known as complete partially
ordered s-distance space and Γ = ðΓ1, Γ2,⋯, ΓrÞ be a collec-
tion of mappings verifying Γí ∈ΩJ ,K if í ∈ J and Γí ∈ΩJ ,K′ if i
′ ∈ K: Assume that the mapping G : Mr ⟶M satisfies the
following conditions:

(1) If there exists γ ∈ ð0, 1Þ such that

σ G ς1, ς2,⋯, ςrð Þ,G ξ1, ξ2,⋯, ξrð Þð Þ ≤ γσr ς, ξð Þ, ð59Þ

for all ς = ðς1, ς2,⋯, ςrÞ ∈Mr and ξ = ðξ1, ξ2,⋯, ξrÞ ∈Mr

with ς≼rξ satisfies conditions.

(2) To ðeÞ of the above theorem then G has a unique mul-
tidimensional FP

Proof. We can prove this corollary easily by taking ψðςÞ = ς,
θðςÞ = ðs + 1Þγς, and φðςÞ = 0 in the above theorem.☐

Remark 9. Theorems 2.1 and 2.2 of [16], in s-distance spaces,
follow from Corollary 8. In [16], contractive condition is

σ F ς1, ς2ð Þ, F ξ1, ξ2ð Þð Þ ≤ δ

2 σ ς1, ξ1ð Þ + σ ς2, ξ2ð Þ½ �, ð60Þ

and for ς, ξ ∈M2 such that ς≼2ξ, it implies

σ F ς1, ς2ð Þ, F ξ1, ξ2ð Þð Þ ≤ δ

2 σ ς1, ξ1ð Þ + σ ς2, ξ2ð Þ½ � ≤ δσ2 ς, ξð Þ:
ð61Þ

Applying Corollary 8, we get the desired result in s-dis-
tance space.

Remark 10. Corollary 8 also generalizes the main triple FP
result of [4], in which the space under consideration is a
metric space. We generalize it for b -metric space and for
an s-distance space. In [4], Γ = fΓ1, Γ2, Γ3g, A3 is chosen
as A = f1, 3g, B = f2g, collection of mappings is defined as

Γ1 1ð Þ Γ1 2ð Þ Γ1 3ð Þ
Γ2 1ð Þ Γ2 2ð Þ Γ2 3ð Þ
Γ3 1ð Þ Γ3 2ð Þ Γ3 3ð Þ

0
BB@

1
CCA =

1 2 3
2 1 3
3 1 2

0
BB@

1
CCA, ð62Þ

the contractive condition in [4] is

σ F ς1, ς2, ς3ð Þ, F ξ1, ξ2, ξ3ð Þð Þ
≤ δ1σ ς1, ξ1ð Þ + δ2σ ς2, ξ2ð Þ + δ3σ ς3, ξ3ð Þ, ð63Þ

for any ς = ðς1, ς2, ς3Þ, ξ = ðξ1, ξ2, ξ3Þ with ς≼iξ and δ1, δ2,
δ3 ≥ 0 and δ1 + δ2 + δ3 < 1: Obviously

σ F ς1, ς2, ς3ð Þ, F ξ1, ξ2, ξ3ð Þð Þ ≤ δ1 + δ2 + δ3ð Þσ3 ς, ξð Þ: ð64Þ

Applying Corollary 8, we get the desired result in s-dis-
tance space.

Corollary 11. Consider ðM, σ,≼Þ as a complete partially
ordered b-metric space and Γ = ðΓ1, Γ2,⋯, ΓrÞ be collection
of mappings verifying Γí ∈ΩJ ,K if í ∈ J and Γí ∈ΩJ ,K′ if í ∈ K:
Assume that the mapping G : Mr ⟶M satisfies conditions
ðaÞ to ðeÞ, then G has a unique multidimensional FP.

Example 12. Let M =ℝ, Mr =ℝr: Define σrðω, νÞ = supí∈Jr
fσðςí, ξíÞg and σðς, ξÞ = jς − ξj, for all ω = ðς1, ς2,⋯, ςrÞ, ν
= ðξ1, ξ2,⋯, ξrÞ ∈Mr . Now, define G : Mr ⟶M, as Gðς1,
ς2,⋯, ςrÞ = ς1/2.
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Since “≤” is a partial order on M, therefore

ω⋞rv if and only if ς1⋞iξi,

ς⋞iξ iff
ς ≤ ξ i ∈ J = 1, 2,⋯, kf g

ς ≤ ξ i ∈ K = k + 1, k + 2,⋯, rf g

( )
,

ð65Þ

where J and K partitions Jr = f1, 2,⋯, rg such that J ∪ K
= Jr and J ∩ K = ϕ:

A function ψ : ½0,∞Þ⟶ 0,∞Þ defined as ψðtÞ = ð1/3Þt
is increasing and continuous, θ : ½0,∞Þ⟶ ½0,∞Þ defined
as θðtÞ = ð1/9Þt, θ is increasing and upper semicontinuous
function, and φ : ½0,∞Þ⟶ ½0,∞Þ defined as φðtÞ = ð2/9Þt,
which is increasing and lower semicontinuous function, for
all t ∈ ½0,∞Þ:

σ Gω,Gνð Þ = ς1 − ξ1
2

����
����, ψ σ Gω,Gνð Þð Þ

= ς1 − ξ1
6

����
����, θ σr ω, νð Þ

s + 1

� �

= σr ω, νð Þ
9 s + 1ð Þ , φ

σr ω, νð Þ
s + 1

� �
= 2σr ω, νð Þ

9 s + 1ð Þ :

ð66Þ

Consider

θ
σr ω, νð Þ
s + 1

� �
+ φ

σr ω, νð Þ
s + 1

� �

= σr ω, νð Þ
9 s + 1ð Þ + 2σr ω, νð Þ

9 s + 1ð Þ = σr ω, νð Þ
2 s + 1ð Þ ,

≤
σr ω, νð Þ

2 =
sup
í∈Jr

ςí − ξíj jf g

2 :

ð67Þ

Thus, we have

ς1 − ξ1
6

����
���� ≤

sup
í∈Jr

ςí − ξíj jf g

2 , ð68Þ

which follows

ψ σ Gω,Gνð Þð Þ ≤ θ
σr ω, νð Þ
s + 1

� �
+ φ

σr ω, νð Þ
s + 1

� �
: ð69Þ

Now to show G has mixed monotone property, if ξ≼η
⇒ ξ ≤ η, consider

G ς1, ς2,⋯, ςi−1, ξ,⋯, ςrð Þ = ς1
2 ,

G ς1, ς2,⋯, ςi−1, η,⋯, ςrð Þ = ς1
2 :

ð70Þ

So

G ς1, ς2,⋯, ςí−1, ξ,⋯, ςrð Þ≼íG ς1, ς2,⋯, ςí−1, η,⋯, ςrð Þ, ð71Þ

which implies G has mixed monotone property with respect

to fJ , Kg: Set of mappings is defined as

Γ1 1ð Þ Γ1 2ð Þ ⋯ Γ1 rð Þ
Γ2 1ð Þ Γ2 2ð Þ ⋯ Γ2 rð Þ
⋮ ⋮ ⋮

Γr 1ð Þ Γr 2ð Þ ⋯ Γr rð Þ

0
BBBBBB@

1
CCCCCCA

=

1 2 3 ⋯ r

2 3 4 ⋯ 1

3 4 5 ⋯ 2

⋮ ⋮ ⋮ ⋮

r 1 2 ⋯ r − 1

0
BBBBBBBBBB@

1
CCCCCCCCCCA
:

ð72Þ

Let ðς01, ς02,⋯, ς0r Þ = ðς1, ς2,⋯, ςrÞ ∈Mr and

ςϑ1 =G ςϑ−11 , ςϑ−12 ,⋯, ςϑ−1r

� �
= ςϑ−11

2 ,

ςϑ2 = G ςϑ−12 , ςϑ−13 ,⋯, ςϑ−1r , ςϑ−11

� �
= ςϑ−12

2 ,

⋮

ςϑr = G ςϑ−1r , ςϑ−11 ,⋯, ςϑ−1r−2 , ςϑ−1r−1

� �
= ςϑ−1r

2 ,

ð73Þ

for ϑ = 1

ς11 =
ς01
2 = ς1

2 ,

ς12 =
ς02
2 = ς2

2 ,

⋮

ς1r =
ς0r
2 = ςr

2 ,

ð74Þ

for ϑ = 2

ς21 =
ς11
2 = ς1

22 ,

ς22 =
ς12
2 = ς2

22 ,

⋮

ς2r =
ς1r
2 = ςr

22 :

ð75Þ

Continuing this process, we have

lim
ϑ⟶∞

ςϑ1, ςϑ2,⋯, ςϑr
� �

= lim
ϑ⟶∞

ς1
2ϑ

, ς2
2ϑ

,⋯, ςr
2ϑ

� �
= 0, 0,⋯, 0ð Þ = O1,⋯,Orð Þ:

ð76Þ
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Thus

Oi′ =G OΓí 1ð Þ,OΓí 2ð Þ,⋯,OΓí rð Þ
� �

, ð77Þ

Hence, Oi′ is a unique multidimensional FP of G:

5. An Application

To give the broad impact of FP results to the different areas
of study like physics, biological sciences, engineering, game
theory, and economics has always been an interest of various
mathematicians. The applications can be found in various
directions (like [17, 18]). In the following section, we have
also included an application of the main result to find the
solution of a system of integral equations.

Consider the point a, b ∈ℝ with a < b and let I = ½a, b�:
Let the space M = CðIÞ of all continuous real valued func-
tions defined on I, which define a partial order ≼ on M by

λ≼μ if and only if λ tð Þ ≤ μ tð Þ, for all t ∈ a, b½ �, ð78Þ

and the distance

σ λ, μð Þ =max
t∈I

λ tð Þ − μ tð Þj jp for all λ, μ ∈M, p ≥ 1, ð79Þ

then ðM, σÞ is a complete partially ordered s-distance space
with s = 2p−1:

Consider the following system of equations

ς1 tð Þ = κ +
ðt
a
K wð ÞL ς1 wð Þ, ς2 wð Þ,⋯, ςr wð Þð Þdw, ð80Þ

ςi tð Þ = κ +
ðt
a
K wð ÞL ςi wð Þ, ςi+1 wð Þ,⋯, ςr wð Þ,ð

� ς1 wð Þ,⋯, ςi−1 wð ÞÞdw,
ð81Þ

for i = 1, 2,⋯, r, where L : ℝr ⟶ℝ be a mapping verifying

(i) L is continuous

(ii) For all ðe1, e2,⋯, erÞ, ðh1, h2,⋯, hrÞ ∈ℝr

L e1, e2,⋯, erð Þ − L h1, h2,⋯, hrð Þj j ≤
sup
1≤i≤r

ei − hij jp
� �1/p

b − að Þ s + 1ð Þ2/p ,

ð82Þ

and K : I ⟶ℝ be a continuous mapping such that KðtÞ ≥ 0
and

Ð b
aKðtÞdt ≤ ðb − aÞ:

Define a mapping G : Mr ⟶M for all ς = ðς1, ς2,⋯, ςrÞ
in Mr and κ ∈ℝ such that

G ς1, ς2,⋯, ςrð Þ tð Þ = κ +
ðt
a
K wð ÞL ς1 wð Þ, ς2 wð Þ,⋯, ςr wð Þð Þdw:

ð83Þ

Clearly, G ∈ CðIÞ: To find solution of the system (79), it
is required to show that G has a multiple FP. For this, con-
sider

σ G ς1, ς2,⋯, ςrð Þ,G ν1, ν2,⋯, νrð Þð Þ
=max

t∈I
G ς1, ς2,⋯, ςrð Þ tð Þ −G ν1, ν2,⋯, νrð Þ tð Þj jp,

= max
t∈I

κ +
ðt
a
K wð ÞL ς1 wð Þ, ς2 wð Þ,⋯, ςr wð Þð Þdw

� �

− κ +
ðt
a
K wð ÞL ν1 wð Þ, ν2 wð Þ,⋯, νr wð Þð Þdw

� �
����������

����������

p

,

= max
t∈I

ðt
a
K wð Þ

L ς1 wð Þ, ς2 wð Þ,⋯, ςr wð Þð Þ
−L ν1 wð Þ, ν2 wð Þ,⋯, νr wð Þð Þ

 !
dw

�����
�����
p

,

≤max
t∈I

ðt
a
K wð Þj j

L ς1 wð Þ, ς2 wð Þ,⋯, ςr wð Þð Þ,
−L ν1 wð Þ, ν2 wð Þ,⋯, νr wð Þð Þ

�����
�����dw

 !p

,

≤max
t∈I

ðt
a
K wð Þ

sup
1≤i≤r

ςi wð Þ − νi wð Þj jp
� �1/p

b − að Þ s + 1ð Þ2/p
dw

0
BBB@

1
CCCA

p

,

≤max
t∈I

1
b − að Þ s + 1ð Þ2/p

 !
×

sup
1≤i≤r

ðt
a
K wð Þ max

t∈I
ςi wð Þ − νi wð Þj jp

� �1/p
dw

0
BBBBB@

1
CCCCCA

p

,

= max
t∈I

1
b − að Þ s + 1ð Þ2/p

 !
sup
1≤i≤r

ðt
a
K wð Þ σ ςi, νið Þð Þ1/pdw

 !p

,

≤
sup
1≤i≤r

σ ςi, νið Þf g
s + 1ð Þ2

1
b − að Þ max

t∈I

ðt
a
K wð Þdw

� �� �p

,

� σ G ς1, ς2,⋯, ςrð Þ,G ν1, ν2,⋯, νrð Þð Þ
≤
σr ς1, ς2,⋯, ςrð Þ, ν1, ν2,⋯, νrð Þð Þ

s + 1ð Þ2 :

ð84Þ

Define functions ψ, θ, φ : ½0,∞Þ⟶ ½0,∞Þ by

ψ tð Þ = s + 1ð Þt, θ tð Þ = t, φ tð Þ = 0, ð85Þ

such that for t > 0

ψ tð Þ − θ tð Þ − φ tð Þ > 0: ð86Þ

Then, from above inequality, we get

ψ σ Gς,Gνð Þð Þ ≤ θ
σr ς, νð Þ
s + 1

� �
+ φ

σr ς, νð Þ
s + 1

� �
, ð87Þ

which by Theorem 7 implies that G has a unique multiple
FP, which gives the required solution of system (79).
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6. Conclusion

The main idea of this paper was to prove a multiple fixed
point (FP) result for partially ordered s-distance spaces
under ðθ, ϕ, ψÞ-type weak contractive condition which is
the generalization of some well-known results in literature.
Many other related and relevant results can be obtained in
the same manner for partially ordered generalized distance
spaces such as C-distance space, balanced distance space,
and ðs, qÞ distance space.
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In this paper, some existing theories on convergence of fuzzy number sequences are extended to I 2-statistical convergence of
fuzzy number sequence. Also, we broaden the notions of I -statistical limit points and I -statistical cluster points of a
sequence of fuzzy numbers to I 2-statistical limit points and I 2-statistical cluster points of a double sequence of fuzzy
numbers. Also, the researchers focus on important fundamental features of the set of all I 2-statistical cluster points and the
set of all I 2-statistical limit points of a double sequence of fuzzy numbers and examine the relationship between them.

1. Introduction

The theory of statistical convergence reverts to the first edi-
tion of monograph of Zygmund [1]. Statistical convergence
of number sequences was given by Fast [2] and then was
reissued by Schoenberg [3] independently for real and com-
plex sequences. This conception was studied for the double
sequences by Mursaleen and Edely [4]. Fridy [5] considered
statistical limit points and statistical cluster points of real
number sequences. When we focus on the statistical conver-
gence in the literature, we meet Fridy [6], Temizsu and
Mikail [7], Braha et al. [8], Nuray and Ruckle [9], Das
et al. [10], and so many other researchers (see [11–13]).

The concept of ideal convergence was given by Kostyrko
et al. [14] which generalizes and combines different concepts
of convergence of sequences containing usual convergence
and statistical convergence. Das et al. [15] presented the con-
cept ofI -convergence of double sequences in a metric space.
In [16], Savas and Das extended the conception of ideal con-
vergence as studied by Kostyrko et al. [14] to I -statistical
convergence and examined remarkable basic features of it.
For different studies on these topics, we refer to [17–23].

The theory of fuzzy sets was firstly given by Zadeh [24].
Matloka [25] identified the convergence of a sequence of
fuzzy numbers. Nanda [26] worked on the sequences of
fuzzy numbers and displayed that the set of all convergent
sequences of fuzzy numbers generates a complete metric
space. Nuray and Savas [27] generalized ordinary conver-
gence and defined statistically Cauchy and statistical conver-
gent sequences of fuzzy number. Later on, it was studied and
advanced by Aytar and Pehlivan [28] and many others.
Aytar [29] worked on the conception of statistical limit
points and cluster points for sequences of fuzzy number.
Kumar et al. [30, 31] worked I -convergence, I -limit
points, and I -cluster point for sequence of fuzzy numbers.
The concepts of I -statistically convergence for sequences
of fuzzy numbers were established by Debnath and Debnath
[32]. Later on, I -statistically limit points and I -statistically
cluster points of sequences of fuzzy numbers were studied by
Tripathy et al. [33].

In this paper, we examine some essential features of I 2-
statistically convergent sequence of fuzzy numbers and
describe I 2-statistical limit point and I 2-statistical cluster
point for fuzzy number sequences.
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2. Preliminaries

First, we emphasize some properties of double sequences
which are not satisfied by a (single) sequence. This provides
a proper motivation for studying double sequences.

The essential deficiency of this kind of convergence is
that a convergent sequence does not require to be bounded.
Hardy [34] defined the concept of regular sense, which does
not have this shortcoming, for double sequence. In regular
convergence, both the row-index and the column-index of
the double sequence need to be convergent besides the con-
vergent in Pringsheim’s sense.

The notion of Cesàro summable double sequences was
described by [35]. Note that if a bounded sequence ðxmnÞ
is statistically convergent then it is also Cesàro summable
but not contrariwise.

Let ðxmnÞ = ð−1Þm, ∀n ; then, limp,r∑
p
m=1∑

r
n=1xmn = 0, but

apparently x is not statistically convergent.
The convergence of double sequences plays a significant

part not only in pure mathematics but also in other subjects
of science including computer science, biological science,
and dynamical systems, as well. Also, the double sequence
can be used in convergence of double trigonometric series
and in the opening series of double functions and in the
making differential solution.

Now, we remember some notions and fundamental def-
initions required in this study.

We signify by D the set of all bounded and closed inter-
vals on ℝ, i.e.,

D = M ⊂ℝ : M = M , �M
� �� �

: ð1Þ

For M,N ∈D, we describe M ≤N iff M ≤N and �M ≤ �N
and �d =max fjM −N j, j �M − �Njg. ðD, �dÞ forms a complete
metric space.

Definition 1. A fuzzy number is a function X fromℝ to ½0, 1�,
which satisfies the subsequent conditions:

(i) X is normal

(ii) X is fuzzy convex

(iii) X is upper semicontinuous

(iv) The closure of the set fx ∈ℝ : XðxÞ > 0g is compact

The features (i)-(iv) give that for each α ∈ ½0, 1�, the α-
level set,

Xα = x ∈ℝ : X xð Þ ≥ αf g = Xα, �Xα� �
, ð2Þ

is a nonempty compact convex subset of ℝ. The 0-level set is
the class of the strong 0-cut, i.e., clðfx ∈ℝ : XðxÞ ≥ 0gÞ. The
set of all fuzzy numbers is indicated by LðℝÞ. Consider a
map �dðX, YÞ = supα∈½0,1�dðXα, YαÞ. ðLðℝÞ, �dÞ also forms a
complete metric space [36].

Definition 2 (see [25]). A sequence ðXkÞ of fuzzy numbers is
named to be convergent to a fuzzy number X0 if for each
ε > 0 there is m > 0 such that �dðXk, X0Þ < ε for every k ≥m.
We write limk⟶∞Xk = X0:

Definition 3 (see [25]). A fuzzy number X0 is known as a
limit point of a sequence of fuzzy number ðXkÞ on condition
that there is a subsequence of ðXkÞ that converges to X0.

Definition 4 (see [27]). A sequence ðXkÞ of fuzzy numbers is
named to be statistically convergent to a fuzzy number X0 if
for each ε > 0 the set

A εð Þ = k ∈ℕ : �d Xk, X0ð Þ ≥ ε
� �

, ð3Þ

has natural density zero. We write St − limk⟶∞Xk = X0:

Definition 5 (see [30]). Take I as a nontrivial ideal. A
sequence ðXkÞ of fuzzy numbers is known as I -convergent
to a fuzzy number X0 provided that each ξ > 0

A ξð Þ = k ∈ℕ : �d Xk, X0ð Þ ≥ ξ
� �

∈I : ð4Þ

We write I − limk⟶∞Xk = X0:

Definition 6 (see [31]). A fuzzy number X0 is known as ideal
limit point of a sequence of fuzzy number ðXkÞ provided that
there is a subsetM = fk1 < k2<⋯g ⊂ℕ such thatM ∉I and
limXkn

= X0.

Definition 7 (see [31]). A fuzzy number X0 is known as ideal
cluster point of a sequence of fuzzy number ðXkÞ provided
that for each ξ > 0 the set fk ∈ℕ : �dðXk, X0Þ < ξg ∉I .

The set of all I -limit points and I -cluster points of the
sequence X is shown by I ðΛXÞ and I ðΓXÞ, respectively.

Natural density of a subset K of ℕ ×ℕ is demonstrated
by

d Kð Þ = lim
m,n⟶∞

K m, nð Þ
m:n

, ð5Þ

where Kðm, nÞ = jfðj, kÞ ∈ℕ ×ℕ : j ≤m, k ≤ ngj:

A nontrivial ideal I 2 of ℕ ×ℕ is known as strongly
admissible if fig ×ℕ and ℕ × fig belong to I 2 for each
i ∈ℕ.

It is the proof that a strongly admissible ideal is admissi-
ble also.

Throughout the paper, we consider I 2 as a strongly
admissible ideal in ℕ ×ℕ.

3. Main Results

In this study, the researchers focus on remarkable features
of the set of all I 2-statistical cluster points and the set of
all I 2-statistical limit points of fuzzy number sequences.
We examine interrelationship between them.
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Theorem 8. If ðXklÞ be a double sequence of fuzzy numbers
such that I 2 − st limXkl = X0, then, X0 identified uniquely.

Proof. Presume that I 2 − stlimXkl = X0 and I 2 − stlimXkl =
Y0, where X0 ≠ Y0. For any ε, δ > 0, we get

K1 = s,wð Þ ∈ℕ ×ℕ :
1
sw

k ≤ s, l ≤w : �d Xkl, X0ð Þ ≥ ε
� ��� �� < δ

� �
∈F I 2ð Þ,

ð6Þ

K2 = s,wð Þ ∈ℕ ×ℕ :
1
sw

k ≤ s, l ≤w : �d Xkl, Y0ð Þ ≥ ε
� ��� �� < δ

� �
∈F I 2ð Þ:

ð7Þ
Therefore, K1 ∩ K2 ≠∅, since K1 ∩ K2 ∈FðI 2Þ. Let ði,

jÞ ∈ K1 ∩ K2 and take ε≔ �dðX0, Y0Þ/3 > 0 such that we have

1
ij

k ≤ i, l ≤ j : �d Xkl , X0ð Þ ≥ ε
� ��� �� < δ, ð8Þ

and it goes along with

1
ij

k ≤ i, l ≤ j : �d Xkl , Y0ð Þ ≥ ε
� ��� �� < δ, ð9Þ

i.e., for maximum k ≤ i, l ≤ j, we have �dðXkl , X0Þ < ε and
�dðXkl , Y0Þ < ε for a very small δ > 0. Thus, we have to
acquire

k ≤ i, l ≤ j : �d Xkl, X0ð Þ < ε
� �

∩ k ≤ i, l ≤ j : �d Xkl , Y0ð Þ < ε
� �

≠∅,
ð10Þ

a contradiction, as the nbd of X0 and Y0 are disjoint.
Hence, X0 is uniquely identified.

Theorem 9. Let ðXklÞ be a fuzzy numbers sequence then
stlimXkl = X0 implies I 2 − stlimXkl = X0.

Proof. Let stlimXkl = X0. Then, for each ε > 0, the set

K εð Þ = k ≤ s, l ≤w : �d Xkl, X0ð Þ ≥ ε
� �

, ð11Þ

has natural density zero, i.e.,

lim
s,w⟶∞

1
sw

k ≤ s, l ≤w : �d Xkl , X0ð Þ ≥ ε
� ��� �� = 0: ð12Þ

Therefore, for every ε > 0 and δ > 0,

T ε, δð Þ = s,wð Þ ∈ℕ ×ℕ :
1
sw

k ≤ s, l ≤w : �d Xkl , X0ð Þ ≥ ε
� ��� �� ≥ δ

� �
,

ð13Þ

is a finite set and so Tðε, δÞ ∈I 2, where I 2 is an admissible
ideal. Hence, we get I 2 − stlimXkl = X0.

Theorem 10. Take ðXklÞ as a sequence of fuzzy numbers.
I 2 − limXkl = X0 implies I 2 − stlimXkl = X0:

Proof. The proof of this theorem is clear.

But the reverse is not true. For instance, take for I 2 the

class I
f
2 of all finite subsets of ℕ ×ℕ, the fuzzy number

ðXklÞ, where

Xkl pð Þ≔
n +m + p
n +m

, −n −m ≤ p ≤ 0,

n +m − p
n +m

0 ≤ p ≤ n +m,

8><
>: ð14Þ

for k = n2, l =m2, n,m ∈ℕ, and

Xkl pð Þ≔
1 + pnm, −

1
nm

≤ p ≤ 0,

1 − pnm 0 ≤ p ≤
1
nm

,

8>><
>>:

ð15Þ

for k ≠ n2, l ≠m2, n,m ∈ℕ. Then, ðXklÞ is I 2-statistically
convergent, but not I 2-convergent.

Theorem 11. Let ðXklÞ and ðYklÞ be two fuzzy numbers
sequence. Then,

(i) I 2 − stlimXkl = X0, c ∈ℝ implies I 2 − stlimcXkl =
cX0

(ii) I 2 − stlimXkl = X0, I 2 − stlimYkl = Y0 implies I 2 −
stlimðXkl + YklÞ = X0 + Y0

Proof. (i) For c = 0, there is nothing to prove. So, presume
that c ≠ 0. Now

1
sw

k ≤ s, l ≤w : �d cXkl , cX0ð Þ ≥ ε
� ��� ��
= 1
sw

k ≤ s, l ≤w : cj j�d Xkl, X0ð Þ ≥ ε
� ��� ��

≤
1
sw

k ≤ s, l ≤w : �d Xkl , X0ð Þ ≥ ε

cj j
� �����

���� < δ:

ð16Þ

Therefore, we obtain

s,wð Þ ∈ℕ ×ℕ :
1
sw

k ≤ s, l ≤w : �d cXkl, cX0ð Þ ≥ ε
� ��� �� < δ

� �
∈F I 2ð Þ,

ð17Þ

i.e., I 2 − stlimcXkl = cX0.
(ii) We have

K1 = s,wð Þ ∈ℕ ×ℕ :
1
sw

k ≤ s, l ≤w : �d Xkl, X0ð Þ ≥ ε

2
n o��� ��� < δ

2

� �
∈F I 2ð Þ,

ð18Þ

K2 = s,wð Þ ∈ℕ ×ℕ :
1
sw

k ≤ s, l ≤w : �d Ykl, Y0ð Þ ≥ ε

2
n o��� ��� < δ

2

� �
∈F I 2ð Þ:

ð19Þ
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Since, K1 ∩ K2 ≠∅, therefore, for all ðs,wÞ ∈ K1 ∩ K2, we
get

1
sw

k ≤ s, l ≤w : �d Xkl + Ykl , X0 + Y0ð Þ ≥ ε
� ��� ��
≤

1
sw

k ≤ s, l ≤w : �d Xkl , X0ð Þ ≥ ε

2
n o��� ���

+ 1
sw

k ≤ s, l ≤w : �d Ykl , Y0ð Þ ≥ ε

2
n o��� ��� < δ,

ð20Þ

i.e.,

s,wð Þ ∈ℕ ×ℕ :
1
sw

k ≤ s, l ≤w : �d Xkl + Ykl, X0 + Y0ð Þ ≥ ε
� ��� �� < δ

� �
∈F I 2ð Þ:

ð21Þ

Hence, we have I 2 − stlimðXkl + YklÞ = X0 + Y0:

Definition 12. An element X0 ∈ LðℕÞ is called to be an I 2-
statistical limit point of a fuzzy number sequence X = ðXklÞ
provided that for each ε > 0 there is a set

M = k1, l1ð Þ < k2, l2ð Þ<⋯< kr , lsð Þ<⋯f g ⊂ℕ ×ℕ, ð22Þ

such that M ∉I 2 and st − limXkr ,ls = X0:

I 2 − SðΛXÞ indicates the set of all I 2-statistical limit
point of a fuzzy number sequence ðXklÞ:

Theorem 13. Take ðXklÞ as a sequence of fuzzy numbers. If
I 2 − stlimXkl = X0, then I 2 − SðΛXÞ = fX0g:

Proof. Since I 2 − stlimXkl = X0, for each ε, δ > 0, the set

K = s,wð Þ ∈ℕ ×ℕ :
1
sw

k ≤ s, l ≤w : �d Xkl , X0ð Þ ≥ ε
� ��� �� ≥ δ

� �
∈I 2,

ð23Þ

where I 2 is an admissible ideal.
Assume that I 2 − SðΛXÞ involves Y0 different from X0,

i.e., Y0 ∈I 2 − SðΛXÞ. So, there is a M ⊂ℕ ×ℕ such that
M ∉I 2 and st − limXkr ,ls = Y0:

Let

P = s,wð Þ ∈M :
1
sw

k ≤ s, l ≤w : �d Xkl , Y0ð Þ ≥ ε
� ��� �� ≥ δ

� �
:

ð24Þ

So P is a finite set and therefore P ∈I 2. So

Pc = s,wð Þ ∈M :
1
sw

k ≤ s, l ≤w : �d Xkl , Y0ð Þ ≥ ε
� ��� �� < δ

� �
∈F I 2ð Þ:

ð25Þ

Again let

K1 = s,wð Þ ∈M :
1
sw

k ≤ s, l ≤w : �d Xkl , X0ð Þ ≥ ε
� ��� �� ≥ δ

� �
:

ð26Þ

So K1 ⊂ K ∈I 2, i.e., K
c
1 ∈FðI 2Þ. Therefore, Kc

1 ∩ Pc ≠
∅, since Kc

1 ∩ Pc ∈FðI 2Þ.
Let ði, jÞ ∈ Kc

1 ∩ Pc and take ε≔ �dðX0, Y0Þ/3 > 0, so

1
ij

k ≤ i, l ≤ j : �d Xkl , X0ð Þ ≥ ε
� ��� �� < δ and, ð27Þ

1
ij

k ≤ i, l ≤ j : �d Xkl , Y0ð Þ ≥ ε
� ��� �� < δ, ð28Þ

i.e., for maximum k ≤ i, l ≤ j will satisfy �dðXkl , X0Þ < ε and
�dðXkl , Y0Þ < ε for a very small δ > 0. Thus, we have to obtain

k ≤ i, l ≤ j : �d Xkl , X0ð Þ < ε
� �

∩ k ≤ i, l ≤ j : �d Xkl , Y0ð Þ < ε
� �

≠∅,
ð29Þ

a contradiction, as the nbd of X0 and Y0 are disjoint. Hence,
I 2 − SðΛXÞ = fX0g:

Definition 14. An element X0 ∈ LðℝÞ is known as I 2-sta-
tistical cluster point of a fuzzy number sequence X = ðXklÞ
if for each ε > 0 and δ > 0, the set

s,wð Þ ∈ℕ ×ℕ :
1
sw

k ≤ s, l ≤w : �d Xkl, X0ð Þ ≥ ε
� ��� �� < δ

� �
∉I 2:

ð30Þ

I 2 − SðΓXÞ demonstrates the set of all I 2-statistical
cluster point of a fuzzy number sequence ðXklÞ:

Theorem 15. For any sequence ðXklÞ of fuzzy numbers I 2 −
SðΓXÞ is closed.

Proof. Let the fuzzy number Y0 be a limit point of the set
I 2 − SðΓXÞ. Then, for any ε > 0,

I 2 − S ΓXð Þ ∩ B Y0, εð Þ ≠∅, ð31Þ

where

B Y0, εð Þ = W ∈ L ℝð Þ: �d W, Y0ð Þ < ε
� �

: ð32Þ

Let Z0 ∈I 2 − SðΓXÞ ∩ BðY0, εÞ and select ε1 > 0 such
that BðZ0, ε1Þ ⊆ BðY0, εÞ. Then, we get

k ≤ s, l ≤w : �d Xkl, Z0ð Þ ≥ ε1
� �

⊇ k ≤ s, l ≤w : �d Xkl , Y0ð Þ ≥ ε
� �

,
ð33Þ
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which implies that

1
sw

k ≤ s, l ≤w : �d Xkl, Z0ð Þ ≥ ε1
� ��� �� ≥ 1

sw
k ≤ s, l ≤w : �d Xkl, Y0ð Þ ≥ ε

� ��� ��:
ð34Þ

Now, for any δ > 0, we obtain

s,wð Þ ∈ℕ ×ℕ :
1
sw

k ≤ s, l ≤w : �d Xkl, Z0ð Þ ≥ ε1
� ��� �� < δ

� �
,

ð35Þ

⊆ s,wð Þ ∈ℕ ×ℕ :
1
sw

k ≤ s, l ≤w : �d Xkl , Y0ð Þ ≥ ε
� ��� �� < δ

� �
:

ð36Þ
Since Z0 ∈I 2 − SðΓXÞ, we have

s,wð Þ ∈ℕ ×ℕ :
1
sw

k ≤ s, l ≤w : �d Xkl , Y0ð Þ ≥ ε
� ��� �� < δ

� �
∉I 2,

ð37Þ

i.e., Y0 ∈I 2 − SðΓXÞ: This concludes the proof.

Theorem 16. For any fuzzy number sequence ðXklÞ,

I 2 − S ΛXð Þ ⊆I 2 − S ΓXð Þ: ð38Þ

Proof. Let X0 ∈I 2 − SðΛXÞ. In that case, there is a set

M = k1, l1ð Þ < k2, l2ð Þ<⋯< kr , lsð Þ<⋯f g ∉I 2, ð39Þ

such that st − limXkr ,ls = X0. So, we have

lim
k,l⟶∞

1
kl

kr ≤ k, ls ≤ l : �d Xkrls
, X0

	 

≥ ε

� ��� �� = 0: ð40Þ

Take δ > 0, so there is n0 ∈ℕ such that for s,w > n0, we
have

1
sw

kr ≤ s, ls ≤w : �d Xkrls
, X0

	 

≥ ε

� ��� �� < δ: ð41Þ

Let

K = s,wð Þ ∈ℕ ×ℕ :
1
sw

kr ≤ s, ls ≤w : �d Xkrls
, X0

	 

≥ ε

� ��� �� < δ

� �
:

ð42Þ

Also, we have

K ⊃M \ k1, l1ð Þ, k2, l2ð Þ,⋯, kn0 , ln0
	 
	 
� �

: ð43Þ

Considering that I 2 is an admissible ideal and M ∉I 2,
therefore, K ∉I 2. Hence, according to the definition of I 2-
statistical cluster point X0 ∈I 2 − SðΓXÞ, this finalizes the
proof.

Theorem 17. If ðXklÞ and ðYklÞ are two sequences of fuzzy
numbers such that

k, lð Þ ∈ℕ ×ℕ : Xkl ≠ Yklf g ∈I 2, ð44Þ

then

I 2 − S ΛXð Þ =I 2 − S ΛYð Þ: ð45Þ

I 2 − S ΓXð Þ =I 2 − S ΓYð Þ: ð46Þ
Proof. (i) Let X0 ∈I 2 − SðΛXÞ. So, according to the defini-
tion, there is a set

M = k1, l1ð Þ < k2, l2ð Þ<⋯< kr , lsð Þ<⋯f g ⊂ℕ ×ℕ, ð47Þ

such that M ∉I 2 and st − limXkr ,ls = X0. Since

k, lð Þ ∈M : Xkl ≠ Yklf g ⊆ k, lð Þ ∈ℕ ×ℕ : Xkl ≠ Yklf g ∈I 2,
ð48Þ

M ′ = k, lð Þ ∈M : Xkl = Yklf g ∉I 2 and M ′ ⊆M:

ð49Þ
So, we have st − limYkr′ ,ls′ = X0. This denotes that X0 ∈

I 2 − SðΛYÞ and therefore I 2 − SðΛXÞ ⊆I 2 − SðΛYÞ. By
symmetry, I 2 − SðΛYÞ ⊆I 2 − SðΛXÞ. Hence, we obtain
I 2 − SðΛXÞ =I 2 − SðΛYÞ:

(ii) Let X0 ∈I 2 − SðΓXÞ. So, by the definition for each
ε > 0, we have

K = s,wð Þ ∈ℕ ×ℕ :
1
sw

k ≤ s, l ≤w : �d Xkl , X0ð Þ ≥ ε
� ��� �� < δ

� �
∉I 2:

ð50Þ

Let

L = s,wð Þ ∈ℕ ×ℕ :
1
sw

k ≤ s, l ≤w : �d Ykl , X0ð Þ ≥ ε
� ��� �� < δ

� �
:

ð51Þ

We have to prove that L ∉I 2. Presume that L ∈I 2, So

Lc = s,wð Þ ∈ℕ ×ℕ :
1
sw

k ≤ s, l ≤w : �d Ykl, X0ð Þ ≥ ε
� ��� �� ≥ δ

� �
∈F I 2ð Þ:

ð52Þ

By hypothesis,

P = k, lð Þ ∈ℕ ×ℕ : Xkl = Yklf g ∈F I 2ð Þ: ð53Þ

Therefore, Lc ∩ P ∈FðI 2Þ. Also, it is clear that Lc ∩ P
⊆ Kc ∈FðI 2Þ, i.e., K ∈I 2, this is a contradiction. There-
fore, L ∉I 2 and thus the desired result was achieved.
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In this study, we investigate the falling body problem with three different fractional derivatives. We acquire the solutions of the
model by the Sumudu transform. We show the accuracy of the Sumudu transform by some theoretic results and implementations.

1. Introduction

The Sumudu transform is an important integral transforma-
tion. This transformation has been begun with Watugala [1]
who has presented a new integral transform to solve differ-
ential equations and control engineering problems. Weera-
koon [2, 3] has made a big contribution with the
application of the Sumudu transform to partial differential
equations and complex inversion formula for the Sumudu
transform. Then, this transformation has attracted great
attention, and lots of work have been done related to this
transformation by the authors. Some of them are as follows:
Belgacem et al. [4] have searched the analytical investiga-
tions of the Sumudu transform. Fundamental properties of
the Sumudu transform have been studied by Belgacem and
Karaballi [5]. Atangana and Akgül [6] have obtained the
transfer function and Bode diagram by the Sumudu
transform.

Fractional differential equations have taken much inter-
est recently. Arqub and Maayah [7, 8] have studied a fitted
fractional reproducing kernel algorithm for the numerical
solutions of ABC-fractional Volterra integro-differential
equations and solution of the fractional epidemic model by
the homotopy analysis method. Jangid et al. [9] have inves-
tigated some fractional calculus findings associated with

the incomplete functions. Some new fractional-calculus con-
nections between Mittag-Leffler functions have been studied
by Srivastava et al. [10]. Singh et al. [11] have investigated
the fractional epidemiological model for computer viruses.
Ghanbari and Atangana [12, 13] have presented an efficient
numerical approach for fractional diffusion partial differen-
tial equations and a new application of fractional
Atangana-Baleanu derivatives. Abdeljawad et al. [14, 15]
have investigated an efficient sustainable algorithm for
numerical solutions of systems of fractional-order differen-
tial equations by the Haar wavelet collocation method and
more general fractional integration by part formulae and
applications. For more details, see [16–25].

In this study, we examine the falling body problem
depending on Newton’s second law that represents that the
acceleration of a particle relied on the mass of the particle
and the net force action on the particle. Take into consider-
ation an object of mass m falling through the air from a
height h with velocity vð0Þ in a gravitational field. If we use
Newton’s second law, we acquire

mdv
dt

+mkv = −mg, ð1Þ

where k is the positive constant rate and g expresses the
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gravitational constant. The solution of this equation is pre-
sented as [26]

v tð Þ = −
g
k
+ exp −ktð Þ v 0ð Þ + g

k

� �
, ð2Þ

and by integrating for zð0Þ = h, we get

z tð Þ = h −
gt
k

+ 1
k

1 − exp −ktð Þð Þ v 0ð Þ + g
k

� �
: ð3Þ

Considering all the information presented above, we
organize this study as follows. In Section 2, some fundamen-
tal definitions and lemmas about nonlocal fractional calculus
are given. In Section 3, the fractional falling body problem is
investigated by means of Caputo, Caputo-Fabrizio sense of
Caputo, and ABC. Also, some outstanding consequences
are clarified in Section 4.

2. Preliminaries

After giving some introduction, we want to present some
significant definition and lemma properties of fractional cal-
culus for setting up a mathematically sound theory that will
serve the purpose of the current study.

Definition 1. Over

B = v tð Þ∣∃N , η1, η2 > 0,∣v tð Þ∣<N exp ∣t∣/ηj, if t ∈ −1ð Þj × 0,∞½
� �n o

,

ð4Þ

the Sumudu transform is identified by [17]

V uð Þ = S v tð Þ½ � =
ð∞
0
f utð Þ exp −tð Þdt, u ∈ −η1, η2ð Þ: ð5Þ

Definition 2. We define the classical Mittag-Leffler function
EαðzÞ as [27]

Eα zð Þ = 〠
∞

m=0

zm

Γ αm + 1ð Þ z ∈ℂ, Re αð Þ > 0ð Þ, ð6Þ

and the Mittag-Leffler kernel with two parameters is pre-
sented by [27]

Eα,β zð Þ = 〠
∞

m=0

zm

Γ αm + βð Þ z, β ∈ℂ, Re αð Þ > 0ð Þ: ð7Þ

Definition 3. The generalized Mittag-Leffler function is
defined by [28]

Eρ
α,β zð Þ = 〠

∞

m=0

zm ρð Þm
Γ αm + βð Þm!

z, β, ρ, α ∈ℂ, Re αð Þ > 0ð Þ, ð8Þ

where ðρÞm = ρðρ + 1Þ⋯ ðρ +m − 1Þ is the Pochhammer
symbol introduced by Prabhakar. As seen clearly, ð1Þm =m
! and E1

α,βðzÞ = Eα,βðzÞ.

Definition 4. Let ζ, ψ : ½0,∞Þ⟶R; then, the convolution
of ζ, ψ is given as [27]

ζ ∗ ψð Þ =
ðt
0
ζ t − uð Þψ uð Þdu, ð9Þ

and assume that ζ, ψ : ½0,∞Þ⟶R; then, we have

S ζ ∗ ψð Þ tð Þf g = uS ζ tð Þf gS ψ tð Þf g: ð10Þ

Definition 5. Let v : ½0,∞�⟶ℝ be a smooth function.
Then, the Caputo fractional derivative is defined as follows
[18]:

C
0D

αv tð Þ = 1
Γ n − αð Þ

ðt
0
t − zð Þn−α−1v nð Þ zð Þdz, ð11Þ

where α ∈ℂ, Re ðαÞ > 0 and n = ½Re ðαÞ� + 1.

Lemma 6. The Sumudu transform of the Caputo fractional
derivative is presented by [6]

S C
0 D

α
t v tð Þ� �

= V u½ � − v 0ð Þ
uα

, ð12Þ

where V ½u� = S½vðtÞ�.

Definition 7. We identify the Caputo-Fabrizio fractional
derivative as [29]

CFC
0 Dαv tð Þ = M αð Þ

1 − α

ðt
0
v′ zð Þ exp −λ t − zð Þð Þdz: ð13Þ

Lemma 8. The Sumudu transform of the CFC fractional
derivative is acquired by [6]

S CFC
0 Dα

t v tð Þ� �
= M αð Þ

1 − αð Þ
V u½ �

1 + α/ 1 − αð Þð Þuð Þ −
M αð Þ
1 − αð Þ

v 0ð Þ
1 + α/ 1 − αð Þð Þuð Þ :

ð14Þ

Definition 9. We describe the Atangana-Baleanu fractional
derivative by [27]

ABC
0 Dαv tð Þ = AB αð Þ

1 − α

ðt
0
v′ zð ÞEα −λ t − zð Þαð Þdz: ð15Þ

Lemma 10. The Sumudu transform of the ABC fractional
derivative is acquired by [6]

S ABC
0 Dα

t v tð Þ� �
= AB αð Þ

1 − αð Þ
V u½ �

1 + α/ 1 − αð Þð Þuαð Þ −
AB αð Þ
1 − αð Þ

v 0ð Þ
1 + α/ 1 − αð Þð Þuαð Þ :

ð16Þ

Definition 11. The generalized fractional integral is given by
[28]

0I
α,βv tð Þ = 1

Γ αð Þβα−1

ðt
0
tβ − zβ

� �α−1
v zð Þzβ−1dz: ð17Þ
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Definition 12. The generalized fractional derivatives in the
Caputo sense are defined, respectively, by [28]

C
0D

α,βv tð Þ= 0I
n−α,β t1−β

d
dt

� �n

v tð Þ

= 1
Γ n − αð Þβn−α−1

ðt
0
tβ − zβ

� �n−α−1
t1−β

d
dt

� �n

v zð Þzβ−1dz:

ð18Þ

Lemma 13. We have [6]

S Eα −λtαð Þ½ � = 1
1 + λuα

, ð19Þ

S 1 − Eα −λtαð Þ½ � = λuα

1 + λuα
: ð20Þ

3. Main Results

The aim of this section is to obtain the solutions for the frac-
tional falling body problem by means of some nonlocal frac-
tional derivative operators such as Caputo, Caputo-Fabrizio,
and ABC.

3.1. The Falling Body Problem in the Sense of Caputo. The
falling body problem in the sense of Caputo depended on
Newton’s second law which is given as follows:

C
0D

αv tð Þ + kσ1−αv tð Þ = −gσ1−α, ð21Þ

0.2
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0.0
0.0
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1.0 0.0
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Figure 1: Simulations of the solution for α = 0:5 and α = 0:9:
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Figure 2: Simulations of the solution for α = 0:8 and α = 0:9:
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where the initial velocity vð0Þ = v0, g is the gravitational con-
stant, and m and k are the positive constant rate which indi-
cates the mass of the body. We have

S C
0D

αv tð Þ� 	
+ kσ1−αS v tð Þf g = S −gσ1−α� 	

: ð22Þ

Using the relation equation (9), we can write

S v tð Þf g − v 0ð Þ
uα

+ kσ1−αS v tð Þf g = −gσ1−α, ð23Þ

S v tð Þf g = v 0ð Þ
1 + kσ1−αuα

−
gσ1−αuα

1 + kσ1−αuα
: ð24Þ

If we apply the inverse Sumudu transform, we will
obtain

v tð Þ = v 0ð ÞEα −kσ1−αtα

 �

−
g
k

1 − Eα −kσ1−αtα

 �� �

: ð25Þ

Because of α = σk, 0 < σ ≤ 1/k, the velocity vðtÞ can be
put down as follows:

v tð Þ = v 0ð ÞEα −kαα1−αtα

 �

−
g
k

1 − Eα −kαα1−αtα

 �� �

: ð26Þ

Note that we put the condition v0 = −g/k in order to sat-
isfy the initial condition vð0Þ = v0. By benefiting from the
velocity (33), vertical distance zðtÞ can be obtained in the
following way:

C
0D

αz tð Þ = v 0ð Þσ1−αEα −kσ1−αtα

 �

−
gσ1−α

k
1 − Eα −kσ1−αtα


 �� �
:

ð27Þ

Applying the Sumudu transformation to the above equa-

tion, we have

S C
0D

αz tð Þ� 	
= v 0ð Þσ1−αS Eα −kσ1−αtα


 �� 	
−
gσ1−α

k
S 1 − Eα −kσ1−αtα


 �� �
,

S z tð Þf g − z 0ð Þ
uα

= v 0ð Þσ1−α 1
1 + kσ1−αuα

−
gσ1−α

k
+ gσ1−α

k
1

1 + kσ1−αuα
,

S z tð Þf g = z 0ð Þ + v 0ð Þσ1−α uα

1 + kσ1−αuα
−
gσ1−αuα

k
+ gσ1−α

k
uα

1 + kσ1−αuα
:

ð28Þ

Using the inverse Sumudu transformation for the last
equation and taking the zð0Þ = h, we acquire the vertical dis-
tance zðtÞ as

z tð Þ = h + v 0ð Þ
k

1 − Eα −kσ1−αtα

 �� �

−
gσ1−αtα

kΓ α + 1ð Þ + g

k2
1 − Eα −kσ1−αtα


 �� �
:

ð29Þ

Because of α = σk, 0 < σ ≤ 1/k, the vertical distance zðtÞ
can be put down as

z tð Þ = h + v 0ð Þ
k

1 − Eα −kαα1−αtα

 �� �

−
gα1−αtα

k 2−αð ÞΓ α + 1ð Þ
+ g

k2
1 − Eα −kαα1−αtα


 �� �
:

ð30Þ

We demonstrate the simulations of the above solution
for different values of α as shown in Figures 1–3. Similar
simulations can be shown easily for other solutions.

3.2. The Falling Body Problem in the Sense of Caputo-
Fabrizio. The falling body problem in the sense of Caputo-
Fabrizio depended on Newton’s second law which is given
as follows:

CFC
0 Dαv tð Þ + kσ1−αv tð Þ = −gσ1−α: ð31Þ

0.3

0.2

0.1

0.0
0.0

0.5

1.0
0.0

0.5

1.0

Figure 3: Simulations of the solution for α = 0:98 and α = 0:99:
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where the initial velocity vð0Þ = v0, g is the gravitational con-
stant, and m and k are the positive constant rate which indi-
cates the mass of the body. We have

S CFC
0 Dαv tð Þ� 	

+ kσ1−αS v tð Þf g = S −gσ1−α
� 	

: ð32Þ

If we use the relation equation(19), we can write

M αð Þ
1 − αð Þ

S v tð Þf g
1 + α/1 − αð Þuð Þ −

M αð Þ
1 − αð Þ

v 0ð Þ
1 + α/ 1 − αð Þð Þuð Þ + kσ1−αS v tð Þf g = −gσ1−α,

ð33Þ

S v tð Þf g = M αð Þv 0ð Þ/ 1 − αð Þ 1 + α/1 − αð Þuð Þ
M αð Þ/ 1 − αð Þ 1 + α/ 1 − αð Þð Þuð Þð Þ + kσ1−α

−
gσ1−α

M αð Þ/ 1 − αð Þ 1 + α/ 1 − αð Þð Þuð Þð Þ + kσ1−α
:

ð34Þ

Applying the inverse Sumudu transform yields

v tð Þ = S−1
M αð Þv 0ð Þ/ 1 − αð Þ 1 + α/1 − αð Þuð Þ

M αð Þ/ 1 − αð Þ 1 + α/1 − αð Þuð Þð Þ + kσ1−α

� 

− S−1
gσ1−α

M αð Þ/ 1 − αð Þ 1 + α/1 − αð Þuð Þð Þ + kσ1−α

� 
:

v tð Þ = M αð Þv 0ð Þ
M αð Þ + kσ1−α 1 − αð Þ exp −αkσ1−αt

M αð Þ + kσ1−α 1 − αð Þ
� �

−
g M αð Þ + kσ1−α 1 − αð Þ −M αð Þ exp −αkσ1−αt/ M αð Þ + kσ1−α 1 − αð Þ
 �
 �� �

k M αð Þ + kσ1−α 1 − αð Þð Þ :

ð35Þ

Because of α = σk, 0 < σ ≤ 1/k, the velocity vðtÞ can be
put down as follows:

v tð Þ = M αð Þv 0ð Þ
M αð Þ + kαα1−α 1 − αð Þ exp −kαα2−αt

M αð Þ + kαα1−α 1 − αð Þ
� �

−
g M αð Þ + kαα1−α 1 − αð Þ −M αð Þ exp −kαα2−αt/ M αð Þ + kαα1−α 1 − αð Þ
 �
 �� �

k M αð Þ + kαα1−α 1 − αð Þð Þ :

ð36Þ

Note that we put the condition v0 = −g/k in order to sat-
isfy the initial condition vð0Þ = v0. By benefiting from the
velocity (33), vertical distance zðtÞ can be obtained in the
following way:

CFC
0 Dαz tð Þ = M αð Þσ1−αv 0ð Þ

M αð Þ + kσ1−α 1 − αð Þ exp −αkσ1−αt
M αð Þ + kσ1−α 1 − αð Þ

� �

−
gσ1−α M αð Þ + kσ1−α 1 − αð Þ −M αð Þ exp −αkσ1−αt/ M αð Þ + kσ1−α 1 − αð Þ
 �
 �� �

k M αð Þ + kσ1−α 1 − αð Þð Þ :

ð37Þ

If we implement the Sumudu transformation to the last

equation, we will obtain

S CFC
0 Dαz tð Þ� 	

= M αð Þσ1−αv 0ð Þ
M αð Þ + kσ1−α 1 − αð Þ S exp −αkσ1−αt

M αð Þ + kσ1−α 1 − αð Þ
� �� 

− S
gσ1−α

k

� 
+ gσ1−αM αð Þ
k M αð Þ + kσ1−α 1 − αð Þð Þ S

� exp −αkσ1−αt
M αð Þ + kσ1−α 1 − αð Þ

� �� 
,

M αð Þ
1 − αð Þ

S z tð Þf g
1 + α/ 1 − αð Þð Þuð Þ −

M αð Þ
1 − αð Þ

z 0ð Þ
1 + α/ 1 − αð Þð Þuð Þ

= M αð Þσ1−αv 0ð Þ
M αð Þ + kσ1−α 1 − αð Þ

1
1 + αkσ1−αu/ M αð Þ + kσ1−α 1 − αð Þð Þð Þ

−
gσ1−α

k
+ gσ1−αM αð Þ
k M αð Þ + kσ1−α 1 − αð Þð Þ

1
1 + αkσ1−αu/ M αð Þ + kσ1−α 1 − αð Þð Þð Þ ,

S z tð Þf g = z 0ð Þ + σ1−αv 0ð Þ 1 − α + αuð Þ
M αð Þ + kσ1−α 1 − α + αuð Þ



−
gσ 1−αð Þ 1 − αð Þ

M αð Þk −
gσ 1−αð Þαu
M αð Þk

+ gσ1−α

k
1 − α + αuð Þ

M αð Þ + kσ1−α 1 − α + αuð Þ

,

ð38Þ

If we utilize the inverse Sumudu transformation for
equation (13) and take the zð0Þ = h, we acquire the vertical
distance zðtÞ as

z tð Þ = h + v 0ð Þ
k

M αð Þ + kσ1−α 1 − αð Þ −M αð Þ exp −αkσ1−αt/ M αð Þ + kσ1−α 1 − αð Þ
 �
 �� �
M αð Þ + kσ1−α 1 − αð Þ

−
gσ1−α

M αð Þk −
gσ1−ααt
M αð Þk

+ g

k2
M αð Þ + kσ1−α 1 − αð Þ −M αð Þ exp −αkσ1−αt/ M αð Þ + kσ1−α 1 − αð Þ
 �
 �� �

M αð Þ + kσ1−α 1 − αð Þ :

ð39Þ

Because of α = σk, 0 < σ ≤ 1/k, the vertical distance zðtÞ
can be put down as

z tð Þ = h + v 0ð Þ
k

M αð Þ + kαα1−α 1 − αð Þ −M αð Þ exp −kαα2−αt/ M αð Þ + kαα1−α 1 − αð Þ
 �
 �� �
M αð Þ + kαα1−α 1 − αð Þ

−
gα1−α

M αð Þk −
gα2−αt
M αð Þk

+ g

k2
M αð Þ + kαα1−α 1 − αð Þ −M αð Þ exp −kαα2−αt/ M αð Þ + kαα1−α 1 − αð Þ
 �
 �� �

M αð Þ + kαα1−α 1 − αð Þ :

ð40Þ

3.3. The Falling Body Problem in the Sense of ABC. The fall-
ing body problem in the sense of ABC depended on New-
ton’s second law which is given as follows:

ABC
0 Dαv tð Þ + kσ1−αv tð Þ = −gσ1−α, ð41Þ

where the initial velocity vð0Þ = v0, g is the gravitational con-
stant, and m and k are the positive constant rate which indi-
cates the mass of the body. We have

S ABC
0 Dαv tð Þ� 	

+ kσ1−αS v tð Þf g = S −gσ1−α
� 	

: ð42Þ
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Using the relation equation (15), we can write

AB αð Þ
1 − αð Þ

S v tð Þf g
1 + α/ 1 − αð Þð Þuαð Þ −

AB αð Þ
1 − αð Þ

v 0ð Þ
1 + α/ 1 − αð Þð Þuαð Þ + kσ1−αS v tð Þf g = −gσ1−α,

S v tð Þf g = AB αð Þv 0ð Þ − gσ1−α 1 − αð Þ 1 + α/ 1 − αð Þð Þuαð Þ
AB αð Þ + kσ1−α 1 − αð Þ 1 + α/ 1 − αð Þð Þuαð Þ :

ð43Þ

If we apply the inverse Sumudu transform, we will reach

v tð Þ = S−1
AB αð Þv 0ð Þ

AB αð Þ + kσ1−α 1 − αð Þ
1

1 + αkσ1−αuα/ AB αð Þ + kσ1−α 1 − αð Þð Þð Þ
� 

− S−1
gσ1−α 1 − αð Þ 1 + α/ 1 − αð Þð Þuαð Þ

AB αð Þ + kσ1−α 1 − αð Þ 1 + α/ 1 − αð Þð Þuαð Þ
� 

,

ð44Þ

v tð Þ = AB αð Þv 0ð Þ
AB αð Þ + kσ1−α 1 − αð Þ Eα −

αkσ1−αtα

AB αð Þ + kσ1−α 1 − αð Þ
� �

−
gσ1−α 1 − αð Þ

AB αð Þ + kσ1−α 1 − αð Þ Eα −
αkσ1−αtα

AB αð Þ + kσ1−α 1 − αð Þ
� �

−
g
k

1 − Eα −
αkσ1−αtα

AB αð Þ + kσ1−α 1 − αð Þ
� �� �

:

ð45Þ

Because α = σk, 0 < σ ≤ 1/k, the velocity vðtÞ can be put
down as follows:

v tð Þ = AB αð Þv 0ð Þ
AB αð Þ + kαα1−α 1 − αð Þ Eα −

α2−α ktð Þα
AB αð Þ + kαα1−α 1 − αð Þ

� �

−
gkα−1α1−α 1 − αð Þ

AB αð Þ + kαα1−α 1 − αð Þ Eα −
α2−α ktð Þα

AB αð Þ + kαα1−α 1 − αð Þ
� �

−
g
k

1 − Eα −
α2−α ktð Þα

AB αð Þ + kαα1−α 1 − αð Þ
� �� �

:

ð46Þ

Note that we put the condition v0 = −g/k in order to sat-
isfy the initial condition vð0Þ = v0. By benefiting from the
velocity (33), vertical distance zðtÞ can be obtained in the
following way:

ABC
0 Dαz tð Þ = AB αð Þσ1−αv 0ð Þ

AB αð Þ + kσ1−α 1 − αð ÞEα −
αkσ1−αtα

AB αð Þ + kσ1−α 1 − αð Þ
� �

−
gσ21 − α 1 − αð Þ

AB αð Þ + kσ1−α 1 − αð Þ Eα −
αkσ1−αtα

AB αð Þ + kσ1−α 1 − αð Þ
� �

−
gσ1−α

k
1 − Eα −

αkσ1−αtα

AB αð Þ + kσ1−α 1 − αð Þ
� �� �

:

ð47Þ

If we apply the Sumudu transformation to the above

equation, we have

S ABC
0 Dαz tð Þ� 	

= AB αð Þσ1−αv 0ð Þ
AB αð Þ + kσ1−α 1 − αð Þ S Eα −

αkσ1−αtα

AB αð Þ + kσ1−α 1 − αð Þ
� �� 

−
gσ21 − α 1 − αð Þ

AB αð Þ + kσ1−α 1 − αð Þ S Eα −
αkσ1−αtα

AB αð Þ + kσ1−α 1 − αð Þ
� �� 

− S
gσ1−α

k

� 
+ gσ1−α

k
S Eα −

αkσ1−αtα

AB αð Þ + kσ1−α 1 − αð Þ
� �� 

,

AB αð Þ
1 − αð Þ

S z tð Þf g
1 + α/ 1 − αð Þð Þuαð Þ −

AB αð Þ
1 − αð Þ

z 0ð Þ
1 + α/ 1 − αð Þð Þuαð Þ

= AB αð Þσ1−αv 0ð Þ
AB αð Þ + kσ1−α 1 − αð Þ

1
1 + αkσ1−αuα/ AB αð Þ + kσ1−α 1 − αð Þð Þð Þ



−
gσ21 − α 1 − αð Þ

AB αð Þ + kσ1−α 1 − αð Þ
1

1 + αkσ1−αuα/ AB αð Þ + kσ1−α 1 − αð Þð Þð Þ


−
gσ1−α

k
+ gσ1−α

k
1

1 + αkσ1−αuα/ AB αð Þ + kσ1−α 1 − αð Þð Þð Þ

,

S z tð Þf g = z 0ð Þ + σ1−α 1 − αð Þv 0ð Þ
AB αð Þ + kσ1−α 1 − αð Þ

1
1 + αkσ1−αuα/ AB αð Þ + kσ1−α 1 − αð Þð Þð Þ



+ σ1−αv 0ð Þα
AB αð Þ + kσ1−α 1 − αð Þ

uα

1 + αkσ1−αuα/ AB αð Þ + kσ1−α 1 − αð Þð Þð Þ


−
gσ2 1−αð Þ 1 − αð Þ2

AB αð Þ + kσ1−α 1 − αð Þ
1

1 + αkσ1−αuα/ AB αð Þ + kσ1−α 1 − αð Þð Þð Þ


−
gσ2 1−αð Þα 1 − αð Þ

AB αð Þ AB αð Þ + kσ1−α 1 − αð Þð Þ
uα

1 + αkσ1−αuα/ AB αð Þ + kσ1−α 1 − αð Þð Þð Þ


−
gσ1−ααuα

AB αð Þk −
gσ1−α 1 − αð Þ

AB αð Þk + gσ1−αα

AB αð Þk
uα

1 + αkσ1−αuα/ AB αð Þ + kσ1−α 1 − αð Þð Þð Þ


+ gσ1−α 1 − αð Þ
AB αð Þk

1
1 + αkσ1−αuα/ AB αð Þ + kσ1−α 1 − αð Þð Þð Þ


:

ð48Þ

Using the inverse Sumudu transformation for the last
equation and taking the zð0Þ = h, we acquire the vertical dis-
tance zðtÞ as

z tð Þ = h + σ1−α 1 − αð Þv 0ð Þ
AB αð Þ + kσ1−α 1 − αð Þ Eα −

αkσ1−αtα

AB αð Þ + kσ1−α 1 − αð Þ
� �

+ v 0ð Þ
k

1 − Eα −
αkσ1−αtα

AB αð Þ + kσ1−α 1 − αð Þ
� �� �

−
gσ2 1−αð Þ 1 − αð Þ2

AB αð Þ AB αð Þ + kσ1−α 1 − αð Þð ÞEα −
αkσ1−αtα

AB αð Þ + kσ1−α 1 − αð Þ
� �

−
gσ 1−αð Þ 1 − αð Þ

AB αð Þk Eα −
αkσ1−αtα

AB αð Þ + kσ1−α 1 − αð Þ
� �

−
gσ 1−αð Þ

AB αð Þk 1 − α + αtα

Γ 1 + αð Þ
� �

+ gσ 1−αð Þ 1 − αð Þ
AB αð Þk Eα −

αkσ1−αtα

AB αð Þ + kσ1−α 1 − αð Þ
� �

+ gAB αð Þ + gkσ 1−αð Þ 1 − αð Þ
AB αð Þk2 1 − Eα −

αkσ1−αtα

AB αð Þ + kσ1−α 1 − αð Þ
� �� �

,

ð49Þ

where v0 = gσ1−α/ABðαÞ. Because of α = σk, 0 < σ ≤ 1/k, the
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vertical distance zðtÞ can be put down as

z tð Þ = h + α1−αkα−1 1 − αð Þv 0ð Þ
AB αð Þ + kαα1−α 1 − αð Þ Eα −

α2−α ktð Þα
AB αð Þ + kαα1−α 1 − αð Þ

� �

+ v 0ð Þ
k

1 − Eα −
α2−α ktð Þα

AB αð Þ + kαα1−α 1 − αð Þ
� �� �

−
gα2 1−αð Þk2 α−1ð Þ 1 − αð Þ2

AB αð Þ AB αð Þ + kαα1−α 1 − αð Þð Þ Eα −
α2−α ktð Þα

AB αð Þ + kαα1−α 1 − αð Þ
� �

−
gα 1−αð Þk α−1ð Þ 1 − αð Þ

AB αð Þk Eα −
α2−α ktð Þα

AB αð Þ + kαα1−α 1 − αð Þ
� �

−
gα 1−αð Þkα

AB αð Þk2
1 − α + αtα

Γ 1 + αð Þ
� �

+ gσ 1−αð Þkα 1 − αð Þ
AB αð Þk Eα −

α2−α ktð Þα
AB αð Þ + kαα1−α 1 − αð Þ

� �

+ gAB αð Þ + gkαα 1−αð Þ 1 − αð Þ
AB αð Þk2

1 − Eα −
α2−α ktð Þα

AB αð Þ + kαα1−α 1 − αð Þ
� �� �

:

ð50Þ

4. Conclusions

We searched the falling body problem in detail by the
Sumudu transform in this study. We obtained the exact
solutions of this problem with Caputo, Caputo-Fabrizio,
and Atangana-Baleanu derivatives. We demonstrated the
effect of the Sumudu transform by these results.
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In mathematical physics (such as the one-dimensional time-independent Schrödinger equation), Sturm-Liouville problems occur
very frequently. We construct, with a different perspective, a Sturm-Liouville problem in multiplicative calculus by some algebraic
structures. Then, some asymptotic estimates for eigenfunctions of the multiplicative Sturm-Liouville problem are obtained by
some techniques. Finally, some basic spectral properties of this multiplicative problem are examined in detail.

1. Introduction

In the 1960’s, Grossman and Katz [1, 2] constructed a compre-
hensive family of calculus that includes classical calculus as
well an infinite subbranches of non-Newtonian calculus.
Arithmetics, a complete ordered field on A ⊂ℝ, are of great
importance in the construction of non-Newtonian calculus.
The real number system is a classical arithmetic. Every arith-
metic produces one generator, which is one to one on the
domain and range of A ⊂ℝ. Conversely, every generator pro-
duces one arithmetic. For instance, I, exp and σðxÞ = ðex − 1Þ
/ðex + 1Þ are generators. So, I generates usual arithmetic, exp
produces geometric arithmetic, and the function σðxÞ gener-
ates sigmoidal arithmetic mathematically describing the
sigmoidal curves that occur in the study of population and
biological growth.

Non-Newtonian calculus is divided into many sub-
branches as geometric, anageometric, biogeometric, quadratic,
and harmonic calculus. Geometric calculus, which is one of
these, is also defined as multiplicative calculus. Changes of
arguments and values of a function are measured by differ-
ences and ratios in multiplicative calculus, respectively, while
they are measured by differences in the classical case. Multipli-

cative calculus is especially useful in situations where products
and ratios provide the natural methods of combining and
comparing magnitudes. There are actually many reasons to
study multiplicative calculus. It improves the work of additive
calculations indirectly. Problems that are difficult to solve in
the usual case can be solved with incredible ease in here.

Many events such as the levels of sound signals, the acidi-
ties of chemicals, and the magnitudes of earthquakes change
exponentially. For this reason, examining these problems in
nature using multiplicative calculus offers great convenience
and benefits. It allows the physical properties of the events
dealt with physically to be examined from different angles.
The problems encountered in the study of these physical prop-
erties can be expressed with multiplicative differential equa-
tions [3–5]. It has applications in many areas required by
mathematical modeling, especially in applied mathematics
[6–11], engineering [3], economics [12, 13], business [14],
and medicine [15] (see also [16–22]). Different alternative
analyses have been developed to solve the problems that arise
while working with these problems and to achieve better
results in solving the problems. For example, the analytical
solution of a differential equation that is very difficult in clas-
sical calculus can be obtained more easily in multiplicative
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calculus. Moreover, one of the importance of this theory is to
find positive solutions of nonlinear differential equations. The
investigation of various properties of positive solutions has an
important place in the spectral theory of differential operators
(see [23, 24]). This theory has few applications to spectral
analysis. For this reason, we think that the results we will
obtain will have very significant reflections in spectral theory
and will open new fields.

The concepts and methods developed during the study
of the Sturm-Liouville (SL) equation led to the development
of many important directions of mathematics and physics.
In kindred areas of analysis and the SL theory that studies
some properties such as asymptotic behavior of eigenvalues
and eigenfunctions, these are a source of new problems and
ideas [25]. It is a very important equation used to explain
many phenomena in nature. The one-dimensional time-
independent Schrödinger equation in quantum mechanics
can be given as an example of SL equation. Significant results
have been obtained by many mathematicians over the years
regarding the SL equation (see [25–36]). This equation has
not yet been addressed in multiplicative calculus. The results
we will obtain will make important contributions to mathe-
matical physics. Therefore, we examine the multiplicative SL
problem other than the Newtonian calculus. Multiplicative
analysis techniques can also be applied to different operators
that have a significant impact on spectral theory.

2. Preliminaries

In this section, we will express the notions and theorems in
multiplicative analysis, which are extremely important in
solving the problem and examining its properties. There
are many other features of this new theory that are available,
other than the ones below. However, expressing the proper-
ties of the multiplicative derivative and integral is especially
important for the rest of our study. This derivative and inte-
gral are structurally quite different from classical derivative
and integral. In fact, it makes a great difference in logic.
These concepts will make a great difference in physics, biol-
ogy, spectral theory, and economics.

Definition 1 (see [37]). Let f : A ⊂ℝ⟶ℝ+. ∗Derivative of
f is expressed by

f ∗ xð Þ = lim
h⟶0

f x + hð Þ
f xð Þ

� �1/h
, ð1Þ

if the above limit exists and is positive. Indeed, ∗derivative is
also called as the multiplicative (or geometric) derivative.
Moreover, f is usual differentiable at x, and then,

f ∗ xð Þ = e ln∘fð Þ′ xð Þ: ð2Þ

Theorem 2 (see [37]). Let f , g be ∗differentiable and h be
classical differentiable at x.

The following equalities hold for ∗derivative.

cfð Þ∗ xð Þ = f ∗ xð Þ,
f gð Þ∗ xð Þ = f ∗ xð Þg∗ xð Þ,

f
g

� �∗

xð Þ = f ∗ xð Þ
g∗ xð Þ ,

f h
� �∗

xð Þ = f ∗ xð Þh xð Þ f xð Þh′ xð Þ,

f ∘ hð Þ∗ xð Þ = f ∗ h xð Þð Þh′ xð Þ,

f + gð Þ∗ xð Þ = f ∗ xð Þ
f xð Þ

f xð Þ+g xð Þg∗ xð Þ
g xð Þ

f xð Þ+g xð Þ,

ð3Þ

where c is a positive constant.

Definition 3 (see [37]). Let f ∈ℝ+ be bounded on ½a, b�. Con-
sider the partition P = fx0, x1,⋯, xng of ½a, b� and the num-
bers ξ1, ξ2,⋯, ξn associated with the partition P :f is said to
be ∗integrable if there exists a number P having the follow-
ing property: for every ε > 0, there exists a partition P ε of
½a, b� such that jPð f ,P Þ − Pj < ε for every refinement P of
P ε independently on the selection of the numbers associ-
ated with the partition P where

P f ,Pð Þ =
Yn
i=1

f ξið Þ xi−xi−1ð Þ: ð4Þ

Then, symbol
Ð b
a f ðxÞ

dx is called ∗integral of f on ½a, b�.
Considering this definition, if f ∈ℝ+ is integrable on

½a, b�, it is ∗integrable on ½a, b�,

ðb
a
f xð Þdx = exp

ðb
a
ln ∘ fð Þ xð Þdx

� 	
: ð5Þ

Conversely, ∗integrability of f on ½a, b� implies

ðb
a
f xð Þdx = ln

ðb
a
ef xð Þ

� �dx
: ð6Þ

Indeed, ∗integral is also called as multiplicative integral.

Theorem 4 (see [37]). Let f , g ∈ℝ+ be bounded and ∗inte-
grable and h ∈ℝ+ be usual differentiable on ½a, b�. Then, the
following expression holds
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ðb
a

f xð Þk
h idx

=
ðb
a
f xð Þdx

� �k
,

ðb
a
f xð Þg xð Þ½ �dx =

ðb
a
f xð Þdx:

ðb
a
g xð Þdx,

ðb
a

f xð Þ
g xð Þ

� �dx
=
Ð b
a f xð ÞdxÐ b
ag xð Þdx

,

ðb
a
f xð Þdx =

ðc
a
f xð Þdx:

ðb
c
f xð Þdx,

ðb
a

f ∗ xð Þg xð Þ
h idx

= f bð Þg bð Þ

f að Þg að Þ

ðb
a

f xð Þg′ xð Þ
h idx� 	−1

:

ð7Þ

where k ∈ℝ is a constant and c ∈ ½a, b�. The expression v is
known as ∗integration by parts formula.

3. Multiplicative SL Equation

In this section, the multiplicative SL equation will be estab-
lished by using some algebraic structures and the eigenfunc-
tions of the constructed problem will be obtained.

Firstly, let us express some concepts that form the basis
of the SL equation in the multiplicative case. nth-order mul-
tiplicative linear differential expression is in the form of

l yð Þ = y∗ nð Þ
h isn xð Þ

y∗ n−1ð Þ
h isn−1 xð Þ

⋯ ys0 xð Þ, ð8Þ

where snðxÞ, sn−1ðxÞ,⋯, s0ðxÞ are the continuous exponents
on ½a, b�. Let

u yð Þ = y∗ n−1ð Þ
a

h iαn−1
⋯ y∗a½ �α1yα0a · y∗ n−1ð Þ

b

h iβn−1 ⋯ y∗b½ �β1yβ0
b

ð9Þ

be the linear form when ya and yb are the values of y at end
points of ½a, b�: If such forms uνðyÞ have been specified for ν
= �1,m and the conditions uνðyÞ = 1 are imposed into yðxÞ ∈
C∗ðnÞ, it must satisfy these boundary conditions, where C∗ðnÞ

shows the set of the functions which are nth-order multiplica-
tive differentiable and continuous. Let us consider a certain
multiplicative differential expression lðyÞ with uνðyÞ = 1 on
D ⊂ C∗ðnÞ: Assume that u = lðyÞ is a function where yðxÞ ∈D:
This relation is denoted by L whose domain is D. The oper-
ator L is called multiplicative differential operator generated
by lðyÞ = ωðxÞ and uνðyÞ = 1: The problem of determination
yðxÞ ∈ C∗ðnÞ which satisfies the conditions lðyÞ = 1 and uνðyÞ
= 1 is called the homogeneous multiplicative boundary value
problem.

Definition 5. Let Ly = yλ. y ≠ 1 is called multiplicative eigen-
function (∗eigenfunction) of the operator L. Here, λ is a
multiplicative eigenvalue (∗eigenvalue) of L: That is, the ∗

eigenvalues of an operator L are the values of λ when the
multiplicative boundary value problem

l yð Þ = yλ,
uν yð Þ = 1, ν = �1, n

ð10Þ

has nontrivial solutions.

We will soon construct the multiplicative SL problem.
That way, let us express multiplicative algebraic structures
that we will encounter while establishing and solving the
multiplicative SL equation. Arithmetic operations created
with exponential functions are called multiplicative algebraic
operations. Let us show some properties of these operations
with a multiplicative arithmetic table for f , g ∈ℝ+ [37].

f ⊕ g = f g,

f ⊖ g = f
g
,

f ⊙ g = f ln g = gln f :

ð11Þ

These operations create some algebraic structures. If ⊕
: A × A⟶ A is an operation where A ≠∅ and A ⊂ℝ+, the
algebraic structure ðA, ⊕Þ is called a multiplicative group.
Similarly, ðA, ⊕ , ⊙Þ is a multiplicative ring. This situation
gives us the opportunity to use these processes easily and
define different structures.

Consider the following multiplicative SL equation for x
∈ ½a, b�

L y½ � = e−1 ⊙ y∗∗ xð Þ
 �
⊕ eq xð Þ ⊙ y xð Þ
� �

= eλ ⊙ y xð Þ, ð12Þ

with the conditions

ecos α ⊙ y að Þð Þ ⊕ esin α ⊙ y∗ að Þ
 �
= 1,

ecos β ⊙ y bð Þ
� �

⊕ esin β ⊙ y∗ bð Þ
� �

= 1,
ð13Þ

where q is real valued on ½a, b� and α, β arbitrary real num-
bers. If we expand and simplify this problem by using the
properties of multiplicative calculus, the multiplicative SL
problem

y∗∗ð Þ−1yq xð Þ = yλ,

y að Þð Þcos α y∗ að Þð Þsin α = 1,

y bð Þð Þcos β y∗ bð Þð Þsin β = 1

ð14Þ

is obtained.
In usual case, (12) is equivalent to the following nonlin-

ear equation

y′′y − y′
� �2

+ λ − q xð Þð Þ ln y½ �y2 = 0: ð15Þ

The solutions of this nonlinear equation coincide with
the solutions of multiplicative equation (12). This shows
how important the multiplicative calculus is.
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We assume that a = 0, b = π throughout this study with-
out the loss of generality. In fact, ½a, b� is mapped to ½0, π� by
the substitution t = ðx − aÞlogb−aπ.

By setting cot α = −h and cot β =H, the boundary condi-
tions in (13) are converted to

y∗ 0ð Þy−h 0ð Þ = 1,
y∗ πð ÞyH πð Þ = 1:

ð16Þ

Let us denote the solutions of (12) by uðx, λÞ and vðx, λÞ
which satisfies

u 0, λð Þ = e,

u∗x 0, λð Þ = eh, ð17Þ

v 0, λð Þ = 1,
v∗x 0, λð Þ = e:

ð18Þ

In order to avoid any difficulties in expressing the main
parts of the study, the multiplicative inner product will be
defined and the spaces used throughout the study will be
given in the multiplicative case.

Definition 6. Let S ≠∅ and <, >∗ : S × S⟶ℝ+ be a map-
ping such that the following axioms hold for each x, y, z ∈
X:

(i) <f , f>∗ ≥ 1
(ii) <f , f>∗ = 1 if f = 1
(iii) <f ⊕ g, h>∗ = <f , h>∗ ⊕ <g, h>∗

(iv) <eα ⊙ f , g>∗ = eα ⊙ <f , g>∗, α ∈ℝ
(v) <f , g>∗ = <g, f>∗

Here, ðS, <, >∗Þ is called the ∗inner product space and
<, >∗ is the ∗inner product on S:

Lemma 7. The space L∗2 ½a, b� = f f : Ð ba½ f ðxÞ ⊙ f ðxÞ�dx<∞g is
an ∗inner product space with

<, >∗ : L∗2 a, b½ � × L∗2 a, b½ �⟶ℝ+, < f , g>∗ =
ðb
a
f xð Þ ⊙ g xð Þ½ �dx,

ð19Þ

where f , g ∈ L∗2 ½a, b� are positive functions.

Proof. Using the properties of the multiplicative inner prod-
uct and the definition of the given space, it can be easily
proved.

Theorem 8. Let λ = μ2: The asymptotic formulas of ∗eigen-
function of problems (12) and (13) are

u x, λð Þ = ecos μx+ h/μð Þ sin μx ·
ðx
0
u t, λð Þq tð Þ sin μ x−tð Þ½ �dt

� �1/μ
,

v x, λð Þ = e 1/μð Þ sin μx ·
ðx
0
v t, λð Þq tð Þ sin μ x−tð Þ½ �dt

� �1/μ
:

ð20Þ

Proof. The first estimate will only be proved because the
other can be proved similarly. Since uðx, λÞ satisfies (12),
we get

ðx
0
u t, λð Þq tð Þ sin μ x−tð Þ½ �dt =

ðx
0
u∗∗ t, λð Þsin μ x−tð Þ½ �dt

ðx
0
u t, λð Þsin μ x−tð Þ½ �dt

� �μ2
:

ð21Þ

If the ∗integration by parts method is applied to the first
multiplicative integral on the right twice in a row, we get

ðx
0
u∗∗ t, λð Þsin μ x−tð Þ½ �dt = uμ x, λð Þ

u∗ 0, λð Þsin μxu 0, λð Þμ cos μx

ðx
0
u t, λð Þsin μ x−tð Þ½ �dt

� �−μ2
:

ð22Þ

Then, by considering the conditions in (17) in (21) with
above relation,

ðx
0
u t, λð Þq tð Þ sin μ x−tð Þ½ �dt = uμ x, λð Þe− h sin μx+μ cos μxð Þ: ð23Þ

It completes the proof.☐

Remark 9. The more general 2nd-order multiplicative differ-
ential equation

y∗∗ y∗ð Þp xð Þyr xð Þ+λw xð Þ = 1 ð24Þ

can be transformed into the following multiplicative SL
equation

y∗ð Þμ xð Þ
h i∗

yr xð Þμ xð Þ+λμ xð Þw xð Þ = 1, ð25Þ

where μðxÞ = Ð ðepðxÞÞdx . If the multiplicative Liouville trans-

form u = y
Ð x

a
ðpðtÞ/2Þdt is used here, the multiplicative differen-

tial equation above turns to the following multiplicative SL
equation:

u∗∗uq xð Þ+λw xð Þ = 1, ð26Þ

where qðxÞ = rðxÞ − ð1/4Þð2p′ðxÞ + p2ðxÞÞ.
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Example 10. Consider the nonlinear eigenvalue problem in a
usual case:

y′′y − y′
� �2

+ λ ln yð Þy2 = 0, 0 < x < S,

y 0ð Þ = y Sð Þ = 1:
ð27Þ

It is quite difficult to solve this problem in the usual case.
For this reason, we will obtain the eigenvalues and eigen-
functions of the problem by using multiplicative calculus

techniques. By the relation y∗ðnÞ = eðln yÞðnÞ , n = 1, 2, (27) turns
into the multiplicative linear eigenvalue problem

y∗∗yλ = 1,
y 0ð Þ = y Sð Þ = 1:

ð28Þ

If λ ≤ 0, the trivial eigenfunction yðx, λÞ = 1 is obtained.
Suppose that λ > 0: Then, the solution of (28) is

λn =
nπ
S

� �2
,

yn xð Þ = eαn sin nπ
S xð Þ,

ð29Þ

where n = 1, 2, 3,⋯, and αn are constants. This solution is
also the solution to nonlinear eigenvalue problem (27). This
situation shows how effective multiplicative calculus can be
in mathematical physics.

Example 11. Now let us consider the periodic nonlinear
eigenvalue problem in the usual case:

y′′y − y′
� �2

+ λ ln yð Þy2 = 0,  − S < x < S,

y −Sð Þ = y Sð Þ,
y′ −Sð Þ = y′ Sð Þ:

ð30Þ

This problem is very important in mathematical physics
and its solution is extremely difficult in the usual case. Now,
let us turn this problem into an equation that is more

solvable in multiplicative calculus by relation y∗ðnÞ = eðln yÞðnÞ ,
n = 1, 2:

y∗∗yλ = 1,
y −Sð Þ = y Sð Þ,
y∗ −Sð Þ = y∗ Sð Þ:

ð31Þ

This problem is a multiplicative periodic linear eigenvalue
problem. Here, we get yðx, λÞ = 1 and yðx, λÞ = e when λ < 0
and λ = 0, respectively. Assume that λ > 0: If the similar
operations to the above solution are performed and periodic
conditions are taken into account, we get

λn =
nπ
S

� �2
,

yn xð Þ = ef g ∪ ecos
nπ
S xð Þn o

∪ esin
nπ
S xð Þn o

, n = 0, 1, 2, 3,⋯,

ð32Þ

where an are constants.

Now, we will establish the above equation with new condi-
tions and examine its solutions with another method. For this
solution, the multiplicative Laplace transform will be expressed
and all the necessary properties will be given. Then, the multi-
plicative SL problem will be solved using this multiplicative
transformation. The flawless operation of this transformation
in multiplicative analysis is important in terms of carrying
many concepts and theorems present in the classical case to
this field.We can guess from this situation that transformations
used for different purposes in mathematical physics can also be
carried. This is important in terms of considering many theo-
ries in mathematical physics from a different perspective and
obtaining different results.

Definition 12 (see [10]). Let f ðtÞ ∈ℝ+ on ½0,∞Þ: Multiplica-
tive Laplace transform for f is expressed by

Lm f tð Þf g = F sð Þ = eL f tð Þf g, ð33Þ

where L denotes usual Laplace transform.

Lemma 13 (see [10]). The multiplicative Laplace transform is
multiplicatively linear. Namely,

Lm f c11 tð Þf c22 tð Þ� 
=Lm f 1 tð Þf gc1Lm f 2 tð Þf gc2 , ð34Þ

where c1, c2 are arbitrary exponents.

Definition 14 (see [10]). Let f , f ∗, f ∗∗,⋯, f ∗ðn−1Þ be continu-
ous and f ∗ðnÞ be piece-wise continuous on 0 ≤ t ≤ A: Also,
assume that there exists positive real numbers K , α, and t0
such that

f ∗ n−1ð Þ tð Þ
��� ��� ≤ Kee

αt , t ≥ t0: ð35Þ

Furthermore, Lmf f ∗ðnÞðtÞg exists and can be calculated
by

Lm f ∗ nð Þ tð Þ
n o

= 1
f 0ð Þsn−1 f ∗ 0ð Þsn−2 f ∗∗ 0ð Þsn−3 ⋯ f ∗ n−1ð Þ 0ð Þ

F sð Þsn :

ð36Þ

Definition 15 (see [10]). Let FðsÞ be a multiplicative Laplace
transform of continuous function f , i.e., Lmf f ðtÞg = FðsÞ:
And L−1

m fFg is called the inverse multiplicative Laplace
transform. Here, we have the following relation
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Lm f tð Þtn
n o

= F∗ nð Þ sð Þ
� � −1ð Þn

: ð37Þ

Now, let us solve a nonlinear initial value problem in the
usual case by the multiplicative Laplace transform.

Example 16. Consider the below nonlinear IVP.

y′′y − y′
� �2

+ λ − q xð Þð Þ ln yf gy2 = 0,

y 0ð Þ = eα,
y′ 0ð Þ − βy 0ð Þ = 0,

ð38Þ

where qðxÞ = c and c is a constant. By substitution y∗ðnÞðxÞ
= eðln yÞðnÞðxÞ, n = 1, 2, (38) turns into the following multipli-
cative IVP.

y∗∗ð Þ−1yq xð Þ = yλ,
y 0ð Þ = eα,

y∗ 0ð Þ = eβ:

ð39Þ

If the multiplicative Laplace transform is applied to both
sides of the obtained equation (8) and necessary adjustments
are made, we get

Y sð Þ = e
αs+β
s2+λ−c: ð40Þ

Finally, using the multiplicative inverse Laplace trans-
form, the solution of (39) is

y x, λð Þ =
eα cos ffiffiffiffiffiffi

λ−c
p

xð Þ+ βffiffiffiffi
λ−c

p sin ffiffiffiffiffiffi
λ−c

p
xð Þ, λ > c,

eα+βx, λ = c,

eα cos h
ffiffiffiffiffiffi
c−λ

p
xð Þ+ βffiffiffiffi

c−λ
p sin h

ffiffiffiffiffiffi
c−λ

p
xð Þ, λ = c:

8>><
>>:

: ð41Þ

4. Some Spectral Properties of the
Multiplicative SL Problem

We examine some properties of the multiplicative SL operator
as self-adjointness, orthogonality, reality, and simplicity in this
section. Especially, the concepts of operator self-adjointness
and simplicity of eigenvalues have a very important place in
physics. The self-adjointness of an operator provides a great
advantage in explaining the problem and event. In addition,
the simplicity of the eigenvalues is useful in resolving complex
physical structures. Orthogonality of eigenfunctions and real-
ism of eigenvalues also have different and important meanings
physically. For all these reasons, these features will be exam-
ined mathematically.

Lemma 17. The multiplicative Sturm-Liouville operator L in
(12) is formally self-adjoint on L∗2 ½0, π�.

Proof. Let us use the notion of the multiplicative inner prod-
uct on L∗2 ½0, π�: It gives

Lu, vh i∗ =
ðπ
0

Luð Þln v
h idx

=
ðπ
0

u∗∗ð Þ−1uq xð Þ
� �ln v

� �dx

=
ðπ
0

u∗∗ð Þ−ln v
h idxðπ

0
uq xð Þ ln v
h idx

:

Using ∗integration by the parts formula two times for
the first factor of the right side,

ðπ
0

u∗∗ð Þ−ln v
h idx

= uln v∗

u∗ð Þln v

�����
π

0

·
ðπ
0
u−ln v∗∗
h idx

, ð43Þ

where FðxÞjβα = FðβÞ/FðαÞ: Setting this result in (42) implies
that

Lu, vh i∗ =Wm u,vf g xð Þ��π0 ·
ðπ
0
uln v∗∗ð Þ−1vq xð Þð Þh idx

=Wm u, vf g xð Þjπ0 ·
ðπ
0
uln Lvð Þ
h idx

=Wm u, vf g xð Þjπ0 · Lu, vh i∗,

ð44Þ

whereWmfu, vgðxÞ = ðu ⊙ v∗Þ ⊖ ðv ⊙ u∗Þ: It follows by the
conditions in (13) that Wmfu, vgð0Þ =Wmfu, vgðπÞ = 1:
Therefore, we get

Lu, vh i∗ = u, Lvh i∗: ð45Þ

It completes the proof of self-adjointness.☐

Lemma 18. The ∗eigenfunctions φðx, λÞ and ψðx, μÞ related
to distinct eigenvalues λ and μ are orthogonal, i.e.,

ðb
a
φ x, λð Þln ψ x,μð Þ
h idx

= 1: ð46Þ

Proof. By the self-adjointness of the SL operator L, we get

1 = Lu, vh i∗
u, Lvh i∗

=
φλ x, λð Þ, ψ x, μð Þ� �

∗
φ x, λð Þ, ψμ x, μð Þh i∗

=
ðπ
0
φ x, λð Þln ψ x,μð Þ
h idx� �λ−μ

,

ð47Þ

where uðxÞ = φðx, λÞ, vðxÞ = ψðx, μÞ: Since λ ≠ μ and the
right-side multiplicative integral is positive, it gives orthogo-
nality of the ∗eigenfunctions.☐

Lemma 19. All eigenvalues of multiplicative SL problems (12)
and (13) are real.

Proof. Let λ = u + iv be a complex eigenvalue for the given
problem. μ = �λ = u − iv is also an eigenvalue for (12) and
(13) corresponding to �yðx, λÞ. By previous the lemma, we
acquire
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ðb
a
y x, λð Þln

�y x,λð Þ
� �dx

= 1: ð48Þ

By definition of the multiplicative integral,

e
Ð b

a
ln �y x,λð Þ ln y x,λð Þdx = 1,ðb

a
ln y x, λð Þj j2dx = 0⇒ y x, λð Þ = 1:

ð49Þ

This is a contradiction. It is due to our assumption. So,
the chosen eigenvalue is real. Since this eigenvalue is arbi-
trary, all eigenvalues of the problem are real.

Now, let us examine another important spectral property of
this problem. The simplicity of eigenvalues is a very important
feature in mathematical physics, and there are many proof
techniques for simplicity. The algebraic multiplicity of an
eigenvalue is the number of times it repeats as a root of the
characteristic polynomial. If the algebraic multiplicity of an
eigenvalue is 1, that eigenvalue is called a simple eigenvalue.☐

Lemma 20. All eigenvalues of multiplicative SL equations
(12) and (13) are simple.

Proof. Let y1ðx, λÞ, y2ðx, λÞ be eigenfunctions of (12) and
(13) corresponding to λ: Therefore, both of these eigenfunc-
tions satisfy the given equation.

y∗∗1ð Þ−1yq xð Þ
1 = yλ1 ,

y∗∗2ð Þ−1yq xð Þ
2 = yλ2 :

ð50Þ

After some straightforward operations,

y∗∗1ð Þln y2 y∗∗2ð Þ−ln y1 = 1: ð51Þ

By using multiplicative integral from a to x,

y1 xð Þln y∗2 xð Þ

y∗1 xð Þð Þln y2 xð Þ
y∗1 að Þln y2 að Þ

y1 að Þð Þln y∗2 að Þ = 1: ð52Þ

Since y1ðx, λÞ, y2ðx, λÞ satisfy the given conditions,

y∗1 að Þ = y1 að Þ−cot α,
y∗2 að Þ = y2 að Þ−cot α:

ð53Þ

If we use this result in (52), it yields Wmfy1, y2gðaÞ = 1:
It gives that y1 and y2 are linearly dependent on ½a, b�. It
completes the proof.☐

5. Conclusion

In this study, we have constructed the multiplicative SL
problem and obtained ∗eigenfunctions of that problem by
using some techniques. Later, this problem was investigated
in terms of spectral theory in the multiplicative case. This

study shows that multiplicative calculus methods can be
applied to problems in spectral analysis and give solutions
more effectively. This situation will make great contributions
to the theory if many important theorems and problems in
spectral theory are dealt with in multiplicative calculus.
The foundations of multiplicative analysis in spectral theory
established with this study can then be applied to different
topics of mathematical physics. For example, inverse problems
in spectral theory can be identified in this analysis and quality
results can be obtained for applications of inverse problems in
engineering and medicine. Problems that are difficult to solve
in medicine and engineering and situations that cause time
loss during application can be reduced by using multiplicative
analysis. The current methods and techniques inmedicine and
engineering can be developed by multiplicative analysis. These
developments can be made in many application areas other
than reverse problems. Some numerical computation tech-
niques used in spectral analysis can be reestablished in this
new theory, and different evaluations can be made.
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