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Super HAD CCD and ISOCELL GW1 imaging sensors are used for capturing images in high-resolution cameras nowadays. These
high-resolution camera sensors were used in this work to acquire black gram plant leaf diseased images in natural cultivation
fields. Segmenting plant leaf regions from the black gram cultivation field images is a preliminary step for disease identification
and classification. It is also helpful for the farmers to assess the plants’ health and identify the diseases in their early stages.
Even though plant leaf region segmentation has been effectively handled in many contributions, no universally applicable
solution exists to solve all issues. Therefore, an approach for extracting leaf region from black gram plant leaf images is
presented in this article. The novelty of the proposed method is that MobileNetV2 has been utilized as a backbone network for
DeepLabv3+ layers to segment plant leaf regions. The DeepLabv3+ with MobileNetV2 segmentation model exhibited superior
performance compared to the other models (SegNet, U-Net, DeepLabv3+ with ResNet18, ResNet50, Xception, and
InceptionResNetV2) in terms of accuracy of 99.71%, Dice of 98.72%, and Jaccard/IoU of 97.47% when data augmentation was
applied. The algorithms were developed and trained using MATLAB software. Each of the experimental trials reported in this
article surpasses the prior findings.

1. Introduction

Agriculture is one of the most effective tool to end extreme
poverty, enhance economic prosperity, and feed 9.7 billion
people, expected by 2050. It contributed 4% of the global
GDP in 2018 and may account for more than 25% of GDP
in certain developing nations, playing a crucial role in eco-
nomic growth [1]. According to 2016 studies, agriculture pro-
vided a livelihood for 65% of impoverished working people.
One of the leading global issues that humankind confronts
nowadays in the agriculture sector is food insecurity, a signif-
icant source of plant diseases. In rural areas, experts have often
detected and identified plant diseases through their naked
eyes. However, to identify diseases in the early stages, special-
ists must always be present, which is time-consuming and
expensive for the farmers. An automatic method would be
effective for determining the measures taken to improve the
quality and productivity of the plant/crop.

Most currently available professional RGB cameras cap-
ture high-resolution images using a CCD image sensor with
a colour filter. There is a significant need for high-resolution
image data in various research areas such as medical, mili-
tary, and agriculture. CCD image sensors are widely used
in digital cameras and are found in these areas for image
acquisition. To capture high-quality images using their
CCD image sensors, Sony introduced a technology called
HAD CCD. Through the use of this technology, sensitivity
has increased significantly compared to the previous ver-
sions. ISOCELL GW1 is a high-resolution 64MP image sen-
sor introduced by Samsung. This imaging sensor supports a
real-time high dynamic range of up to 100 dB. GW1 sensor
adopts DCG (dual conversion gain) to convert captured
light into an electrical signal and super P.D. for quick auto-
focus. The devices that are utilized these two imaging sen-
sors were used in this work for image acquisition. During
the COVID-19 pandemic, A.I. was extensively used in
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biomedical and agricultural image processing applications
[2–4]. In artificial intelligence, convolutional neural net-
works (CNNs) proved their effectiveness in various com-
puter vision applications. Semantic segmentation using
deep, fully convolutional networks is one of the critical
computer vision tasks that has been effectively used in mul-
tiple domains, including medicine, agriculture, and autono-
mous driving [5–7]. In this work, we aimed to employ
semantic segmentation techniques to extract plant leaf
regions from the black gram plant leaf images having com-
plex backgrounds.

Black gram is a highly prized pulse crop grown in the
Indian subcontinent. The essential amino acids in most
grains are complemented by the black gram, making it a
necessary part of the Indian diet. It offers many health ben-
efits to humankind, including maintaining heart rate,
decreasing inflammation, assisting in skin maintenance,
increasing bone strength, boosting the nervous system, and
improving the digestive system. The black gram crop can
withstand adverse weather conditions and fixes atmospheric
nitrogen in the soil, improving soil fertility. The black gram
crop has recorded a whopping 22.10 kg of nitrogen per hect-
are, equating to an annual urea supplement of 59 thousand
tonnes. The productivity of the black gram crop decreases
because of the most common diseases such as leaf crinkle,
yellow mosaic, powdery mildew, and anthracnose. Higher
crop yield demands an accurate and prompt identification
and classification of such diseases.

Segmenting plant leaf regions from the images is critical
for disease identification and classification. Numerous
authors made significant contributions to this area of study
in the early stages of its development, introducing a slew of
methods based on edges, regions, clustering, threshold, and
watershed techniques [8–10], all of which are still in use
today. But these methods have numerous limitations; they
do not work correctly with too many edges, are sensitive to
noise, and are expensive in terms of time, memory, and
computations. Even though plant leaf region segmentation
has been effectively handled in many contributions, no uni-
versally applicable solution exists to solve all issues. A com-
prehensive method for extracting leaf region from the plant
leaf images is therefore presented in this article. The novelty
of the proposed method is that MobileNetV2 has been uti-
lized as a backbone network for DeepLabv3+ layers to seg-
ment plant leaf regions. Compared with the other adopted
semantic segmentation networks, this combination is more
effective in terms of time, computation, and size.

The significant contributions of this article are as follows:

(i) Black gram Plant Leaf Disease (BPLD) dataset was
collected with images taken from the cultivation
fields using the devices having high-resolution super
HAD CCD and ISOCELL GW1 imaging sensors

(a) Data were collected using two different imaging
sensor devices. The first device is the Sony
Cyber-shot DSC-H300 camera which uses a
super HAD CCD imaging sensor with a power-
ful 35x optical zoom and a resolution of 20.1

megapixels. The second device is a Samsung
Galaxy F41 smartphone which uses an ISO-
CELL GW1 imaging sensor: 64 megapixels and
an aperture of f/1.89. Nagayalanka, Andhra Pra-
desh, India, with latitude and longitude of
15.9455°N, 80.9180° E is the data source location.
The original RGB images have different dimen-
sions due to the usage of various devices, which
were then reduced to 512 × 512 in the preprocess-
ing stage using MATLAB Software [11]

(ii) Ground truth labels were generated for all the
images in the dataset with the help of an agricultural
expert using the image segmenter tool in MATLAB

(iii) SegNet, U-Net, and DeepLabv3+ semantic segmen-
tation architectures were implemented to extract the
leaf regions from the images with complicated
backgrounds. While implementing DeepLabv3+
architecture, the weights were initialized using
ResNet18, ResNet50, MobileNetV2, Xception, and
InceptionResNetV2 models

(iv) All the experiments were conducted with and
without data augmentation techniques to know the
strength of the limited available data

2. Related Works

Researchers conducted several studies in plant phenotyping
over the past few years to address the issues like plant species
identification, abnormality detection, leaf region segmenta-
tion, counting leaves, and disease severity estimation.
Segmentation, feature extraction, and classification are
essential in automated plant leaf disease detection computer
vision algorithms. Segmentation is a crucial and necessary
step in disease classification as it highly impacts the classifi-
cation accuracy of the algorithms. Several approaches for
extracting leaf regions from the background have been
reported in the literature. These techniques succeeded well
when the targeted leaf region has a homogeneous environ-
ment and suffers from varied experiences. Only a few
authors developed segmentation algorithms on complex
scenes reported in the literature. However, only a few suc-
cessfully discriminate leaf regions and must improve further.

Minervini et al. [12] developed a technique that auto-
matically segments and analyzes plant specimens from the
Arabidopsis plant images acquired from laboratory circum-
stances. The method mainly relies on the combination of
level-set and learning-based segmentation. The authors
achieved a Dice similarity coefficient (DSC) of 96.7%, and
the technique can segment images even in the unseen back-
ground. Öztürk and Akdemir [13] proposed an automatic
segmentation method based on a grey wolf optimizer used
to optimize neural networks and achieved 99.31% accuracy
on plain background plant leaf images. Yin et al. [14] pro-
posed a multileaf segmentation, alignment, and tracking sys-
tem for fluorescence plant video of Arabidopsis thaliana.
The authors evaluated their algorithm with the metrics
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SAT accuracy (based on leaf counting (F), alignment (E),
and tracking (T)) and SBD (symmetric best dice). The pro-
posed framework was tested on the Leaf Segmentation Chal-
lenge (LSC) dataset and achieved an accuracy of 78% of
SBD. Kumar and Domnic [15] proposed a three-step leaf
region extraction and leave counting method in digital plant
images. In this work, the authors adopted a graph-based
approach for leaf region segmentation and Circular Hough
Transform (CHT) for leave counting. Khan and Debnath
[16] proposed a novel segmentation method to segment
single or overlapping leaves by obtaining the contours of
every individual leaf. The model achieved a 95.34% seg-
mentation rate on single leaves and 86.73% on overlapping
leaves. Jeyalakshmi and Radha [17] developed an enhanced
GrabCut algorithm that does not require human interven-
tion to extract leaf regions from the healthy and unhealthy
plant leaf images.

Patil and Amarapur [18] proposed a novel leaf extrac-
tion technique based on modified factorization-based active
contour (MFACM). Tomato leaf disease images with com-
plicated backgrounds were utilized by Ngugi et al. [19] to
propose KijaniNet that could effectively remove complex
environments. Results make it clear that the suggested
CNN model performs better than the current approaches,
with mean weighted intersection over union of 0.9766 and
an F1 score of 0.9493, respectively. Yang et al. [20] proposed
a 15-class species classification model that combines Mask
R-CNN and VGG16 for segmentation and classification,
respectively. The effectiveness of the segmentation model
was measured using misclassification error (M.A.), and the
proposed Mask R-CNN achieved a low MA of 1.15% against
GrabCut and Otsu segmentation algorithms. Xiong et al.
[21] developed the automatic image segmentation algorithm
(AISA) using the GrabCut technique to design a crop disease
classification model on the expanded PlantVillage dataset.
The proposed segmentation model achieved a 95% correct
rate against 87% with GrabCut. An instance segmentation
method, ISC-MRCNN, was developed by Yang et al. [22]
to address the complicated background issues that influence
the classification performance of plant leaf images. Finally,
the outcomes of ISC-MRCNN were given as input to the
APS-DCCNN for classification. The suggested ISC-
MRCNN increases the average precision by 1.89% against
the state-of-the-art Mask R-CNN method. A U-Net-based
semantic segmentation was employed by Trivedi and Gupta
[23] on an LSC dataset to monitor a plant’s growth.

Hou et al. [24] developed an automated graph cut algo-
rithm to segment leaf regions from the potato leaf images
gathered from the A.I. Challenger Global A.I. Contest
(http://www.challenger.ai). In this work, the authors consid-
ered the Otsu thresholding method for segregating fore-
ground pixels and colour statistical thresholding for
segregating background pixels. The superpixel technique
was used to differentiate if background pixels matched with
the foreground leaf-infected patches. Jibrin et al. [25] devel-
oped a dynamic, iterative model for segmenting single leaves
from the overlapping leaves, called DCV-SO based on CV-
SO (Chan-Vese-Sobel Operator) model, which reduces the
mean error rate by 1.23% against the original CV-SO model.

Triki et al. [26] developed a deep leaf to assess the morpho-
logical characteristics of the herbarium leaf. These character-
istics include length, width, area, perimeter, and petiole
length. In this work, the authors used segmentation as the
preliminary step to extract leaf regions from the images
using Mask R-CNN.

Similarly, numerous approaches have been developed for
leaf segmentation [8–10, 27]. However, most of these
approaches were employed to segment leaf regions on a sim-
ple/plain background or images containing leaf regions at
their centre. But in real-life applications, a leaf may appear
anywhere in the picture. Segmentation of leaf regions from
real-world images is challenging, as these images may have
stems, occluded leaves, human parts, and nonleaf objects.
Thus, prior findings may not sufficiently segment the leaf
region from the complex environment and other overlap-
ping leaf images. Hence, developing new models for seg-
menting leaf regions from real-time field images is
necessary to overcome the limitation of poor segmentation
accuracy and similarity index (Dice) of leaf region segmenta-
tion algorithms presented in the literature. In this article, we
propose using semantic segmentation networks based on
deep convolutional neural networks such as SegNet, U-Net,
and DeepLabv3+. To create the DeepLabv3+ network, we
used ResNet18, ResNet50, MobileNetV2, Xception, and
InceptionResNetV2 as base networks.

3. Materials and Methods

The designed approach’s primary goal is to automatically
segment plant leaf regions from images with complex back-
grounds. Figure 1 is a flowchart representation of the pro-
posed method. Various imaging sensor devices are initially
utilized to collect the diseased plant leaf images directly from
the fields. After image acquisition, preprocessing techniques
are applied to enhance the image’s quality. Later, divide the
dataset into a training set and testing set, where a few data
augmentation techniques are used to the training set to
avoid overfitting. At the same time, training with the deep
network extracted the leaf regions from the images and eval-
uated the performance of the adopted networks.

3.1. Image Dataset. Nagayalanka, Andhra Pradesh, India, is
the data source location where the images were acquired
from the black gram fields using two different imaging sen-
sor devices. The first device is the Sony Cyber-shot DSC-
H300 camera having a super HAD CCD imaging sensor
with a powerful 35x optical zoom and a resolution of 20.1
megapixels. The second device is a Samsung Galaxy F41
smartphone with having ISOCELL GW1 imaging sensor
with 64 megapixels and an aperture of f/1.89. Because of uti-
lizing different devices, the original RGB images in the data-
set had varying dimensions, which were resized to 512 × 512
using MATLAB software during the preprocessing stage
[28]. The BPLD dataset consists of 1000 images of four dis-
eased and healthy categories. The dataset is freely available at
doi:10.17632/zfcv9fmrgv.3. The aim of creating this BPLD
dataset is to develop an effective and automated black gram
plant leaf disease detection and classification system to help
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the farmers for recognizing the most prevalent black gram
leaf diseases (leaf crinkle, yellow mosaic, powdery mildew,
and anthracnose) [11]. However, the present work is aimed
at developing an automatic leaf region segmentation from
the cultivation field images, which have complex greenery/
plain backgrounds and different illumination conditions.
Some sample black gram plant leaf images in the dataset
are shown in Figure 2. Moreover, each shot in Figure 2 rep-
resents each disease category in the dataset.

3.2. Preprocessing. In the preprocessing stage, data was
cleaned, and then, the images’ size was reduced to 256 ×
256 and 300 × 300 dimensions. Since deep learning algo-
rithms require all input images to be of the same size and
they have their own input size requirements (256 × 256 for
SegNet, U-Net, ResNet 18, ResNet50, and MobileNetV2
and 300 × 300 for Xception and InceptionResNetV2).
Ground truth binary masks for all the images in the dataset
were generated using the image segmenter app (MathWorks
Inc., n.d.). Now the 1000 image pairs (original images and
their corresponding binary masks) were split into training
pair and testing pair such that 80% of images were in the
training set and 20% of images were in the testing set. So,
there were 800 images in the training set and 200 in the test-
ing set. We split the dataset such that both the training and
testing sets contained images of all the disease categories and
ensured no repetition of instances.

3.3. Data Augmentation. Data augmentation refers to gener-
ating a considerable amount of data from limited available
data. This work employed rotation augmentation (45°, 90°,
135°, 180°, 225°, 270°, and 315°) and mirror symmetry aug-
mentation (horizontal symmetry and vertical symmetry)
(shown in Figure 3) [29]. Eight thousand images increased
the training set pair with the mentioned augmentation tech-
niques. The number of samples available in the dataset for

each disease category before and after the data augmentation
techniques is tabulated in Table 1.

3.4. Deep Learning for Semantic Segmentation. Deep learning
has proven to be very effective when dealing with image
data, and it is now at a point where it outperforms humans
in several applications. Image classification, object detection,
and segmentation are the most significant issues that
humanity has been particularly interested in solving with
computer vision. Image segmentation is a more complicated
task since it requires both object recognition and localiza-
tion, where each pixel is assigned to a particular class. Now-
adays, semantic segmentation is used widely for
segmentation as it is a heavily influenced method for deep
learning and aids computer vision to analyze the images
quickly. The general semantic segmentation network con-
sists of an encoder network followed by a decoder network.
An encoder is a pretrained classification network, whereas
a decoder is responsible for discriminative features learned
by the encoder for dense classification. Several semantic seg-
mentation models have been reported in the literature. To
exploit the best segmentation model for leaf region extrac-
tion under a complicated background, we examined SegNet,
U-Net, and DeepLabv3+ layers in the proposed research
work.

3.4.1. U-Net. Ronneberger et al. [30] developed the U-Net
architecture (Figure 4) for biomedical image segmentation.
Its architecture has two main paths. The contraction path
is known as the encoder, which is responsible for capturing
the context of an image using convolutional and max-
pooling layers. Another is the expansion path known as
the decoder, which is responsible for object detection and
localization using transposed convolutions. Typically, the
encoder path reduces the spatial resolution of an input
image, and the decoder recovers spatial resolution gradually

Image acquisition
using various

camera sensors

Image
preprocessing

Original images

Labelled images

Data
augmentation

Deep neural
networksTraining set

Testing set

Segmented
output

SegNet
U-Net

DeepLabv3+

Data
augmentation

Figure 1: Flow of the proposed research work.

(a) (b) (c) (d) (e)

Figure 2: Sample images in dataset: (a) anthracnose; (b) healthy; (c) leaf crinkle; (d) powdery mildew; (e) yellow mosaic disease.
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using upsampling layers. U-Net can handle images of any
size because of not having dense layers. It only depends on
convolutional layers to be an end-to-end fully convolutional
network. The grey arrows in Figure 4 illustrate the skip con-
nections used to connect encoder block outputs to corre-
sponding decoder blocks. This phase attempts to retrieve
the fine details learned by the encoder stage to restore the
spatial resolution of the original input image. For 2D bio-
medical segmentation, U-Net has shown exceptional perfor-
mance, and still, it continues to be utilized as a baseline for
research in this area.

The basic architecture of the U-Net model is illustrated
in Figure 4. The contracting path performed a downsam-
pling operation, consisting of two 3 × 3 convolutions repeat-
edly, followed by a ReLU activation function and a 2 × 2max
pooling with stride 2. The number of feature channels is
increased by a factor of two for each downsampling, whereas
the expansive path performed the upsampling operation,
having a 2 × 2 convolution which reduces the number of fea-
ture channels by half, a concatenation with corresponding
features from the contracting path and two 3 × 3 convolu-
tions, each followed by a ReLU. At the final layer, a 1 × 1
convolution is used to map each 64-component feature vec-
tor to the desired number of classes. Mathematically, convo-
lution is accomplished using equation (1), which performs
as a kind of transformation [31].

Z xk ii, jjð Þð Þ = f 〠
k

k=1
xk ii, jjð Þ:wk + bk

 !
↔ Z = f X:W + bð Þ, ð1Þ

where w is the weight vector, b is the bias vector, and xk
ðii, jjÞ is the activation function’s input and the convolu-

tion operation’s output. After the convolution operation,
U-Net utilized ReLU as an activation function represented
in equation (2).

A xk ii, jjð Þð Þ =max 0, Z xk ii, jjð Þð Þ:ð ð2Þ

3.4.2. SegNet. SegNet architecture has been put forth by
Badrinarayanan et al. [32] with 13 convolutional layers
in each encoder and decoder network, followed by a soft-
max layer responsible for probabilities for every class per
pixel. Finally, the segmented output is formed by the class
with the most excellent chance of being present at each
pixel. The network architecture of the SegNet is illustrated
in Figure 5. In SegNet, max-pooling indices (instead of
using skip connections in U-Net) of the feature map in
the encoder network are stored and utilized in its decoder
network for better performance, making it more efficient.
SegNet has significant advantages like compactness in size,
needing less memory, and being more accessible to train
than other semantic segmentation networks.

s xið Þ = exi

∑n
j=1e

xj
, ð3Þ

where n is the number of classes, x is the output vector of
the model, and i is in the range of 0 to n − 1.

If an image with a size of MxN is fed into the encoder’s
first layer, then the activation map of ðm + 1Þth layer of the
encoder is given in equation (4), and an activation map of
ðm + 1Þth decoder layer is given in equation (5) [33].

xm+1 = MAX ReLU convm xmf g + bmð Þ½ �f g, ð4Þ

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Figure 3: Data augmentation: (a–h) rotation augmentation, (i) horizontal symmetry, and (j) vertical symmetry.

Table 1: Number of samples available in the dataset on each disease category before and after the data augmentation.

Disease Images Training images Testing images Training images after augmentation

Anthracnose 230 184 46 1840

Healthy 220 176 44 1760

Leaf crinkle 150 120 30 1500

Powdery mildew 180 144 36 1440

Yellow mosaic 220 176 44 1760

Total 1000 800 200 8000

5Journal of Sensors
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ym+1 = NORM convm US ymð Þ + bmf g½ �, ð5Þ

where xm is the activation map of mth encoder layer, bm is
the learned bias of mth layer, ym is the activation map of
mth decoder layer, convf:g is the convolution operation,
ReLUð:Þ is the ReLU activation function,MAX½:� is the max-
pooling operation, NORM½:� is the batch normalization, and
USð:Þ is the upsampling.

3.4.3. DeepLabv3+. DeepLabv3+ was developed by Chen
et al. [34], who works at Google Inc., to overcome the issues
present in the existing DeepLab series. It is the extended ver-
sion of DeepLabv3. A simple but effective decoder module
has been added to DeepLabv3 to improve the segmentation
results, particularly along object boundaries, by gradually
recovering the spatial information. To regain the spatial res-
olution, the authors recommended atrous convolution,

devised for efficient computing and presented in equation
(6). DeepLabv3+ extensively uses an aligned Xception net-
work as its principal feature extractor and replaced max-
pooling layers with depthwise separable convolutions. It is
important to note that the depthwise separable convolutions
introduced in DeepLabv3 were carried over to DeepLabv3+.
Depthwise separable convolution is the opposite of standard
convolution as it performs both depthwise and pointwise
convolutions separately. With the convolutional filter,
depthwise convolution carries out spatial convolution per
each input channel, and pointwise convolution combines
the outputs of depthwise convolutions. The authors
improved the encoder-decoder network by applying depth-
wise separable convolution to atrous spatial pyramid pooling
(ASPP) and decoder modules (shown in Figure 6), making it
quicker and more robust. DeepLabv3+ utilizes pretrained
CNNs in the encoder stage for feature extraction. In this
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Figure 4: Architecture of U-Net proposed by Ronneberger et al. [30].

Conv + BN + ReLU Max pooling
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Figure 5: Architecture of SegNet.
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work, ResNet18, ResNet50, MobileNetV2, Xception, and
InceptionResNetV2 were used as backbone networks for
the DeepLabv3+.

y ið Þ =〠
k

x i + r:k½ �w k½ �, ð6Þ

where i, w, x, and y are the location, filter, input feature map,
and output feature map of 2D signals, respectively, and r is
the atrous rate [35].

4. Experimental Results and Discussion

The experiments were conducted on MATLAB 2021 envi-
ronment with the system specifications as Intel® Core™ i5-
8250U CPU @ 1.60GHz 1.80GHz, 8GB RAM, and with
64-bit Windows 10 operating systems.

4.1. Evaluation of Semantic Segmentation. Evaluation met-
rics such as global accuracy, mean accuracy, Jaccard/IoU,

Dice, weighted IoU, and mean score will be calculated to val-
idate semantic segmentation networks. In this work, “leaf”
and “background” are the two classes in the dataset. Let us
consider that K is the no. of classes in the image and N is
the total number of testing images in the dataset.

4.1.1. Global Accuracy (G.A.). Global accuracy is the ratio of
accurately categorized pixels to the total number of pixels in
the image, irrespective of the class.

Acc =
TP + TN

TP + TN + FP + FN
, ð7Þ

where TP is true positive, TN is true negative, FP is false pos-
itive, and FN is false negative.

GA =
1
N

〠
N

n=1
Accn, ð8Þ

where Accn is the accuracy of a particular image n.

4.1.2. Mean Accuracy.Mean accuracy is the average accuracy
of all classes of all images in the dataset.

MA=
1

KN
〠
K

k=1
〠
N

n=1
Acckn, ð9Þ

where Acckn is the accuracy measured using equation (1) for
a specified class k in an image n.

4.1.3. Mean IoU/Jaccard. Mean IoU/Jaccard is the ratio of
accurately categorized pixels to the total number of ground
truth and predicted pixels in that class.

Input Image

Predicted Output

Encoder

Decoder

DCNN

1×1 conv

1×1 conv

1×1 conv 3×3 conv

3×3 conv
rate 6

3×3 conv
rate 12

3×3 conv
rate 18

Atrous conv

Image
pooling

Upsample
by 4

Upsample
by 4Concat

Low-level
features

Figure 6: Architecture of DeepLabv3+ proposed by Chen et al. [34].

Table 2: Summary of hyperparameters.

Hyperparameters

Input size
300 × 300 Xception and

InceptionResNetV2

256 × 256 Remaining networks

Batch size 12 —

Learning
rate

0.001 —

Optimizer SGDM —

Loss
function

Binary cross-
entropy

—

Epochs
50 Case I

15 Case II

7Journal of Sensors
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IoUkn =
TP

TP + FN + FP
, ð10Þ

where IoUkn is the IoU of a particular class k in an image n.
Mean IoU is the average of the IoU of all the classes of all

the images in the dataset.

meanIoU =
1

KN
〠
K

k=1
〠
N

n=1
IoUkn: ð11Þ

4.1.4. Dice/Similarity Index. Dice is used to determining how
well the predicted segmented output correlates with the

ground truth. It can be calculated using Jaccard/IoU (if
already known).

Dice =
2 ∗ Jaccard
1 + Jaccard

: ð12Þ

4.1.5. Mean Weighted IoU (mwIoU). It is the average IoU of
each class weighted by the total number of pixels in that class.

mwIoU =
1

KN
〠
K

k=1
p−1k 〠

N

n=1
IoUkn, ð13Þ

where pk is the total number of pixels in the class k.

Table 4: Comparison results for each object category, when no data augmentation is applied.

S. no. Model
Accuracy IOU BFScore

Background Leaf Background Leaf Background Leaf

1 SegNet 0.90766 0.98012 0.85052 0.84438 0.78024 0.72435

2 U-Net 0.55684 0.98417 0.49013 0.61486 0.5356 0.53883

3 DeepLabv3+-ResNet18 0.98279 0.98469 0.95368 0.93497 0.9177 0.87159

4 DeepLabv3+-ResNet50 0.98044 0.97501 0.94332 0.92449 0.89813 0.85699

5 DeepLabv3+-Xception 0.98723 0.98961 0.96236 0.95166 0.92509 0.89564

6 DeepLabv3+-InceptionResNetV2 0.99235 0.99401 0.97236 0.96423 0.9542 0.93509

7 DeepLabv3+-MobileNetV2 (proposed model) 0.98155 0.94971 0.93202 0.8883 0.85183 0.72799

Table 5: Performance evaluation of the networks without data augmentation.

S. no. Model
Global
accuracy

Mean
accuracy

Mean IoU/
Jaccard

Dice/
similarity
index

Mean
weighted

IoU

Mean
BFScore

Size of the trained
network (MB)

1 SegNet 0.93771 0.94389 0.84745 0.91743 0.84797 0.75229 0.831

2 U-Net 0.74189 0.77051 0.55249 0.71175 0.54414 0.53721 110

3 DeepLabv3+-ResNet18 0.98355 0.98373 0.94432 0.97136 0.94605 0.89464 58.4

4 DeepLabv3+-ResNet50 0.97822 0.97773 0.9339 0.96582 0.93563 0.87756 141

5 DeepLabv3+-Xception 0.98821 0.98842 0.95701 0.97803 0.95799 0.91036 83.4

6 DeepLabv3+-InceptionResNetV2 0.99303 0.99318 0.96829 0.98389 0.96904 0.94465 238

7
DeepLabv3+-MobileNetV2

(proposed model)
0.96868 0.96563 0.91016 0.95297 0.91435 0.78991 9.5

Table 3: Algorithms for training and testing the networks.

Algorithm for training the networks Algorithm for testing the networks

Load training data
Create an image datastore for the training images
Define class names and their associated label IDs
Create a pixel label datastore holding the ground truth pixel labels for
the training images
Create SegNet or U-Net or DeepLabv3+ layers
Combine image and pixel label data for training

Set up training options
Initial learning rate
Minibatch size
Optimizer
Epochs

Train the network
Save the network

Load the trained network
Load the test data

Create image datastore for the testing images
Define class names and their associated label IDs

Create a pixel label datastore holding the ground truth pixel labels
for the testing images

Run the trained network on the test images
Evaluate the prediction results against the ground truth

Global accuracy
Mean accuracy
Mean IoU

Dice similarity index
Mean weighted IoU

Mean BFScore
Display confusion metrics

8 Journal of Sensors
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Figure 7: Continued.
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Figure 7: Continued.
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4.1.6. Mean BFScore. The mean BFScore is mathematically
defined as follows:

BFScore =
2 ∗ precision ∗ recall
precision + recall

, ð14Þ

where precision = TP/ðTP + FPÞ and recall = TP/ðTP + FNÞ.

mean BFScore =
1

KN
〠
K

k=1
〠
N

n=1
BFScorekn, ð15Þ

where BFScorekn is the boundary F1 score of a particular
class k of an image n.

4.2. Performance Evaluation of the Adopted Networks. All the
images in the dataset and their corresponding ground truth
labels were rescaled to 256 × 256 and 300 × 300 dimensions
to meet the training need of deep network models. Rotation
and mirror symmetry augmentation techniques were uti-
lized to enhance the dataset. We adopted SegNet, U-Net,
and DeepLabv3+ network models for the segmentation.
Moreover, ResNet18, ResNet50, MobileNetV2, Xception,
and InceptionResNetV2 networks were utilized as backbone
networks for DeepLabV3+ layers. Initially, the dataset is
divided into training and testing sets. In the data, 80%
(800) of images were used to train the models, and the other
20% (200) images were used to test the trained model’s reli-
ability. The robustness of the trained model was evaluated by
comparing segmented results with the ground truth images
generated by the image segmenter tool in MATLAB. To
assess the generalizability of the models, we have done
experiments in two cases: with and without the use of data
augmentation techniques on the training set. As a result, in

the case without using data augmentation, the training set
has 800 images, while in the case of using data augmenta-
tion, the training set has 8000 images.

Parameter selection, commonly called hyperparameter
tuning, is a necessary step before training the CNN architec-
tures to find the correct equilibrium among the bias and var-
iance, to prevent the vanishing/exploding gradient problem,
and to speed up the learning process. It is essential, as these
selected parameter values determine the behaviour of the
training algorithm. Several approaches are available to
choose the parameter values. Manual search, grid search,
random search, and Bayesian search methods are commonly
used. In this article, we have employed a manual search
method to tune the hyperparameters for all experimentation.
One does not need a dedicated library for the manual tuning
of hyperparameters. Instead, one needs to try the different
combinations of hyperparameters for the model and select
the combination that performs the best. In the manual
search method, we have utilized different varieties such as
optimizers (SGDM, Adam, and RMSProp), initial learning
rate (0.01, 0.001, and 0.0001), minibatch size (12, 24, and
32), and epochs (15, 30, 50, and 100). Through extensive
experimentation, we have set the hyperparameters as an ini-
tial learning rate of 0.001, optimizer SGD with 0.9 momen-
tum, minibatch size of 12, and 50 epochs without data
augmentation and 15 for with data augmentation. Table 2
represents the hyperparameters employed for training the
adopted segmentation models.

The algorithm for training and testing the networks is
shown in Table 3.

4.2.1. Case I: Without the Use of Data Augmentation on the
Training Set. In this case, the training set has 800 images,
and the testing set has 200 images. Results for each object
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Figure 7: Confusion matrices of (a) SegNet, (b) U-Net, and DeepLabv3+ with (c) ResNet18, (d) ResNet50, (e) MobileNetV2, (f) Xception,
and (g) InceptionResNetV2 models on the test set when no data augmentation applied on the training set.
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Figure 8: Continued.
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category (leaf and background) in Table 4 and mean values
of performance metrics in Table 5 are outlined. The results
show that DeepLabv3+ exhibited superior performance
compared to SegNet and U-Net segmentation models. Dee-
pLabv3+ with InceptionResNetV2 achieved an accuracy of
99.401% for the leaf class, slightly higher than the back-
ground class accuracy of 99.235%. The same model reached
an Intersection over Union (IoU) of 97.236% for the back-
ground class and 96.423% for the leaf class. At the same
time, considering the BFScore, 95.42% for the background
class and 93.509% for the leaf class are achieved. Coming
to the mean values presented in Table 5, the DeepLabv3
+-InceptionResNetV2 achieved global accuracy of 99.303%,
mean accuracy of 99.318%, mean IoU of 96.829, Dice simi-
larity index of 98.389%, mean weighted IoU of 96.904%,
and mean BFScore of 94.465%. The results show that the
accuracy and the similarity indexes are good, but boundary
F1 or mean BFScore is not up to the mark. To increase the
boundary F1 score, we applied rotation and mirror symme-
try augmentation techniques on the training set and per-
formed the same experiments similar manner.

The confusion matrices for all trained models in terms of
individual class accuracies without and with data augmenta-
tion techniques are presented in Figures 7 and 8.

4.2.2. Case II: With the Use of Data Augmentation on the
Training Set. In this case, we applied rotation and mirror
symmetry augmentation techniques on the training set to
have a total of 8000 images, and the testing set had 200
images. Results for each object category (leaf and back-
ground) in Table 6 and mean values of performance metrics
in Table 7 are outlined. In this case, the proposed model
achieved an accuracy of 99.685% for the leaf class compared
with the background class accuracy of 99.732%. The same
model reached an Intersection over Union (IoU) of
97.874% for the background class and 97.065% for the leaf
class. Considering the BFScore, DeepLabv3+-InceptionRes-
NetV2 achieved 98.487% for the background class and
96.75% for the leaf class. Coming to the mean values presented
in Table 7, the proposed DeepLabv3+-MobileNetV2 achieved
higher performance in terms of global accuracy of 99.713%,
mean accuracy of 99.708%, mean IoU of 97.47, Dice similarity
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Figure 8: Confusion matrices of (a) SegNet, (b) U-Net, and DeepLabv3+ with (c) ResNet18, (d) ResNet50, (e) MobileNetV2, (f) Xception,
and (g) InceptionResNetV2 models on a test set when data augmentation applied on the training set.

Table 6: Comparison results for each object category when data augmentation is applied.

S. no. Model
Accuracy IOU BFScore

Background Leaf Background Leaf Background Leaf

1 SegNet 0.91385 0.97268 0.85024 0.84061 0.75634 0.6839

2 U-Net 0.91109 0.92521 0.82538 0.78383 0.68544 0.54375

3 DeepLabv3+-ResNet18 0.99552 0.99633 0.97673 0.96713 0.97328 0.95758

4 DeepLabv3+-ResNet50 0.99727 0.99662 0.97904 0.96966 0.97823 0.96355

5 DeepLabv3+-Xception 0.99622 0.99408 0.97826 0.96841 0.97346 0.95671

6 DeepLabv3+-InceptionResNetV2 0.9984 0.98881 0.97771 0.96759 0.98487 0.9675

7 DeepLabv3+-MobileNetV2 (proposed model) 0.99732 0.99685 0.97874 0.97065 0.97576 0.96222
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index of 98.719%, mean weighted IoU of 97.544%, and mean
BFScore of 96.899%. The results show that DeepLabv3+ with
MobileNetV2 outperforms the remaining models when data
augmentation is applied to the training set.

In both cases, U-Net stood last; mainly when, in case 2, it
stayed 7.9%, 17.01%, 9.55%, and 35.44% behind DeepLabv3
+-MobileNetV2 in terms of MA, IoU, Dice, and mean
BFScore, respectively.

Figure 9 shows the segmented outcomes of all trained
models for five sample images of the testing set in our data-
set. Original images are shown in the first row, followed by
respective ground truth labels in the second. The following
seven rows, i.e., row three to row nine, correspond to the
segmented outputs produced by each network.

The leaf region segmentation is challenging when the
plant images have overlapping/occluded leaves and complex

Table 7: Performance evaluation of the networks with data augmentation.

S.
no.

Model
Global
accuracy

Mean
accuracy

Mean IoU/
Jaccard

Dice/
similarity
index

Mean
weighted

IoU

Mean
BFScore

Size of the trained
network (MB)

1 SegNet 0.93822 0.94327 0.84542 0.91624 0.84625 0.72012 0.831

2 U-Net 0.91687 0.91815 0.8046 0.89172 0.80837 0.61459 110

3 DeepLabv3+-ResNet18 0.99585 0.99593 0.97193 0.98577 0.97282 0.96543 58.4

4 DeepLabv3+-ResNet50 0.99684 0.99674 0.97435 0.98701 0.97522 0.97089 141

5 DeepLabv3+-Xception 0.99535 0.99515 0.97333 0.98648 0.97424 0.96508 83.4

6 DeepLabv3+-InceptionResNetV2 0.99449 0.99361 0.97265 0.98614 0.97358 0.97619 238

7
DeepLabv3+-MobileNetV2

(proposed model)
0.99713 0.99708 0.9747 0.98719 0.97544 0.96899 9.5

Original images

Ground truth
labels 

SegNet

U-Net 

DeepLabv3+
ResNet18

DeepLabv3+
ResNet50

DeepLabv3+
Xception

DeepLabv3+
InceptionResNetV2 

DeepLabv3+
MobileNetV2

(proposed model)

Figure 9: Segmented outputs of adopted networks.
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backgrounds. Most presently available leaf segmentation
methods [12, 15, 17, 24, 26, 36, 37] were designed to work
specifically with certain acquisition circumstances. As a con-
sequence, these techniques are not able to give good results
in field conditions. Even though some other authors
[18–20, 22, 25] developed the segmentation models based
on field conditions, they have to be improved further due
to the lack of performance. [13] pointed out that their
model’s process load increases as the number of features
increases for better results. When more than 23% overlap
between the leaves, the algorithm [14] treats two leaves as
one. When the resolution of the input images is inferior
and on blurred images, the authors [16] found that their
model fails to recognize leaves. Due to the lack of training
images, which is crucial for deep learning, the model could
not remember the shape and textures of the region of inter-
est [38]. Because pixels in the backdrop resemble leaves [39],
the segmentation technique still has certain flaws and cannot
assure that their model’s processing time will be competitive.
The model proposed by [23] is not performed well in certain
situations, like the images with numerous plants and leaves
of the plant that are not green. The demand for high compu-
tational time, the enormous datasets required for training,
and low performance due to under/over segmentation are
all significant drawbacks of the methods discussed in the lit-
erature. The proposed method provides a solution to the
issues that have been addressed so far.

Our proposed segmentation algorithm was developed
using DeepLabv3+ layers with the MobileNetV2 model as
a backbone. DeepLabv3+ is a state-of-the-art semantic seg-
mentation model combining encoder-decoder architecture
and atrous spatial pyramid pooling. From the experimental
findings, the proposed DeepLabv3+-MobileNetV2 model
has the potential and can be employed for successfully seg-
menting leaf regions from complex backgrounds. It is a fully
automatic segmentation algorithm and outperforms other
networks with considerable accuracy and similarity index.
We have developed and evaluated the proposed segmenta-
tion model on the BPLD dataset, which has five disease cat-
egories of images. A primary emphasis of our future research
work is to design leaf disease identification systems tailored
to mobile phone applications and expand the proposed
model’s effectiveness to extract the leaf regions from the
images of other crops/plants.

The computational complexity of any computer vision-
based segmentation algorithm is the number of resources
needed to execute it. Special attention is given to the time
and memory required to complete the task. Table 8 depicts
the computational complexity comparison between the pro-
posed network with the other networks. The training time of
DeepLabv3+-Xception and DeepLabv3+-InceptionRes-
NetV2 is higher in both training cases because they are dee-
per networks than others, whereas DeepLabv3+-ResNet18
was relatively faster in training in both cases but exhibited
lower performance than DeepLabv3+-MobileNetV2. How-
ever, despite its depth, the proposed DeepLabv3+-Mobile-
NetV2 network trained very fast because of its limited
number of parameters. The table shows that the proposed
DeepLabv3+-MobileNetV2 model achieved a remarkable
segmentation accuracy with less training time (7 h 23min
for case I and 22 h 28min for case II) and no. of epochs
(50 for point I and 15 for case II). And also, the size of the
network is 9.5MB, which is significantly less in comparison
with the other models and can quickly implement and run
on mobile devices.

5. Conclusion

This work proposed and evaluated the use of deep fully con-
volutional neural networks to segment plant leaf regions
under complex backgrounds. The images in the dataset were
collected using the devices having super HAD CCD and
ISOCELL GW1 imaging sensors from the black gram crop
cultivation fields. Seven FCN models were adopted for the
proposed work: SegNet, U-Net, and five DeepLabv3+ vari-
ants, such are ResNet18, ResNet50, MobileNetV2, Xception,
and InceptionResNetV2. In comparison to other FCN
models, the segmentation results show that DeepLabv3+
architecture is more efficient in working with plant leaf
images that have complex backgrounds. Significantly, the
proposed DeepLabv3+-MobileNetV2 segmentation model
exhibited higher global accuracy of 99.713%, mean accuracy
of 99.708%, mean IoU of 97.47%, Dice similarity index of
98.719%, mean weighted IoU of 97.544%, and mean
BFScore of 96.899%. The results show that the proposed
DeepLabv3+-MobileNetV2 model outperforms the remain-
ing FCN models in case 2, i.e., using data augmentation on
the training set.

Table 8: Comparison of computational complexity between the adopted networks.

Network
Training time

(H.H. :MM : S.S.)
No. of epochs

Size of the trained network Initial learning rate
Case I Case II Case I Case II

SegNet 08 : 39 : 30 24 : 12 : 20 50 15 0.831 0.001

U-Net 15 : 27 : 32 61 : 20 : 16 50 15 110 0.00001

DeepLabv3+-ResNet18 05 : 55 : 50 18 : 09 : 10 50 15 58.4 0.001

DeepLabv3+-ResNet50 10 : 56 : 29 36 : 59 : 07 50 15 141 0.001

DeepLabv3+-Xception 26 : 12 : 08 66 : 24 : 36 25 15 83.4 0.001

DeepLabv3+-InceptionResNetV2 25 : 24 : 57 78 : 27 : 47 25 15 238 0.001

DeepLabv3+-MobileNetV2 (proposed method) 07 : 29 : 15 22 : 28 : 37 50 15 9.5 0.001
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Under realistic conditions like variable illumination
and overlapping and occluded leaves, extracting leaf region
will become more complicated, and the proposed method
is one of the solutions to this problem. MobileNetV2 is
a lightweight network with less computational complexity,
so the proposed semantic segmentation network (Dee-
pLabv3+-MobileNetV2) can be easily implemented and
run on mobile devices. Our future goal is to use these seg-
mented leaf outcomes for disease detection and classifica-
tion algorithms, designed using deep learning techniques.
Combining this leaf segmentation step for disease recogni-
tion algorithms may lead to less training time and greater
accuracy.
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Low-cost monitoring and automation solutions for smart grids have been made viable by recent advancements in embedded
systems and wireless sensor networks (W.S.N.s). A well-designed smart network of subsystems and metasystems known as a
“smart grid” is aimed at enhancing the conventional power grid’s efficiency and guaranteeing dependable energy delivery. A
smart grid (S.G.) requires two-way communication between utility providers and end users in order to accomplish its aims.
This research proposes a novel technique in enhancing the smart grid security and industry fault detection using a wireless
sensor network with deep learning architectures. The smart grid network security has been enhanced using a blockchain-based
smart grid node routing protocol with IoT module. The industrial analysis has been carried out based on monitoring for fault
detection in a network using Q-learning-based transfer convolutional network. The experimental analysis has been carried out
in terms of bit error rate, end-end delay, throughput rate, spectral efficiency, accuracy, M.A.P., and RMSE. The proposed
technique attained bit error rate of 65%, end-end delay of 57%, throughput rate of 97%, spectral efficiency of 93%, accuracy of
95%, M.A.P. of 55%, and RMSE of 75%. This proposed paradigm is advantageous for the operation of smart grids for
increased security and industrial fault detection across the network because security is the biggest barrier in smart grid
implementation.

1. Introduction

Due to its portability, affordability, and ease of deployment,
WSN is one of the best approaches for many real-time appli-
cations. Monitoring the area of interest, gathering data, and
sending it to BS for postprocessing and analysis are the
duties of the WSN [1]. Some WSN implementations make
use of a lot of sensor nodes. Additionally, the battery life
and memory of these wireless nodes are constrained. There-
fore, in order to maximise the benefits of these WSNs, these

WSN nodes must have a management system capable of
controlling both their interactions with one another and
with the access point. For instance, the Internet Engineering
Team (IETF) established the ZigBee and 6LoWPAN proto-
cols for common transmission over IEEE 802.15.4 [2] to
allow administration of WSNs. These protocols allow for
the usage of IEEE 802.15.4 in 2.4GHz band and the support
of brief transmissions by contemporary management sys-
tems. For instance, based on IP addresses on various tiers,
6LoWPAN IPv6 offers a connection between WSNs. The
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network architecture is also mapped using the 6LoWPAN
Low Power and Loss Network (RPL) standard, and WSN
connection is secured using the AES encryption technique
[3]. These networks’ dynamic topologies, however, will
affect network routing tactics, delay, multilayer design, cov-
erage, QoS, and fault detection. As part of the smart grid
revolution, the electrical grid is being changed. An auto-
mated and widely dispersed energy generating, transmis-
sion, and distribution network is known as a “smart grid.”
It is distinguished by a full duplex network with a two-
way flow of information and electricity. It is a closed-loop
monitoring and reaction system [4]. Many organisations
around world, including NIST (National Institute of Stan-
dards and Technology), IEEE (Institute of Electrical and
Electronics Engineers), ETP (European Technology Plat-
form), IEC (International Electro technical Commission),
and EPRI (Electric Power Research Institute), are develop-
ing and conceptualising the smart grid. These organisations
are also diligently researching the harmonisation of numer-
ous standards and a wide range of standards. It is defined in
a variety of ways depending on how useful, technological, or
functional it is. As per definition represented by U.S.
Department of Energy, “A smart grid uses digital technology
to improve reliability, security, and efficiency (both eco-
nomic and energy) of the electric system from large genera-
tion, through the delivery systems to electricity consumers
and a growing number of distributed-generation and stor-
age resources” [5]. The power grid (PG) can be made more
dependable, adaptable, efficient, and durable through the
use of smart grid technology, which integrates electrical,
informational, and communication technologies. It is an
intelligent PG that incorporates a variety of renewable and
alternative energy sources. Key components of a SG imple-
mentation include automated monitoring, data collecting,
control, and developing communication methods. Utilizing
a wide range of communication standards necessitates anal-
ysis and optimization based on requirements and limits.
These specifications are chosen based on factors including
bandwidth needs, application kind, and coverage area.
According to applications of communication methods at
different levels of SG deployment, the hierarchical commu-
nication network for SG may be divided into 3 methods:
HAN (home area network), NAN (neighbourhood area net-
work), and WAN (wide area network). Global effect of ML
and DL methods is growing and looking positive. The orig-
inal use of ML and DL was in the condition monitoring of
electric machinery. Emerging models offer reliable and pre-
cise measurements for fault prediction in rolling bearings
and electric machinery. Applications can also be found in
supply chains and logistics. A supply chain that is connected
will change and accommodate new information as it is sup-
plied. A linked method can proactively respond to that real-
ity and shift manufacturing priorities if a shipment is
associated to a weather delay. Another industry where ML
and DL methods are used is transportation. Secure IoT
methods are also being developed to store and handle mas-
sive data from scalable sensors for health care applications.
Another platform for applying ML and DL models is smart
grids [6].

Contribution of this research is as follows:

(1) To propose novel method in enhancing the smart
grid security and industry fault detection using wire-
less sensor network with deep learning architectures

(2) The smart grid network security has been enhanced
using blockchain-based smart grid node routing pro-
tocol with IoT module

(3) The industrial analysis has been carried out based
on monitoring for fault detection in network using
Q-learning-based transfer convolutional network

The organisation of this article is as follows: Section 2
gives the related works, the proposed technique is described
in Section 3, Section 4 explains the performance analysis,
and the conclusion is given in Section 5.

2. Related Works

The following are the main issues in a smart city: smart grids
in smart buildings, smart classrooms, traffic monitoring,
education and classrooms, waste management, governance,
environment monitoring, health care in hospitals, agricul-
ture, industrial IoT, etc. We will now map each smart city
issue with solution offered by WSN-IoT ML methods. In
field of machine learning, WSN node localization issue is
regarded as a classification or multivariate regression prob-
lem. To address node localization issues in WSN-IoT,
SVM classification [7] or SVM regression method [8]
methods are used. Correlation techniques and the Bayesian
learning methodology are used to address security chal-
lenges, as shown in [9]. In the ML domain, clustering tasks
in the WSN-IoT are referred to as cluster head selection
tasks. For clustering, k-NN, PCA, and ANN have all been
employed. In the ML field, WSN node energy management
is seen as a prediction issue. Energy difficulties have been
predicted using Q-learning [10]. Similar to this, energy
harvesting-based WSN (EH-WSN) uses reinforcement
learning methods like Q-learning, SARSA, and deep Q-
learning to forecast future energy availability [11]. Problems
with fault detection and event monitoring are regarded as
classification models. SVM [12] and rule-based learning
[13] techniques are used to resolve this. The approach pro-
posed by work [14] employs RSSI to forecast the link quality.
Author [15] uses RSSI calibration to enhance measurement
quality; however, because this method may increase compu-
tational complexity, it is not appropriate for low-cost WSNs.
LQI can, however, be utilized to find high-quality links when
it is very high [16]. Otherwise, LQI has trouble determining
if a link is of good quality or not. A Kalman filter-based LQP
approach is proposed by the author in [17]. To gather
smooth value of SNR, they filter RSSI and eliminate noise
floor. ANNs are used in several manufacturing processes,
such as process control and the production of semiconduc-
tors. Additionally, ANNs were used in [18–20] to predict
as well as evaluate machine specification data, such as
machine geometry and design, motor performance, range,
and cost. Exhaustiveness, comparable incentive structure
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with an untraceability characteristic, exhaustiveness, and the
compact outcomes of a different neural network technique
are measured empirically to determine the success of the
suggested model [21, 22]. The processing and data transfer
of physical processes is known as the cyberphysical system
(CPS) [23]. Advancement in artificial neural networks
(ANNs) was also utilized to predict and estimate jet engine
component manufacturing costs during the early design
phase [24]. Last but not least, ANNs were employed to mon-
itor machine tools in real time [25].

More expensive nodes want greater rewards for accom-
plishing transactions in a business which work with the code
of demand and supply [26]. Smaller ledger: this could affect
the security and the immutability of the blockchain and all
the data stored in it. Slower transactions: transactions could
be slower than usual process even with the absence of third
parties. Transaction expenses and speed of network: the
transaction charge of the blockchain technology is rather
high after being advertised as “nearly free” during the first
few years. Analysis of variance (ANOVA) and back propaga-
tion neural networks (BPNN) with feed-forward architec-
ture are two techniques for locating approximations and
the optimum fit for optimization and search issues [27].
To evenly distribute traffic across these sensor nodes, several
routing protocols must be developed [28]. The purpose of
this review is to give readers a greater understanding of the
function and application of security-based architecture in
various approach. It will therefore help us assess the size of
our problem.

3. System Model

This section discusses novel technique in enhancing the
smart grid security and industry fault detection using wire-
less sensor network with deep learning architectures. The
smart grid network security has been enhanced using
blockchain-based smart grid node routing protocol with
IoT module. The industrial analysis has been carried out
based on monitoring for fault detection in network using
Q-learning-based transfer convolutional network. The pro-
posed blockchain-based smart grid sensor network architec-
ture is shown in Figure 1.

3.1. Blockchain-Based Smart Grid Node Routing Protocol
with IoT Module. Figure 2 displays the network model taken
into consideration in this study. In this paradigm, a smart
metre (SMi) is connected to a number of consumers, and a
service provider (SPj) is connected to a number of smart
metres. Peer-to-peer (P2P) service provider networks, often
known as P2P SP networks, are created by a collection of
service providers. All installed smart metres SMi and service
providers SPj must be registered with a trustworthy registra-
tion authority (RA) in offline mode. The RA conducts the
registration procedure in a secure manner. Smart metres
SMi and service providers SPj interact securely using a ses-
sion key they establish among themselves with the use of
an access control mechanism, whereas users and smart
metres SMi communicate via secure communication. The
SP network’s service providers additionally create private

pairwise keys among themselves for their secure connec-
tions. In accordance with this network paradigm, SMi sur-
reptitiously collects data from its affiliated users before
bringing it to the service provider SPj, with whom the smart
metres SMi are registered. Using the information gathered,
SPj then builds a block of transactions. Once the service pro-
viders in the SP network have reached consensus, the newly
produced block can be added to the blockchain that already
exists.

When estimating IoT device energy usage, we need take
into account both receiving and delivering energy. Let
ETramsðn, dÞ represent the price of sending n bits of data over
d metres, and let ERRevðnÞ represent the price of receiving n
bits of data over d metres. For sending n bits using

ETrams n, dð Þ =
EEmbω ∗ n + EAmp ∗ n ∗ d2, d ≤ d0,

EEmbω ∗ n + EAmp ∗ n ∗ d4, d > d0:

8<
:

ð1Þ

For receiving n bits by

ERRev nð Þ = EEmbb ∗ d: ð2Þ

IoT device energy consumption is calculated using

Eslepp tð Þ = Elow ∗ t, ð3Þ

where flow represents the power used by any device dur-
ing a single second of sleep. T seconds are spent in sleep
mode in total. Each IoT device in the network uses up
equivalent to

ETotal = ETrans n, dð Þ + ERece nð Þ + Esleepp tð Þ: ð4Þ

The distance formula uses the space taken up by data
as it travels from the CH to the sink and distance covered
by data packets as they go from sink to the cluster node.
Distance should fall between 0 and 1. The normalisation
is finished as a result. The distance metric is normalised
using the denominator ∑m

k=1 ∑
m
i=1 jNn

k −NH
l j. When the dis-

tance between the CH and normal node is great, as illus-
trated in equation (5), the distance parameter receives a
substantial value. Route discovery of packets in the net-
works is represented in Algorithm 1.

Fd
i =

∑m
k=1 ∑

n
l=1 Nn

k −NH
l

�� �� + Nh
i −Ns

�� ��
∑m

k=1 ∑
m
i=1 Nn

k −NH
i

�� �� , ð5Þ

where m represents all of the network’s nodes and h rep-
resents total number of CHs. The symbols for sink node,
normal node, and CH node are Ns, Nn, and Nh. Maximise
problem becomes a minimising problem by eliminating
the cumulative energies from one, as shown in (9). Energy
is the most important measure, and it may be estimated
by figuring out how much energy each node still has. By
calculating cumulative cluster energy as well as total
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Figure 2: Blockchain-based IoT-enabled smart grid flow chart.
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energy from all clusters, remaining energy is determined.
The modelled energy metric is displayed in

F∗
i =

∑h
i=1 N

E
c tð Þ

h ×Maxhl=1 ε Nn
ið Þ½ � ×Maxhl=1 ε NH

l

À ÁÂ Ã ,
Ne

c lð Þ = 〠
m

k=1
1 − ε Nn

kð Þ ∗ ε NH
l

À ÁÂ Ã
, 1 ≤ l ≤ hð Þ:

ð6Þ

The node with the highest energy will be regarded as the
ideal CH. The symbol for the total energy associated with
CH is ∑h

l=1 N
E
c ðtÞ.Maximum energy represented by CH

and other nodes plus sum of all CHs is expressed as h
Maxh!=1½εðNn

l Þ� ×Maxhl=1½εðNH
l Þ�. The denominator can only

show a maximum value of 1.When choosing the best CH,
the network delay must be minimised, and all cluster mem-
bers are immediately affected. The network delay increases
by equation (7) if the number of cluster members rises.

Fδ
i =

Maxhl=1 CH
m,l

À Á
m

: ð7Þ

The network’s ith CH is represented by the letters C, H,
m, and l. The delay value might range between 0 and 1. A
minimum level of traffic density must be maintained to
ensure an efficient network. The key factors affecting traffic
density are packet loss, channel load, and buffer usage. The

traffic density by equation (8) is determined by the average
of these three metrics.

Fl
i =

1
3
But + Pdr + Cl½ �: ð8Þ

The best CH is believed to be the node with the most
energy, shortest distance to the sink node, lowest traffic density,
and shortest delay. Following the manta rays that came before
it, each one swims in the direction of the best plankton. Each
person updates their position based on the best answer found.
In equation (9), the charging foraging model is illustrated.

xdi t + 1ð Þ =
xdi tð Þ + r · xdbest tð Þ − xdi tð Þ

� �
+ α · xdbett tð Þ − xdi tð Þ

� �
, i = 1,

xdi tð Þ + r · xdi−1 tð Þ − xdi tð Þ
� �

+ α · xdbest tð Þ − xdi tð Þ
� �

, i = 2,⋯N ,

8><
>:

ð9Þ

where d and t stand for dimension and iteration number, and
α = 2 · r · p jlog ðrÞj. Random vector whose value ranges from
[0, 1] is r, while position of ith individual is xdi ðtÞ. denotes
weight coefficient. The cluster formations are represented in
Algorithm 2.

Area with a higher concentration of plankton is shown
as xdbestðtÞ. xdi ðtÞ is used to denote the updated position of
individual i. Then, the participants are engaged in a spiral
path, which is modelled in

where the random number in equation (10) is denoted by
the symbol, whose value can fall anywhere between [0, 1].
The definition of mathematical expression for cyclone forag-
ing in the n −D dimension is as follows:

β = 2er
Zlngγ − t+1

r
· sin 2πr1ð Þ, ð11Þ

where r1 is a random number with a value that can be
between 0 and 1. Each person conducts a random search
using reference position. Cyclone foraging improves the
exploratory capability while also achieving good exploita-
tion. Each person must adjust their position rather than
remain in the same one in order to arrive at the best answer.
A new reference position is assigned to each person in order
to accomplish this position change in

xdnamd = Lbd + r · Ubd − Lbd
� �

: ð12Þ

Equation (13) represents the RBM 1 mathematical
model

N2 = N2
1,N

2
2,⋯,N2

g,⋯,N2
r

n o
,

G2 = G2
1,G

2
2,⋯,G2

z ,⋯, g2h
È É

,
ð13Þ

where hidden neuron g of RBM 1 isG1
n and N1

m denotes jth

input neuron. Both visible and hidden levels receive bias.
The total number of neurons in hidden and input layers is
denoted in RBM 1 by letters r and v in

G1
n = κ σ1

n +〠
m

N1
m ×w1

mn

" #
, ð14Þ

where weight corresponding to hidden neuron n and input
neuron m is w1

mn and bias supplied to nth hidden layer of
RBM 1 is N2

r . RBM 1 output is based on the DBN classifier’s

Xi t + 1ð Þ = Xbest + r · Xi−1 tð Þ − Xi tð Þð Þ + ehωω · cos 2πωð Þ · Xbest − Xi tð Þð Þ,
Yi t + 1ð Þ = Ybest + r · Yi−1 tð Þ − Yi tð Þð Þ + eϕω · sin 2πωð Þ · Ybest − Yi tð Þð Þ,

(
ð10Þ
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input features. Then, RBM 2, which is specified in, receives
the produced output as an input in

N2 = N2
1,N

2
2,⋯,N2

g,⋯,N2
r

n o
,

G2 = G2
1,G

2
2,⋯,G2

z ,⋯, g2h
È É

,
ð15Þ

where RBM 1 and RBM 2 layers’ input and hidden neurons,
respectively, are represented by A and G. The weight value
derived from subsequent layers is denoted as equation (16)
in RBM 2.

w2 = w2
8R

È É
: ð16Þ

In RBM 2, hidden neuron n and visible neuron n 0 are
combined as w2

mN ′ . The output of RBM 2 is given by

G2
n = ω ϖ2

n +〠
m

N2
m ×w2

mN ′

" #
∀N2

m ≈G1
n: ð17Þ

3.2. Q-Learning-Based Transfer Convolutional Network
Based on Monitoring for Fault Detection. Each batch of data,
comprising action, reward, and state, is utilized to update Q
table in Q-learning method. Entry Qk (Sk, ak) in Q table is
desirability of actions in finite sequence Ajj∈J+ in relation
to states in the finite sequence (Si)i∈I+. The central compo-
nent of reinforcement learning consists of a system and an
agent, as shown in Figure 1. The agent examines the current

INPUT: CH sends CHinfo packet packet to the CMs.
OUTPUT: CH sends Cluster member ðCHÞ to the hub and TDMA slots to each CM.
Device a receives the CHinfo packet from the Device β, where β ∈ CH

CHinfo f0 : <CHin f0, IDβ >
Device a selects the CH with the maximum received signal intensity as its CH after receiving
all CHinfo packets.
Device a sends the CHjoin packet to the selected CH.
Device a receives the CH join packet from the Device β, where α ∈ CH

CHjoin : <CHjoin, IDβ, IDCH >
if ðIDα = 1DCHÞ then
Device a sends the Cluster momier ðαÞ to the hub after receiving all the CHjoin packets.
Device a sends the TDMA slots to each CM.
Else
Discard the packet.
end if

Algorithm 2: Cluster formation algorithm.

Produce a Random Connected Graph
StartEci:
Start maximum energy capacity value max Ecaj
Start energy harvesting value EH
Start Activated Services Sact so
Start Objective Function to reducenum Periods = 0
node donumPeriods= numperiods +1
Solve Paths = MathematicalModelðEci, Sact∗0, FÞ
for everyi-node in Paths do
Update Ecci
end for
for everyi-node in network do Eci = Eci − EH
end for
for every origin node do
Determine a path P in Paths to transmit
if P = θ then

Sect∞ = 0
end if
end for
end while
return numPeriods

Algorithm 1: Route discovery algorithm.
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state sk at time step k before choosing action ak from a list of
possible actions (A). Based on an acceptable reward, the
results of the chosen action ak are scored (rk+1, R). The agent
determines whether the previous action was “good” or
“poor” based on the reward’s worth. Utilizing the Q-
learning method, the agent finds the best possible course of
action to maximise expected value E ½� of discounted reward,
which is determined by

J rkð Þ = E 〠
∞

k=1
θk−1rk

" #
: ð18Þ

When θ = 0, the agent just examines the current reward;
however, when approaches 1, the agent considers both the
current and future rewards. This is represented by θ ∈ [0,
1] in equation (18). In this regard, the Q table will be
updated based on the Q-learning method, which is given
by equation (19), when the agent calculates action ak and
reward rk+1 with respect to state transition sk+1

Qk sk, akð Þ =Qk−1 sk,akð Þ + ηk sk,akð Þ
× rk+1 + maxΔk+1

Qk−1 sk+1, ak+1ð Þ −Qk−1 skrakð ÞÂ Ã
:

ð19Þ

Notably, Q-learning method starts with a Q1 initializa-
tion (s1, a1). The Q table will then be modified in light of
the observations. It is usual to employ a tolerance param-
eter with the condition Qk ∣Qk −Qk − 1 ∣ ≤δ to determine
the minimal threshold for convergence. Actually, the
agent’s decision-making is supported by this knowledge.
The controller will select the action ak as equation (20)
at each time step.

ak = Aj

À Á
j∈J+j j = argmax Qk sk+cð Þð Þ: ð20Þ

Equation (21) is the function that is used to determine
the agent’s reward for moving from state sk to state sk+1.

rk+1 =
e kTð Þ − c k + 1ð ÞT

e kTð Þ
����, e k + 1ð ÞTð Þj j < e kTð Þj j,

−ξ, e k + 1ð ÞTð Þj j < c kTð Þj j:

8><
>:

ð21Þ

The algorithm is able to reach the ideal Q table when
k⟶∞. Additionally, systems often converge to their
optimal solution with an acceptable tolerance δ for a lim-
ited value of k. For each agent I, dynamic of local neigh-
bourhood tracking error is defined as

εi k + 1ð Þ = 〠
j∈N i

eij xj k + 1ð Þ − xi k + 1ð ÞÀ Á
+ bi x0 k + 1ð Þ − xi k + 1ð Þð Þ:

ð22Þ

It can be further rewritten as

εi k + 1ð Þ = Aεi kð Þ − di + bið ÞBiui kð Þ + 〠
j∈N i

eijBjuj kð Þ: ð23Þ

The definition of local performance index for each
agent I is

Ji εi kð Þ, ui kð Þ, uj kð ÞÀ Á
= 〠

∞

k=0
γkUi εi kð Þ, ui kð Þ, uj kð ÞÀ Á

: ð24Þ

With the utilitarian purpose, Ui is expressed as equa-
tion (25) for each agent I.

Ui εi kð Þ, ui kð Þ, uj kð ÞÀ Á
= εTi kð ÞQiiεi kð Þ + uTi kð ÞRiiui kð Þ

+ 〠
j∈N i

uTj kð ÞRijuj kð Þ,

ð25Þ

where Qii ≥ 0 ≤ℝn×n, Rii > 0 ∈ℝmi×mi and Rij > 0 ∈ℝm ×mj

are all positive symmetric weighting matrices and 0 < γ ≤
1 is a discount factor. Value function of every agent I is
therefore described as equation (26) given fixed control
(uiðlÞ, ujðlÞ) of agent I and its neighbours.

Vi �εi kð Þð Þ = 〠
∞

l=k
γl−kUi εi lð Þ, ui lð Þ, uj lð Þ

À Á
,

εi kð Þ = εi kð ÞT εj1 kð ÞT εj2 kð ÞT ⋯ εjp kð ÞT
h iT

∈ℝn× p+1ð Þ ; j1, j2,⋯, jp ∈N i,
ð26Þ

where p is number of neighbours of agent I. Each agent’s
performance is rated by local performance index (9). Local
information is captured by value function for each agent I
(11). As a result, value function’s solution structure is
expressed in terms of local vectori ðkÞ. We can derive by
equation using equations (25) and (26) and

Vi �εi kð Þð Þ = 〠
∞

l=k
γl−kUi εi lð Þ, ui lð Þ, uj lð Þ

À Á

= 〠
∞

l=k
γl−k εTi lð ÞQiiεi lð Þ + uTi lð ÞRiiui lð Þ + 〠

j∈N i

uTj lð ÞRijuj lð Þ
 !

= 〠
∞

l=k
γl−k εTi lð ÞQiiεi lð Þ + �uTi lð ÞRi�ui lð Þ
À Á

,

ð27Þ

where control law of agent I (ui ðlÞ) and neighbouring agents’

control laws are included in the vector uj ðlÞ, i.e., ujðlÞ and
�uiðlÞ½uiðlÞT uj1ðlÞT uj2ðlÞT ⋯ ujpðlÞT �

T ; j1, j2,⋯, jp ∈N i, Ri.
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Each agent’s diagonal matrix, Ri, contains the diagonal entries
Rii and Rij. We may find equation (14) and control law
�uiðkÞ = −KiεiðkÞ by using the following two equations:

Vi �εi kð Þð Þ = 〠
∞

l=k
γl−k εTi lð ÞQiiεi lð Þ + �uTi lð ÞRi�ui lð Þ
À Á

= 〠
∞

l=0
γl εTi l + kð ÞQiiεi l + kð ÞÀ

+�uTi l + kð ÞRi�ui l + kð ÞÁ

= 〠
∞

l=0
γlεTi l + kð Þ Qii + KTRiK

À Á
εi l + kð Þ:

ð28Þ

Dynamic of neighbourhood tracking error in a local
setting can be rewritten as

εi k + 1ð Þ = Aεi kð Þ − di + bið ÞBiui kð Þ + 〠
j∈N i

eijBjuj kð Þ

= Aεi kð Þ + − di + bið ÞBi eij1Bj1 eij2Bj2 ⋯ eijpBjp

Â Ã
× ui kð Þ uj1 kð Þ uj2 kð Þ ⋯ ujp kð ÞÂ ÃT

= Aεi kð Þ + B�ui kð Þ,
ð29Þ

where j1, j2 ⋯ , jp ∈N i. Substituting �uiðkÞ = −KiεiðkÞ into
equation (16), next equation is deduced by

εi k + 1ð Þ = A − BKið Þεi kð Þ = K1iεi kð Þ, ð30Þ

where K1i = A − BKi.
The suggested approach should be conditional on fea-

tures having similar distributions across domains to transfer
knowledge from source domain to target domain. Using
back propagation computation of the pretrained CNNs, an
error minimization optimization method is used to over-
come feature distribution mismatch. Maximum mean dis-
crepancy, or MMD, was a widely used distance metric for
comparing probability distributions between two domains
in earlier literature. That is, DS = fXT , XSg and DT = fXT ,
PðXTÞg, respectively, represent datasets in source domain
and target domain. In the meantime, XS =

QfXT ,g nsi = 1
and XT =

QfxTig nti = 1 with nt samples. Equation (31)
determines their MMDs:

MeanH XSð Þ = 1
ns
〠
ns

i=1
H xis
À Á

,

MeanH XTð Þ = 1
nt
〠
nt

j=1
H xjT
� �

,

ð31Þ

where HðÞ is an RKHS and sup ðÞ is supremum of aggre-
gate (reproducing kernel Hilbert space). For evaluating

feature distribution difference of domain invariant fea-
tures in this study, MMD is used. MMD (XS, XT) is
taken into consideration as optimization objective to reg-
ularise weights of CNNs in order to attain similar distri-
butions from two domains. A linear-time approximation
of MMD is utilized by equation (32) in place of MMD
due to computational expense of doing MMD calculation
on feature embeddings. The transfer of cluster process by
utilizing CL is represented in Algorithm 3.

MMD2
1 XS, XTð Þ = 2

M
〠
M/2

i=1hl zið Þ
hl zið Þ, ð32Þ

where zi = ðxs2i−1, xs2i, xt2 j−1, xt2jÞ and hlðziÞ is a kernel oper-
ator described on quad-tuple as follows by

hl zið Þ = k xs2i−1, x
s
2ið Þ + k xt2j−1, x

t
2j

� �
− k xs2i−1, x

t
2j

� �
− k xs2i, x

t
2 j−1

� �
:

ð33Þ

While CNNs are being reweighted, the prediction error
should also be kept to a minimum. Therefore, another
optimization goal is the prediction error. MMDHðXS, XTÞ
and MSE can therefore be used to compute the overall
loss. Normalisation is necessary since the value ranges of
MSE and MMDHðXS, XTÞ vary. Nadir and utopia points
are used in this study to normalise the aforementioned
goals. Lower bound of no. I goal, as determined by mini-
mising objective as given by equation (34), is provided by
the utopia point zi

u:

zi
u =min f ið Þ: ð34Þ

By maximising the objectives according to equation
(35), nadir point zi

N gives upper bound of objective num-
ber I:

zi
N =max1≪j<l f jð Þ, ð35Þ

where I represents how many objective functions there are
in total. Equation (36) can be used to calculate the nor-
malised MMD and MSE in accordance with equations
(34) and (35):

NMMDH =
MMDH1 XS, XTð Þ − z1

uð Þ
z1N − z1uð Þ ,

NMSE =
MSE − z2

uð Þ
zN2 − z2u
À Á ,

ð36Þ

where NMMDH and NMSE are, respectively, normalised
MMDHðXS, XTÞ and MSE. Total loss function is the last.
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The weighted sum of the two normalised targets by equa-
tion (37) can be used to determine loss.

L total Xs, Xt , Ŷ , Y
À Á

=w1 · NMMDH +w2 · NMSE, ð37Þ

where w1 and w2 are weights of two objectives and ∑wi
= 1 2i = 1. Weighting is used to compromise between task
loss objective and MMD minimization. In light of this,
these are set to w1,w2 = ½0:9, 0:1�.

4. Experimental Analysis

A sample distribution grid made up of a 15 kV 485 MV grid
and 400V LV grids is simulated in order to test the planned
services. Used grid is made up of buses on MV side, one of
which is main HV/MV substation, 9 nodes connected to
MV/LV 488 substations feeding residential loads. Radial
operation of grid is constrained in experiments that follow.
A reference case for tests is one of the branches that is

regarded as normally open. However, potential to open or
close any of the MV lines is taken into consideration while
rating the Network Topology Reconfiguration service.

Table 1 and Figure 3 show comparative analysis between
proposed and existing techniques in terms of BER. BER,
which is typically stated as ten to a negative power, is the
proportion of bits that are incorrect to the total amount of
bits received during a transmission. The bit error ratio is
evaluated by dividing total number of bits transferred over
time period under consideration by number of bit mistakes.
BER is a performance metric that has no units and is fre-
quently stated as a percentage. Expected value of BER is
known as the bit error probability. The proposed technique
obtained BER of 65%, while existing technique EH_WSN
attained 83% and 6LoWPAN attained 75%.
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Figure 3: Comparative analysis of bit error rate.

Table 1: Comparative analysis of bit error rate.

Number of grids EH_WSN 6LoWPAN SMS_IFD_WSN_DL

50 56 52 45

100 59 55 48

150 63 59 51

200 66 62 53

250 68 63 55

300 71 65 56

350 75 69 59

400 79 71 61

450 81 73 63

500 83 75 65

Initialize Xs
i , Xτ

i ; Ys
i ⟵ 0,

Evaluate initial kernel parameter list σ ∼ ½2u�, −1 ≤ n ≤ 12
iteration = 0;
while training do
iteration = iteration +1;
Evaluatei forward mini-batch predictions utilizing CNNs layers on target data

φt
i =WCNNðXt

iÞ + BCNN
Evaluatei forward feature embeddings for source and target domain batch:

φs,lðXs
iÞ⟵ f ðXs

i , lÞ
φt,lðXt

iÞ⟵ f ðXt
i , lÞ

Project feature embeddings φðXsÞ and φðXtÞ into RKHS with chosen Gaussian kernels N ∼ ð0, σÞ
hlðziÞ = kðxs2i−1, xs2iÞ + kðxt2j−1, xt2jÞ − kðxs2i−1, xt2jÞ − kðxs2i, xt2j−1Þ

Select optimal kemel parameter σ ∈ σ to enhance distribution difference between embeddings
Evaluate layer-wise MMD as

MMD2
i ðs, tÞ = 2/M∑M/2

i=1 hlðziÞ
Evaluate mini-batch loss on i examples:

L totalðXs, Xt , Yˆ, YÞ =w1MSEðY , YˆÞ + ðw2/RÞ∑R
r=1 MMD2

l ðXs, XtÞr
End while

Algorithm 3: Algorithm of transfer CL.
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From Table 2 and Figure 4, the comparison of end-end
delay has been analysed between proposed and existing tech-
niques. One-way delay (OWD), often known as end-to-end
delay, is the amount of time it takes a packet to travel from
source to destination across a network. This term, which is
frequently used in IP network monitoring, varies from
RTT in that it only measures the journey from source to
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Figure 5: Comparison of throughput rate.

Table 4: Comparative analysis of spectral efficiency.

Number of grids EH_WSN 6LoWPAN SMS_IFD_WSN_DL

50 61 66 72

100 63 71 75

150 65 73 77

200 68 75 79

250 71 79 82

300 73 81 85

350 75 82 88

400 79 84 89

450 81 85 92

500 83 88 93
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Figure 6: Comparative analysis of spectral efficiency.
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Figure 4: Comparison of end-to-end delay.

Table 3: Comparison of throughput rate.

Number of grids EH_WSN 6LoWPAN SMS_IFD_WSN_DL

50 70 75 79

100 72 77 81

150 75 79 83

200 77 81 85

250 79 83 88

300 81 85 90

350 83 88 92

400 85 89 94

450 88 91 96

500 89 93 97

Table 2: Comparison of end-to-end delay.

Number of grids EH_WSN 6LoWPAN SMS_IFD_WSN_DL

50 45 42 38

100 48 45 39

150 51 48 42

200 53 51 43

250 55 55 45

300 59 58 49

350 63 62 51

400 66 64 53

450 69 65 55

500 75 72 57
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destination in a single direction. The proposed technique
obtained end-to-end delay of 57%, while existing technique
EH_WSN attained 75% and 6LoWPAN attained 72%.

Table 3 and Figure 5 show comparative analysis between
proposed and existing techniques in terms of throughput
rate. There are several ways to calculate the throughput effi-
ciency formula, but the fundamental formula is I = R∗ T . In

other terms, when “rate” refers to the throughput, inventory
is equal to rate times time. Throughput rate attained by pro-
posed technique is 97%; existing EH_WSN obtained 89%,
and 6LoWPAN obtained 93%.

Table 4 and Figure 6 show comparative analysis of spec-
tral efficiency between proposed and existing techniques.
The maximum amount of data that may be sent over a cel-
lular network to a given number of users per second while
preserving a reasonable level of service is referred to as spec-
tral efficiency. When we talk about spectral efficiency, we
often refer to the total spectral efficiency of all transmissions
within a cellular network cell. It is expressed as bit/s/Hz.
Bits/s/Hz (b/s/Hz) is the unit of measurement for spectral
efficiency, which is a measure of how quickly data can be
delivered within a designated bandwidth. There is a maxi-
mum theoretical spectral efficiency value for each type of
modulation. Another significant element that affects spectral
efficiency is SNR. Spectral efficiency attained by proposed
technique is 93%; existing EH_WSN obtained 83%, and
6LoWPAN obtained 88%.

From Table 5 and Figure 7, the comparative analysis
has been carried out in terms of accuracy between proposed
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Figure 7: Comparison of accuracy.

Table 6: Comparison of RMSE.

Number of grids EH_WSN 6LoWPAN SMS_IFD_WSN_DL

50 65 62 55

100 68 65 56

150 71 66 58

200 73 72 59

250 77 75 62

300 80 79 63

350 82 81 65

400 84 83 71

450 86 85 73

500 89 88 75
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Figure 8: Comparison of RMSE.

Table 7: Comparative analysis of MAP.

Number of grids EH_WSN 6LoWPAN SMS_IFD_WSN_DL

50 45 42 36

100 48 44 38

150 49 46 39

200 52 49 41

250 54 51 43

300 58 53 45

350 61 55 49

400 63 57 51

450 66 61 53

500 69 63 55

Table 5: Comparison of accuracy.

Number of grids EH_WSN 6LoWPAN SMS_IFD_WSN_DL

50 60 65 72

100 63 66 75

150 65 69 79

200 66 72 81

250 71 74 83

300 73 78 85

350 75 79 88

400 79 81 91

450 81 83 92

500 83 85 95
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and existing techniques. One parameter for assessing classi-
fication models is accuracy. Percentage of predictions that
our method correctly predicted is called accuracy. It is
one way to evaluate a model’s performance, but by no
means the only one. The proposed technique attained accu-
racy of 95%, existing EH_WSN obtained 83%, and 6LoW-
PAN obtained 85%.

Table 6 and Figure 8 show comparative analysis of
RMSE between proposed and existing techniques. One of
the methods most frequently utilized assess accuracy of fore-
casts is RMSE (root-mean-square deviation). It illustrates
the Euclidean distance between measured true values and
forecasts. The model can be deemed to be reasonably accu-
rate in predicting the data if the RMSE values are between
0.2 and 0.5. Proposed method attained RMSE of 75%, exist-
ing EH_WSN obtained 89%, and 6LoWPAN obtained 88%.

Table 7 and Figure 9 show comparative analysis of MAP
between proposed and existing techniques. Using a model
and a prior probability or belief about the model, MAP
entails computing a conditional probability of observing
the data. For machine learning, MAP offers an alternative
probability framework to maximum likelihood estimation.
It uses the mean average precision (mAP). mAP evaluates
a score by comparing detected box to ground-truth bound-
ing box. Method detections are more precise in higher score.
MAP attained by proposed technique is 55%; existing EH_
WSN obtained 69%, and 6LoWPAN obtained 63%.

5. Conclusion

In this research, the proposed model is designed for improv-
ing the security of smart grid based on blockchain and rout-
ing. Here, the aim is to enhance the smart security using
blockchain-based smart grid node routing protocol with
IoT module. Then, the industrial analysis based on monitor-
ing for fault detection using Q-learning-based transfer con-
volutional network is carried out. The seamless operation
of energy management is ensured by smart grids, which

respond to home and industrial requests from the cloud
server and send the precise amount of energy. Each demand
is filtered out by a cloud server, which reports on any
unusual energy requests made by customers. Additionally,
it stores energy projection data that can be used for more
thorough research. This paper outlines an infrastructure
for deploying resource-limited controlled devices at various
consumer locations. These devices will be connected to a
cloud monitoring server using an IoT network to upload
their current demands and alert them of future needs. The
experimental analysis has been carried out in terms of bit
error rate of 65%, end-end delay of 57%, throughput rate
of 97%, spectral efficiency of 93%, accuracy of 95%, MAP
of 55%, and RMSE of 75%. For future work, we will consider
an edge computing enabled blockchain network in the smart
grid, where energy nodes can access and utilize computing
services from an edge computing service provider. This inte-
gration may help the energy nodes achieve optimal energy
management policy.
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In order to solve the problem of high dimensionality and low recognition rate caused by complex calculation in face recognition,
the author proposes a face recognition algorithm based on weighted DWT and DCT based on particle swarm neural network
applied to new energy vehicles. The algorithm first decomposes the face image with wavelet transform, removes the influence
of the diagonal component, the weighted low-frequency and high-frequency discrete cosine transform coefficients are extracted
as feature vectors, and finally, the particle swarm optimization BP neural network is used for classification and identification.
Experimental results show that when the wavelet weights take a0 = 0:9, a1 = 0:05, and a2 = 0:05, the recognition rate reaches
the highest. Regardless of whether the low-frequency component continues to increase or decrease, and the high-frequency
component continues to decrease or increase, the recognition rate will decrease. When the eigenvector dimension is around 60,
the recognition rate difference between the weighted wavelet algorithm and the general low-frequency wavelet algorithm
reaches the maximum. The recognition rate of the proposed algorithm is much higher than the other two traditional
algorithms. Conclusion. The effectiveness and feasibility of the algorithm are verified on the ORL face database.

1. Introduction

People’s living standards have been steadily improved in the
rhythm of faster social development, and the improvement
of living standards has prompted people to have more and
more needs for material functions. In today’s society, almost
every household has a car, which has become one of the
necessities of life. In China, people’s concept of cars has
changed from “possible to own” to the pursuit of technol-
ogy, comfort, and safety of cars. In the face of the huge
demand for automobiles, many automobile companies have
increased the research on these aspects; among which, the
automobile antitheft technology that meets the scientific
and technological requirements is one of the key research
topics. Keyless entry (PKE, Passive Keyless Enter) is a main-
stream car antitheft technology today, but the actual key is
not completely removed and there is still a risk of vehicle
theft if the car key is lost. In the development of the automo-
bile industry, the number of electronic control systems on
automobiles increases exponentially, which leads to a gradual

increase in the consumption of power loads by these elec-
tronic devices. Under the current social background, the big-
gest application challenge of the electronic control system in
the car is that under the same battery power supply condi-
tions, find ways to balance power load consumption with
the ever-increasing number and functionality of automotive
electronics. Among all the methods, reducing power con-
sumption is the most effective method, so it is necessary to
reduce the power consumption of the electronic control sys-
tem as much as possible in practical automotive applications.
As a hot research field in the 21st century, image recognition
technology, it has always attracted the attention of all walks
of life and has great potential for application value in the
fields of natural disaster prediction, military target detection,
biomedical diagnosis, pattern recognition research and
development, etc. [1]. As a type of image recognition technol-
ogy, face recognition technology is the most widely used in
daily life; at present, technologies such as unlocking through
face collection and catching fugitives through target detec-
tion are becoming more and more mature. It is precisely
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because of the wide application of face recognition technol-
ogy; as a result, it has gained more and more “plays” in peo-
ple’s daily life, and the connection with the general public has
become more and more close, as shown in Figure 1.

2. Literature Review

Le et al. proposed a face segmentation method (mainly
applying the region growth method), which uses the Hough
transform and edge detection and template matching tech-
niques to obtain the segmented face; the features of facial
organs, such as the eyebrows, eyes, and nose, are quickly
and effectively extracted [2]. A. Kadum and J. Kadum pro-
posed a face detection method that locates the facial features
of grayscale images [3]. Gunawan and Halimawan used the
self-organizing mapping algorithm to compress the large-
scale face and nonface images into a small number of images
for face detection. Learning these pictures, the multilayer
perceptron is used to classify the faces and nonface parts
[4]. In order to detect the frontal face image, the eyebrows,
eyes, nose, and mouth are used as subtemplates, and the line
segmentation is used as the basis to build a model. The lines
of the input image are compared with the subtemplate using
the maximum gradient change extraction. Detecting the
candidate area of the face is done by using the correlation
between the subcontour template and the image and com-
paring other subtemplates in the candidate area [5]. Guo
et al. searched using a combination of multilayer percep-
trons and intelligent algorithms, so as to locate the face [6].
This face localization method needs to use MLP to directly
perceive the image and use the intelligent algorithm as the
theoretical basis for agile search. Sun et al. proposed to select
only three face images for each person, and the lighting con-
ditions of these three face images are different, and use this
image to calculate the matrix; using this method can elimi-
nate the influence of illumination on the image [7].

In order to solve the shortcomings of traditional face rec-
ognition methods, the author proposes a particle swarm
neural network algorithm based on weighted DWT and
DCT for new energy vehicles. The weighted wavelet trans-
form and discrete cosine transform are used for feature
extraction, and then, the particle swarm optimization BP
neural network is used for classification and identification.
Experiments show that the method proposed by the author
not only has fast operation speed but also has high recogni-
tion efficiency.

3. Research Methods

3.1. Weighted Wavelet Transform. Wavelet analysis is one of
the important applications in the field of image processing,
which is similar to Fourier analysis but better than Fourier
analysis. Its essence is to decompose the mixed signal into
different frequency bands with a set of high and low-pass fil-
ter families of different scales, which has the ability of multi-
resolution and multiscale decomposition and is known as
“mathematical microscope.” A two-dimensional face image
is subjected to a wavelet transform, which can be decom-
posed to obtain 4 subimages whose size is 1/4 of the original

image size, as shown in Figure 2. The LL subband is the low-
frequency component, the HL and LH subbands are the hor-
izontal and vertical components, and the HH subband is the
high frequency component. Its low-frequency components
can also undergo two-dimensional wavelet transformation
again and can be decomposed into four frequency band
components, as shown in Figure 3—the image after a wave-
let transform. Most of its energy information is concentrated
in the low-frequency part, and the high frequency part con-
tains a small amount of texture and edge information [8].

In order to distinguish the traditional wavelet algorithm, a
weighted wavelet transform is proposed, which assigns differ-
ent weights to each frequency band and then weights them for
fusion. Since the HH band contains less information, more
noise, poor stability, and does not use classification and iden-
tification, this is discarded, that is, the following:

F = a0LL + a1LH + a2HL: ð1Þ

Among them, F is the weighted image after fusion, a0, a1,
and a2 are weighting coefficients, and a0 + a1 + a2 = 1.

3.2. Discrete Cosine Transform. The discrete cosine trans-
form DCT was developed from Fast Fourier. Its transform
kernel is a real number, and its compression performance
is second only to K-L transform; it has unique advantages
in image compression and calculation speed. It is a com-
monly used orthogonal transform image compression
method [9, 10].

For an MxN grayscale image f ðx, yÞ, the discrete cosine
transform is defined as the following:

g u, vð Þ = & 2ffiffiffiffiffiffiffiffi
MN

p c uð Þc vð Þ 〠
M−1

x=0
〠
N−1

y=0

Á f x, yð Þ cos 2x + 1ð Þuπ
2M cos 2y + 1ð Þvπ

2N :

ð2Þ

Among them, x, u = 0, 1, 2,⋯,M − 1 ; y, v = 0, 1, 2,⋯,N
− 1 is the frequency domain transform factor and gðu, vÞ
is the transformation result, that is, the DCT coefficient.
cðuÞ and cðvÞ are defined as the following:

c uð Þ =
1ffiffiffi
2

p , u = 0,

1, u = 1, 2,⋯,M − 1,

8<
: ð3Þ

c uð Þ =
1ffiffiffi
2

p , u = 0,

1, u = 1, 2,⋯,N − 1:

8<
: ð4Þ

Its inverse discrete cosine transform (IDCT) is the fol-
lowing:

f x, yð Þ = & 2ffiffiffiffiffiffiffiffi
MN

p c uð Þc vð Þ 〠
M−1

u=0
〠
N−1

v=0

Á F u, vð Þ cos 2x + 1ð Þuπ
2M cos 2y + 1ð Þvπ

2N :

ð5Þ
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It can be known from equations (1)–(5) that after
DCT transformation, the obtained coefficient matrix is
equal to the size of the original image. When the fre-
quency domain transform factors u and v are large, the
value of the DCT coefficient gðu, vÞ is small; when u
and v are small, the value of DCT coefficient gðu, vÞ is
large, and most of its energy is concentrated in the low-
frequency part. The energy of the image transformed by
DCT is mainly concentrated in the low-frequency part of
the upper left of the image, which contains the main fea-
ture information of the image. Therefore, a new image
similar to the original image can be reconstructed only
by retaining part of the low-frequency information;

although there is a certain error between the two, the
main information is retained after all [11].

3.3. Particle Swarm Optimization Neural Network Model

3.3.1. Particle Swarm Optimization Algorithm. Particle
swarm optimization algorithm PSO (Particle Swarm Opti-
mization) uses real numbers to solve; there is no crossover
mutation in genetic algorithm, and fewer parameters need
to be adjusted. It is an iterative optimization algorithm with
strong global optimization ability and relatively simple cal-
culation. The mathematical description of the PSO algo-
rithm is as follows: in a D-dimensional search space, a
population x = ðx1, x2,⋯, xmÞ is composed of m particles.
Assuming that the current number of iterations is t, the
position of the i-th particle is Xt

i = ðxti1, xti2,⋯, xtiDÞ, its veloc-
ity is Vt

i = ðvti1, vti2,⋯, vtiDÞ, the individual optimal value is
pti = ðpti1, pti2,⋯, ptiDÞ, and the group global optimal value is
ptg = ðptg1, ptg2,⋯, ptgDÞ . Where i = 1, 2,⋯,m, t is the number
of iterations.

Determine the current optimal value of the individual
particle and the current optimal value of the group by eval-
uating the fitness of the particle individual and then update
its own speed and position according to the following:

vt+1id = ωvtid + c1r1 ptid − xtid
À Á

+ c2r2 ptgd − xtid
� �

, ð6Þ

xt+1id = xtid + vtid: ð7Þ

In the formula, ω represents the inertia weight; c1 and c2
are learning factors; and r1 and r2 are random numbers
between (0, 1). vtid and xtid are the velocity and position of
particle i in the d-th dimension in the t-th iteration, respec-
tively; ptid is the position of the individual extreme value of
particle i in the d-th dimension; ptgd is the position of the
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Figure 1: Particle swarm neural network for face sensing recognition of new energy vehicles.
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global optimal extreme value of the population in the d-th
dimension [12].

In addition, it is suggested that the value of ω should
decrease linearly with the increase of the number of itera-
tions, where the calculation formula of ω is the following:

ω = ωmax −
t

tmax
ωmax − ωminð Þ: ð8Þ

Among them, ωmax and ωmin are the maximum and
minimum inertia weights, respectively, and t and tmax are
the current iteration number and the maximum iteration
number, respectively.

3.3.2. Particle Swarm Optimization BP Neural Network. BP
neural network is a multilayer forward neural network that
adopts forward propagation and error back propagation
and has good adaptability and classification and recognition
capabilities. It mainly uses the steepest descent learning algo-
rithm and continuously adjusts the weights and thresholds
through error backpropagation to minimize the sum of
squares of errors in the network, thereby improving the accu-
racy of the input mode. It mainly includes input layer, hidden
layer, and output layer; the hidden layer can be one layer or
multiple layers. The author adopts a three-layer network with
only one hidden layer for classification and recognition.

The gradient descent algorithm of BP neural network
requires the function to be differentiable and differentiable,
and through the error backpropagation, it is prone to prob-
lems such as long training time, slow convergence speed,
and easy to fall into local minima. The PSO algorithm can
better avoid these problems; therefore, using PSO to opti-
mize the BP neural network can further improve the gener-
alization ability and recognition ability of the network [13].

The process of particle swarm optimization BP neural
network is as follows:

(1) First, initialize the parameters of the BP neural net-
work and determine its topological structure, includ-
ing the determination of the number of nodes in the
input layer, the number of hidden layer nodes, and
the number of nodes in the output layer. Then, ini-
tialize the particle swarm parameters, including par-
ticle population size, dimension, maximum number
of iterations, learning factor, inertia weight, maxi-
mum velocity, maximum position, and the initial

velocity and position of randomly generated parti-
cles within the allowable range [14]

(2) Calculate the particle fitness and take the mean
square error between the actual output value and
the expected output value of the neural network as
the fitness J , as shown in the following

J = 1
2M〠

M

i=1
〠
N

j=1
ydji − yji

� �2
: ð9Þ

In the formula, M is the number of training samples, ydji
and yji are the ideal output value and actual output value of
the jth network output node of the ith sample, respectively,
and N is the number of output layer nodes.

(3) For each particle individual, compare the fitness of
the individual extreme value (pBest) with the current
fitness of the individual. If the current fitness is good,
then pBest is replaced, and similarly, the global
extreme value (gBest) is also updated with the same
judgment

(4) According to formulas (6) and (7), update the speed
and position of the particle within the allowable
range to generate the next generation of particles

(5) Increase the number of iterations by 1, go to step (2),
until the maximum number of iterations is satisfied;
the algorithm ends and the global optimal solution
gBest is obtained, and the optimal solution is
mapped to the initial weight and threshold of the
BP neural network [15, 16].

4. Analysis of Results

The author uses the standard ORL face database provided by
the University of Cambridge, UK. The database contains 400
images of 40 individuals, 10 images each, 112 × 92 pixels
each, 256 grayscales. These images were taken at different
times and contained different facial expressions, different
lighting expressions, and different pose changes. According
to the experimental design scheme mentioned above, the
author adopts i5 processor with 4GB of memory and 2 main
frequency, the computer with 53GHz; 32-bit operating sys-
tem is used as a hardware device; and the software is com-
piled and simulated in the MATLAB R2009a environment,
to mainly study the effectiveness of the algorithm proposed
by the author and the relationship between the recognition
rate and the training sample set [17].

In the experiment, the formula S2 = S1 + 0:618 × ðS1 −
S3Þ defined by the number of nodes in the hidden layer of
the BP neural network is determined. Among them, S1, S2,

Table 2: Comparison of recognition rates of different algorithms.

Algorithm Recognition rate% Time (s)

Wavelet+DCT+BP 81.9 266.03

Weighted wavelet+DCT+BP 84.4 271.37

Author algorithm 91.8 132.49

Table 1: The recognition rate of the author’s algorithm under different weights.

Wavelet weights (a0, a1, a2) (0.7, 0.15, 0.15) (0.75, 0.125, 0.125) (0.8, 0.1, 0.1) (0.85, 0.075, 0.075) (0.9, 0.05, 0.05) (0.95, 0.025, 0.025)

Recognition rate% 89.18 89.29 89.94 90.91 91.77 89.51
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and S3 are the number of nodes in the input layer, hidden
layer, and output layer, respectively; here, we take 80. The
number of output layer nodes is determined by the number
of face categories and has nothing to do with the number of
pictures. Since the ORL face library used in the experiment
contains 400 pictures of 40 different people, the number of
output layer nodes is taken here as 40. During the experi-
ment, firstly, the sample images of 40 people in the ORL face
database are divided into training sample set and test sample
set without overlapping. Then, it is subjected to weighted
wavelet transform, and the fused image is subjected to discrete
cosine transform, and then, the zigzag scanning method is
used to extract its main components as the input of the neural
network. Then, the feature components are sent to the particle
swarm optimized BP neural network for training. Finally, the
same feature extraction as above is performed on the test sam-
ple, and the extracted feature vector is sent to the trained net-
work for classification and identification.

Experiment 1 is shown in Table 1, which is the experi-
ment performed by the algorithm proposed in this paper
under the condition that the number of training samples
and testing numbers of each type is 5, and the feature
dimension is 64. For the assignment of wavelet weights,
since the low-frequency band contains most of the informa-
tion of the original image, a larger weight is assigned to it,
while the high-frequency part is assigned a smaller weight
(generally, the vertical and horizontal components divide
the rest of the weights equally) [18].

It can be seen from Table 1 that when the wavelet
weights take a0 = 0:9, a1 = 0:05, and a2 = 0:05, the recogni-
tion rate reaches the highest. Regardless of whether the
low-frequency component continues to increase or decrease
and the high-frequency component continues to decrease or
increase, the recognition rate will decrease.

Experiment 2 set is the parameters of the simulation
experiment; let the wavelet weight be a0 = 0:9, a1 = 0:05,

and a2 = 0:05, and the feature dimension is 64. As shown
in Table 2, when the number of training samples and test
samples for each type of face is 5, the recognition rate and
time between two traditional algorithms and the algorithm
proposed by the author are compared.

It can be seen from Table 2 that when the experimental
conditions are exactly the same, when the number of train-
ing samples and the number of test samples are both 200,
the recognition rate of the algorithm proposed by the author
is much higher than that of the other two traditional algo-
rithms, and the time used is also much lower than the other
two traditional algorithms. This is mainly because the algo-
rithm proposed by the author uses the particle swarm algo-
rithm to optimize the initial weights and thresholds of the
BP neural network, thereby avoiding the neural network
from falling into local minima, and the convergence speed
is accelerated; on the one hand, the training time is saved,
and on the other hand, the recognition rate is improved.

Experiment 3 set is the experimental simulation param-
eters; take the weighted wavelet weights as a0 = 0:9, a1 = 0:05
, and a2 = 0:05, the number of training samples for each type
of face is 6, and the number of test samples is 4. As shown in
Figure 4, it mainly studies that when the dimension of each
type of face is different, the recognition rate accuracy of the
proposed algorithm and two traditional algorithms is com-
pared [19, 20].

As can be seen from Figure 4, with the increase of the
dimension of each type of face feature vector, the recogni-
tion rate of the weighted wavelet algorithm is slightly higher
than that of the general low-frequency wavelet algorithm.
This is mainly because the weighted wavelet algorithm adds
high-frequency components, but its main information is still
stored in the low-frequency part, and the high-frequency
part accounts for a small proportion, so the difference is
not too large; when the eigenvector dimension is around
60, the recognition rate difference between the weighted
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In order to further optimize the precision and efficiency of intelligent robot navigation system control, an IoT intelligent robot
motion control system based on the improved ResNet model is proposed. Based on the deep learning method, using the Faster
R-CNN target detection architecture and the ResNet50 convolutional neural network, the network is trained according to the
characteristics of the operation target of the distribution line maintenance robot system. On this basis, combined with the
binocular vision ranging principle, the coordinates of the job target in the camera coordinate system are measured, and the
coordinates are converted into the robot base coordinate system through hand-eye calibration, so as to complete the spatial
positioning of the job target. The results showed that the errors of the binocular measurement methods adopted by the system
are all within 1%. Conclusion. The method can well adapt to the complex background of the operation scene, the change of
illumination, and the partial occlusion of the target and can meet the requirements of the distribution line maintenance robot
for the measurement and positioning of the target space.

1. Introduction

With the continuous improvement of people’s quality of life,
the pace of their life is also accelerated [1]. Now there are
robots in smart homes and industrial intelligent
manufacturing, the functions of their products are also
diverse, their performance is constantly improving, and they
are widely used in intelligent manufacturing and other fields,
providing a shortcut for human convenience [2]. Intelligent
robot is a product integrating kinematics, bionics, motion
control, image recognition and analysis, and other disci-
plines; its high technology content has been greatly applied
in the fields of industry, smart home, and chemical produc-
tion [3]. Coupled with the fact that the economy is moving
forward significantly, and the demographic dividend is con-
tinuously decreasing, which makes the labor force relatively
reduced, which leads to the increase of labor costs, and the
cost of products produced has also increased invisibly, the
introduction of intelligent robots not only completes the
assembly line production of products but also improves the
production efficiency and quality of products, realizes rapid,
continuous, and high-efficiency production of different

products, and reduces labor intensity and labor, this makes
industrial intelligent robots widely used in spraying, han-
dling, welding, and other fields [4].

With the development of intelligent manufacturing and
industrialization, the demand for automatic control and
intelligent control systems in every field is also increasing,
and industrial intelligent robots are no exception, with the
continuous expansion of application fields, it puts forward
strict requirements on the performance and functions of
industrial robots, at the same time, it also promotes the rapid
development of motion simulation, intelligent control, and
other fields [5]. When the intelligent robot is in motion, it
can adjust and control its posture by controlling each joint,
so as to realize the function of the end operation of the robot
[6]. This control method is quite different from single-step
control, but it also has certain connections. Single-step con-
trol is the basis of continuous control, that is to say, the real-
ization of single-step control can realize continuous control,
so as to realize the control of the end operation of the
robot [7].

With the continuous development of economy, national
defense, and science and technology, the application of
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robots has become more and more popular, and the applica-
tion of robots not only greatly improves the efficiency of
industrial production but also improves the production
quality of products [8]. Through the use of robotics, indus-
trial manufacturing, industrial production, and smart home
can be improved to a new level, and the motion control sys-
tem of the robot can be designed [9]. Mainly analyze the
motion of the robot from the perspective of motion, and
solve the faults in the motion of the robot in time, so that
the development of the robot is in line with the development
of international electrical engineering [10]. In recent years,
in the academic and robotic application technology research
at home and abroad, the technology research of robots has
become the focus of discussion, as a way to improve the
overall level of industrial manufacturing and production,
through the characteristics of robot automation technology,
for improve the negative effects of traditional industrial pro-
duction and construction, and to find and solve the prob-
lems in robot motion control at the first time, is the
significance of promoting the widespread use of robots [11].

2. Literature Review

Robots have a wide range of applications, from agriculture
and forestry, environmental protection, mineral exploration,
and military reconnaissance to outer space planet surface
detection and can play the role of “human” in various appli-
cation fields [12]. According to different tasks and environ-
ments, the requirements for the intelligence level of mobile
robots are also different [13]. The intelligent design of the
mobile robot mainly includes the function and structure
design of the control system. Functional design mainly com-
pletes the software design of control functions and algo-
rithms, while structural design is the realization of
functions in hardware [14]. As an emerging technology with
strong interdisciplinarity, robotics brings great convenience
to human life [15]. Due to its advantages of simple operation
and simple structure, intelligent detection robots are widely
used in detection in various fields, which can effectively
reduce the risk of manual detection and have high applica-
tion value [16]. The emergence of intelligent detection
robots has promoted the development of socialization, accel-
erated the rate of productivity, and effectively solved the
drawbacks of manual detection [17]. However, at present,
there are problems such as low control accuracy and control
trajectory offset in the motion control of intelligent detection
robots, a large number of researchers in this field design con-
trol systems based on motion trajectory data [18].

At present, in the maintenance of distribution lines,
operators still need to climb high-voltage iron towers or
work with insulated bucket trucks, which is dangerous
[19]. With the development of robotics and computer vision
technology, it is possible to develop a vision-guided distribu-
tion line maintenance robot [20]. The use of robots to
replace manual work with live power can free operators
from dangerous working environments, ensure the safety
of operators to the greatest extent, and improve the effi-
ciency of power maintenance and inspection.

The distribution line maintenance robot needs to auto-
matically identify the operation target, but because it works
in an unstructured environment, the collected images have
a complex background and are easily disturbed by light,
noise, etc., at the same time, the texture of the job target is
relatively simple and the features are not obvious, which
poses a great challenge to the design of the robot’s vision sys-
tem. Target detection methods are divided into template
matching methods, methods based on statistical machine
learning, and methods based on deep learning, among them,
template matching methods are easily affected by illumina-
tion, etc., and are not suitable for distribution line mainte-
nance robot systems. Methods based on statistical machine
learning usually need to design different features and classi-
fication algorithms for the detection of different objects, at
the same time, they are easily affected by environmental
noise and light, so it is difficult to meet the requirements
of distribution line maintenance systems. With the develop-
ment of deep learning technology in the field of image recog-
nition, the application of deep learning to image target
detection has also achieved good detection results. Taking
the most common task of replacing surge arresters for distri-
bution line maintenance robots as an example, the author
designs Faster R-CNN based on ResNet50 to detect high-
voltage lead terminals and the upper end of surge arresters,
at the same time, the hand-eye calibration is completed
based on Tsai’s two-step method, and finally combined with
the principle of binocular ranging, complete the spatial posi-
tioning of the job target. The experimental results show that
the adopted method can meet the requirements of the distri-
bution line maintenance robot.

3. Methods

3.1. Visual System Design. The experimental system of the
distribution line maintenance robot designed by the author
is shown in Figure 1, and the system consists of a binocular
camera, a six-degree-of-freedom robotic arm, and a liftable
platform. The binocular camera is composed of two indus-
trial cameras placed in parallel, the binocular camera is
fixedly installed on the bracket outside the robotic arm,
forming an eye-to-hand (eye outside the hand) hand-eye
system with the robotic arm.

During the operation, the robot first moves the liftable
platform to the vicinity of the cross arm installed with the
arrester, adjusts the platform position, and makes the
arrester and the high-voltage lead terminal connected to
the upper end of the arrester completely appear in the field
of vision of the binocular camera. The binocular camera
transmits the collected images to the computer, the com-
puter completes the detection and spatial positioning of the
job target, and the position information is then converted
into motion information of the manipulator and sent to
the manipulator control cabinet to drive the motion of the
manipulator to complete the task. During the replacement
of the arrester, the robot is required to independently place
the bolt holes of the upper high-voltage lead terminals into
the new upper bolts of the arrester that have been fixed to
the crossarm through the end clamping tool, therefore, it is

2 Journal of Sensors



RE
TR
AC
TE
D

necessary to complete the detection and positioning of the
upper high-voltage lead terminal and the upper end of the
arrester. At the same time, considering that in the distribu-
tion line maintenance operation scene, due to the complex
and changeable operation background and lighting, there-
fore, the robustness of robot target detection and the spatial
positioning accuracy of the target are required to be high.

3.2. Object Detection. The use of convolutional neural net-
works for target detection is divided into two levels and
one level. The drag phase is represented by a series of R-
CNNs, such as R-CNN, Fast R-CNN, and Faster R-CNN.
This method first extracts candidate regions that will be
the target and then uses a neural network. For these candi-
dates to detect areas, bounding box regression is used to
fine-tune the target boundaries, and finally, outliers are used
to limit the targets in the output image with a bounding box.
The performance speed of R-CNN, fast R-CNN, and faster
R-CNN is increasing, and the accuracy is also increasing.

The one-step method includes YOLO and SSD and does
not need to decompress the target region compared to the
two-step method, and the speed is faster, but the actual
detection is not as good as the above this hill. Because Faster
R-CNN and Faster R-CNN can perform real-time detection
in GPU acceleration, the author finally chooses Faster R-
CNN as the target model for robot detection.

Figure 2 shows the basic network of Faster R-CNN based
on ResNet50. The basic convolutional neural network can
choose different models such as ZFNet, VGG-16, or ResNet
with different performance and processing time. Among
them, ResNet won the first place in the task division of the
ImageNet competition and has been widely used in search,
segmentation, recognition, and other tasks due to its high
performance. The corresponding models of ResNet are
ResNet50 and ResNet101, which 50 and 101 correspond to
the structure of the network, the depth of the layers, the
higher the accuracy, and the lower the speed and accuracy.
The author chose ResNet50 as the base convolutional neural
network model for Faster R-CNN detection model.

ResNet50 network model is divided into 5 parts: conv1,
conv2_x, conv3_x, conv4_x, and conv5_x. conv1 is a 1-
layer convolution layer, while conv2_x, conv3_x, conv4_x,
and conv5_x have 3, 4, 6, and 3 building blocks, respectively,
and each building block has 3 convolution layers.

After the feature map is output from the central convo-
lutional neural network, RPN (Region Proposal Networks)
is added to generate candidate region maps, and then feature
maps and regions candidates are fed into the ROI fusion
layer. The corresponding regions of the target candidates
in the feature map are combined into a long-distance feature
vector, and then the softmax distribution method and the
bounding box regression method.

The RPN model is shown in Figure 3, the sliding window
is used to rotate the feature map, each position in the feature
map corresponds to the output n-dimensional feature vector,
and each position corresponds to 9 competing windows.
These competing windows are called anchors because they
have three locations, 1282, 2562, and 5122, each with three
ratios of 1 : 1, 1 : 2, and 2 : 1. The n-dimensional output feature
vector is fed to the classification process and the regression
window process, respectively, and the classification process
outputs the probability that 9 anchors of each position are in
the front and back, while the window regression layer outputs
the parameters of the window regression layer. Define and
measure the corresponding 9 anchors for each position.

In practice, the transfer learning method is used to train
deep convolutional neural networks, that is, the network is
started with learning models first from other large data,
and then fine-tuned with new images. The Faster R-CNN
used by the author is started with the prelearning model of
ImageNet, and the training steps are as follows.

(a) Plan the training process and testing process and
adapt the model to the PASCAL VOC2007 target
detection data

(b) Initialization of RPN network parameters with pre-
training ResNet50 network of ImageNet, optimization

Binocular camera

Te computer
target detection
spatial orientation

Control cabinet

Six degrees of
freedom manipulator

Lifable platform

Figure 1: Experimental system structure diagram.
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of RPN network using back propagation method, and
stochastic gradient descent

(c) Initialize Faster-R-CNN target detection network
parameters with ResNet50 network before training
on ImageNet, extract regional candidates using
RPN network, and train target detection network

(d) Restart the RPN network without the plan to find
the network, fine-tune the RPN network separately

(e) Use the fine-tuned RPN network in step d to extract
candidate regions and fine-tune the target detection
network

(f) Repeat steps d~ e until the network is connected or
reaches the learning limit and ends

3.3. Target Space Positioning

3.3.1. Hand-Eye Calibration. Hand-eye calibration is an
important prerequisite for using robotic vision servos.
Hand-eye calibration aims to integrate the camera coordi-
nate system and the robot coordinate system, so that the
spatial target position determined by the vision system can
be converted into the robot control system controls the
robot arm and completes the task purpose. The hand eye
calibration should be done with a calibration object such as
a floorboard, and the calibration plate is attached to the
end of the robot arm by controlling the robot arm, calibra-
tion plate, and people metal movement. The camera moves
to each other, the camera receives the relative information
of the adjustment plate and integrates the angle information
of the robot arm to determine the relative to the camera and
the central robot, that is, hand-eye changes matrix. Solving
the hand-eye transformation matrix using a two-step
approach, that is, the rotation and translation matrix is
divided into two parts: rotation and translation to solve.
First, the rotation matrix is solved, and then the rotation
matrix is converted into the definition vector of the solution.

Consider the manipulator base coordinate system, the
manipulator end coordinate system, the camera coordinate
system, the calibration board coordinate system, and the
translation from the manipulator coordinate system camera
to the manipulator base coordinate system, from the manip-
ulator end coordinate system to the manipulator base coor-
dinate system, and from the adjustment plate coordinate
system to the coordinate system. In the equation, Tb

e is the
transformation from calibration plate coordinate system to

Conv1

Conv2_x

Conv3_x

Conv4_x

Feature mapRPN

POI pooling layer

Conv5_x Bounding box
regression

Sofmax
classifcation layer

Bounding box
location 

Target category

ResNet50

Input image

Figure 2: Faster R-CNN network frame diagram based on ResNet50.

Classifcation of
layer 

Window regression
layer 

Te middle layer

Figure 3: RPN structure.
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the end coordinate system of the manipulator, and Tb
c is the

transformation from calibration plate coordinate system to
camera coordinate system When adjusting the hand eye,
the adjustment plate and the end of the manipulator are rel-
atively fixed, that is, fixed. What needs to be solved is the
conversion from the camera coordinate system to the coor-
dinate system of the manipulator base, that is, Tc

r . The coor-
dinate system position transformation relationship (1) is
obtained.

Te
rT

b
e = Tc

rT
b
c : ð1Þ

Control the manipulator to move the calibration plate so
that the calibration plate completely appears in the left and
right camera images, and perform N ðN ≥ 20Þ image acquisi-
tions, at the same time, the angle values of each joint of the
manipulator at N positions are recorded. Then, the i-th
coordinate system position transformation relationship is
the following formula:

Te
r ið ÞT

b
e = Tc

rT
b
c ið Þ: ð2Þ

In the formula, Te
rðiÞ is the i-th transformation from the

coordinate system of the end of the manipulator to the coor-
dinate system of the base of the manipulator, through each
joint angle of the manipulator at the corresponding position,
it can be obtained by combining the D-H parameter method
and the forward kinematics equation of the manipulator;
Tb
cðiÞ is the transformation from the ith calibration plate

coordinate system to the camera coordinate system, which
can be obtained by calibrating the camera. Combining the
i-th and i + 1-th coordinate system position transformation
relationship, equations (3) and (4) can be obtained

Te
r ið ÞT

e
r i+1ð ÞT

c
r = Tc

rT
b
c ið ÞT

b
c i+1ð Þ: ð3Þ

Make A = Te
rðiÞT

e
rði+1Þ, B = Tb

cðiÞT
b
cði+1Þ, X = Tc

r:

AX = XB: ð4Þ

That is, the solution of Tc
r is transformed into the solu-

tion of X in formula (4).

3.3.2. Target Space Coordinate Measurement. Before using
the camera to measure the spatial position of the target, first,
the camera imaging model must be modeled, the pinhole
camera model is the simplest ideal linear model among
many camera models, and it is derived from the principle
of lens imaging without considering lens distortion and is
the most common because of its simplicity and intuitiveness
in imaging models, as shown in Figure 4.

Let the coordinate of a point p1 in the space in the cam-
era coordinate system OCXCYCZC be ðxc1, yc1, zc1Þ, the coor-
dinate of the corresponding image point p2 in the image
pixel coordinate system Of uv is ðu1, v1Þ, and then there is a
coordinate conversion relationship (5) as shown in the fol-
lowing formula:

u1

v1

1

2
664

3
775 =

αx f 0 u0

0 αy f v0

0 0 1

2
664

3
775

xc1
zc1
yc1
zc1
1

2
666664

3
777775
=Min

xc1
zc1
yc1
zc1
1

2
666664

3
777775
: ð5Þ

In the formula, αx and αy are the magnification coeffi-
cients from the imaging plane to the image plane in the u
-axis and v-axis, respectively; f is the focal length of the cam-
era; Min is the internal parameter matrix of the camera,
which can be calibrated by Zhang’s plane method. Equation
(6) can be obtained from the principle of similar triangles:

zc1 =
B · f

uleft − uright
= B · f

d
: ð6Þ

In the formula, B is the baseline distance between the
binocular cameras, which can be obtained by camera cali-
bration; d is the parallax. The in-camera parameters of the
two parallel cameras after stereo correction are mathemati-
cally the same. Substitute equation (6) into equation (5) to
obtain the coordinate ðxc1, ycl , zc1Þ of the target point in the
left-eye camera coordinate system. Using the results of the
aforementioned hand-eye calibration, the corresponding
coordinate ðx, y, zÞ of the target point in the coordinate sys-
tem of the robot arm base can be obtained as the following
formula

x, y, z, 1½ �T = Tc
r xcl , ycl, zcl, 1½ �T : ð7Þ

4. Results and Discussion

The experiment is divided into two parts: target detection
and target space positioning, in the laboratory, a working
environment for replacing surge arresters was built to simu-
late the outdoor scene. By moving the liftable platform
shown in Figure 4, a binocular camera was used to collect
2,705 images including the high-voltage lead terminals and
the upper end of the surge arrester from different angles,
the image set is made into a standard PASCAL VOC2007
target detection set, of which 2000 are used as a training
set for model training, and the remaining 705 are used for
testing, the Faster R-CNN model is built under the Ubuntu
system through the TensorFlow deep learning framework.

V

oy

Figure 4: Pinhole camera model.
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The model is trained using the momentum gradient
descent method, and some hyperparameters are set as fol-
lows: the initial learning rate is 0.0003, the maximum num-
ber of iterations is 2 × 104, and the momentum is 0.8999.
Apply the trained Faster R-CNN to the test set for testing.
After training, the network model can obtain better detec-
tion results in different backgrounds, and at the same time,
it can overcome the influence of illumination and can be
detected even when the target is partially occluded.

The target space positioning experiment is realized by
calling the trained Faster R-CNN model in the background
through Qt combined with OpenCV. On the robot teach
pendant, the coordinates of the robot end center point in
the robot base coordinate system can be directly read, and
the robot motion can be controlled so that the robot end
center point coincides with the upper end point of the
arrester and takes the coordinates of the end center point
displayed on the teach pendant as the reference value for
measurement. In the experiment, because the center point
of the end and the upper end of the arrester cannot be guar-
anteed to be completely coincident, only the accuracy of the
reference value in the z-axis direction can be guaranteed,
therefore, only the Z coordinate is measured and analyzed
in the experiment.

Measure the Z coordinate of the upper end point of the
arrester for many times from different positions and ran-
domly select 6 groups of measurement results as shown in
Table 1 and Figure 5.

It can be seen from the Z coordinate measurement
results in Table 1 that the error of the binocular measure-
ment method used is all within 1%, which meets the mea-
surement accuracy requirements of the distribution line
maintenance robot operation, at the same time, the accuracy
of the hand-eye calibration algorithm used is also verified
from the side.

5. Conclusion

The author proposes an IoT intelligent robot motion control
system based on the improved ResNet model, the author
applied the Faster R-CNN model based on ResNet50 to the
target detection of the replacement arrester operation of
the distribution line maintenance robot, on this basis, com-
bined with the binocular vision ranging principle, the coor-
dinates of the high-voltage lead terminal and the upper
end of the arrester in the camera coordinate system are mea-
sured, finally, the coordinates are converted into the robot
base coordinate system through the hand-eye calibration
result, so as to complete the spatial positioning of the job
target.

All in all, driven by the steady development of social
economy and science and technology, people’s living stan-
dards are constantly improving, their dependence on robots
is also increasing, and their requirements are increasing in
the process of practical application. Therefore, the position-
ing of mobile robots in the control technology needs to be
connected to the Internet of Things for optimization, and
the technology should be innovated on the existing basis.
The application status ensures that it can be optimized on
the existing basis, maximize the technical application effect,
and meet people’s various needs for mobile robots.
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Table 1: Comparison of Z coordinate measurement results.

Serial
number

Reference/mm Measurements/mm Relative
error/%

1 582:82 581:37 0:249
2 544:55 544:87 0:006
3 557:47 558:97 0:269
4 554:37 554:69 0:006
5 525:43 526:02 0:112
6 569:32 572:55 0:567
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In order to accurately study the temperature field distribution of the submersible motor, the author proposes the numerical
sensing and simulation analysis of the three-dimensional flow field and temperature field of the submersible motor. For a
marine air gap water-cooled internal submersible permanent magnet motor, based on the principle of computational fluid
dynamics (CFD), numerical simulation analysis and geometric structure improvement of the three-dimensional flow field and
temperature field of the motor were carried out, eliminate the reverse flow phenomenon in the internal flow field of the motor,
improve the heat dissipation efficiency of the whole machine, and optimize the flow field and temperature rise of the motor.
Experimental results show that after the motor geometry is optimized, the flow rate of the cooling water in the air gap channel
is 36.7 L/min, which is 7.9 L/min higher than the original model, it means that the heat in the motor can be better carried
away by the water flow in the air gap channel. It is proved that the results obtained in this study have certain reference
significance for the geometric structure design of the submersible motor.

1. Introduction

Due to the frequent occurrence of natural disasters and min-
ing accidents in recent years, more and more attention has
been paid to the efficient, safe, and stable operation of sub-
mersible pumps for main drainage [1]. As the core compo-
nent of the submersible pump, the submersible motor is
the most concerned component. Because the high-pressure
wet submersible motor is more adaptable to the harsh work-
ing environment than the high-pressure dry submersible
motor, this makes the high-pressure wet submersible motor
the first choice for flood control and drainage in the country
in the future, therefore, it is particularly important to study
high-pressure wet submersible motors [2].

Submersible motors are important equipment for urban
sewage discharge, sewage treatment, road and bridge engi-
neering drainage, and irrigation and waterlogging drainage
in water conservancy projects [3]. With the improvement

of national environmental protection regulations and the
enhancement of people’s awareness of environmental pro-
tection, submersible pumps for sewage treatment have
received more and more needs and applications [4]. The
submersible motor is matched with various types of sub-
mersible motors and is integrated with the motor; it runs
in sewage of various water quality for a long time, and the
working environment is harsh. Therefore, the development
of submersible motors with excellent performance, safety,
and reliability has broad market prospects.

Since the submersible motor is submerged and operated in
the water, the working conditions are complicated; therefore,
the structural design must be strictly sealed to prevent water
from entering, at the same time, do a good job of monitoring
and keep abreast of the operation of the motor, this is the main
difference between the submersible motor and the three-phase
asynchronous motor [5]. The main problem of the current
submersible motor is that the online measurement technology
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of the internal pressure and humidity in the motor operation
has not been well solved, which affects the safe operation of
the motor to a certain extent, these problems still need to be
further studied and solved [6]. The submersible motor is the
key equipment in the mine drainage system and the disaster
relief drainage system; its development has successfully broad-
ened the application scope of the mine submersible motor and
enriched the types of high-power submersible pumps pro-
vided equipment support for the construction of mine
disaster-resistant drainage system [7]. A large number of engi-
neering practices have proved that, high-power submersible
motors have a broad application space and can not only obtain
economic benefits but also produce good social benefits in
engineering applications.

2. Literature Review

Submersible motors are generally divided into oil-filled sub-
mersible motors, water-filled submersible motors, inflatable
submersible motors, and shielded submersible motors [8].
The shielded motor and the pump together form a shielded
electric pump, which is used to transport flammable, toxic,
precious, corrosive, and radioactive media without solid par-
ticles, absolutely leak-free, and low-noise operation when
transferring liquids [9]. Shielded motors have the advantages
of small size, light weight, easy installation and use, high reli-
ability, and high performance and are widely used in water
extraction from underground or lakes, industrial and mining
enterprise drainage, urban and rural building drainage, resi-
dential water, and sewage treatment [10]. With the develop-
ment of high-efficiency and miniaturized motors, the
heating problem of motors has become the main obstacle
to the growth of single-machine capacity and is one of the
key technical problems that needs to be solved in motor
design [11]. The submersible motor has high power density,
and the heat dissipation problem is more prominent. If the
temperature inside the motor is too high, it will affect the life
of the insulating material, in severe cases, it may also cause
irreversible demagnetization of the permanent magnet,
which is directly related to the service life and operational
reliability of the motor; therefore, the temperature rise of
the motor is one of the key indicators of the motor perfor-
mance assessment; it is of great significance to study the
motor cooling method and the optimal design of the tem-
perature rise for the safety assessment of the motor [12].

In recent years, there have been many studies on the
motor flow field and temperature rise of different cooling
types. Hofmann designed an oil-spray cooling scheme for an
oil-cooled motor and analyzed the temperature distribution
of the motor [13]. Kopyrin, et al. numerically simulated the
flow field of the outer air path of the motor and studied the
effect of the stator axial ventilation holes on the temperature
rise of the windings [14]. Based on a permanent magnet motor
for an electric vehicle, Chen et al. conducted a comparative
analysis of the flow field and temperature field of the motor
under the spiral and Z-shaped water channel structures [15].
Different from conventional natural heat dissipation and cas-
ing water-cooled motors, submersible motors directly use
water to cool the inside of the motor, so the problem of tem-

perature rise is less significant than that of closed motors,
and there are fewer related temperature rise studies [16].

The author’s research object is a certain marine submers-
ible permanent magnet motor, which is a new type of motor
with air gap water cooling; the cooling water enters the motor
through the gap between the bearing and the rotating shaft
[17]. Since the thermal circuit method cannot reflect the influ-
ence of the amount of water absorbed by themotor on the heat
dissipation of the motor, and in order to obtain the fine flow
field and temperature field results of each part of the motor,
the author uses the CFD program Fluent to simulate the
three-dimensional flow field and temperature field of the
motor; through theoretical analysis and geometric structure
improvement, the reverse flow phenomenon in the flow field
inside the motor is eliminated, the heat dissipation efficiency
of the whole machine is improved, and the flow field and tem-
perature rise of the motor are optimized [18].

3. Methods

3.1. Physical Model. The installation diagram of a marine
submersible motor (hereinafter referred to as “motor”) is
shown in Figure 1; driven by the propeller, the water flows
through the hollow shaft of the motor, and a part of the
water will enter the motor through the bearing gap to cool
the motor [19]. The water flow driven by the hollow shaft
propeller is 200 L/min, the basic performance parameters
of the motor are shown in Table 1, the material of the
motor bearing is a composite material, and its temperature
is limited to 60°C.

Due to the cycle symmetry of the motor geometry, in
order to maximize the saving of computing resources and
shorten the computing cycle, the author takes the minimum
periodic unit 1/36 model for simulation calculation [20]. The
simulation calculation grid adopts the combination of hexa-
hedral structured grid and unstructured tetrahedral grid to
divide the overall calculation domain; the total number of
grids is 11264193, and the maximum skewness of the grid
is about 0.756, the mesh quality meets the engineering calcu-
lation requirements.

3.2. Mathematical Model. Fluent is a CFD software based on
the finite volume method, its basic principle is to describe a
series of partial differential equations for flow and heat
transfer; the problem of algebraic equations defined on a
finite number of discrete points of the control volume is
transformed by the discrete method; finally, the approximate
solution of the partial differential equation can be obtained
by solving the algebraic equation numerically. The author’s
research object is a fluid-solid conjugate heat transfer prob-
lem; for all solid regions such as casings and end caps, Fluent
uses a three-dimensional heat conduction model to solve the
problem, and its energy equation is

∇λs∇Ts +Qs −Qh = 0, ð1Þ

where λs, Ts, and Qs are the thermal conductivity, tempera-
ture, and internal heat source of the solid material,
respectively.
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For nonheating solids such as casings and end caps, the
value of the internal heat source Qs is 0. Qh is the heat
exchange between the fluid and the solid wall, which can
be expressed as

Qh = h Ts − Thð Þ, ð2Þ

where h is the convective heat transfer coefficient between
the fluid and the solid.

The cooling water of the calculation model can be con-
sidered as an incompressible fluid, and the flow state is tur-
bulent flow; therefore, the author uses a three-dimensional
incompressible turbulence model to solve the problem. For
an incompressible fluid, the density ρ is considered to be a
constant, then the fluid connection equation, momentum
equation, and energy equation, as well as the equations of
turbulent kinetic energy k and dissipation rate ε can be
expressed as

∇·u = 0,

∇· uuð Þ = −∇ · pI +
2
3
kI

� �
+∇ · ν + νtð Þ ∇u + ∇uð ÞT

h in o
,

∇· uT fð Þ = ∇ ·
ν

Pr
+

νt
Prt

� �
∇T f

� �
+

Qh
ρCp

,
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� �
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� �
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� �
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� �
+ Cε1
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:
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Among

νt = Cμ

k2

ε
,

G =
1
2
νt ∇u + ∇uð ÞT
h i2

,

Cμ = 0:09,

σk = 1:0,

σε = 13,

Cε1 = 1:44,

Cε2 = 1:92,

ð4Þ

where u is the fluid velocity vector; p is the pressure after
dividing by the fluid density; I is the identity matrix; ν is
the kinematic viscosity coefficient of the fluid; T f is the fluid
temperature; Pr is the laminar Prandtl number of the fluid;
Pr1 is the turbulent Prandtl number of the fluid; Cp is the
specific heat of the fluid [21].

3.3. Loss Loading and Boundary Conditions. The thermo-
physical properties of the materials of each component of
the motor are shown in Table 2, for the heat-generating
components, a heat source needs to be loaded during the cal-
culation. The heat source loaded by the temperature field
calculation is the result of the loss value calculated based
on the electromagnetic scheme; Table 3 shows the load loss
of each heating component of the motor.

The boundary condition settings of the author’s simula-
tion calculation are shown in Table 4. For the periodic sur-
face of the established 1/36 motor model, set the periodic
boundary condition in the Fluent program. The motor is
installed in the closed chamber of the hull, and the heat dis-
sipation conditions are very poor; in the simulation calcula-
tion, the author ignores the natural heat dissipation of the
outer surface such as the casing in the closed chamber of
the hull and believes that the heat of the motor is only car-
ried out by the water flow in the air gap, so the boundary
condition of the outer surface of the motor is set as adiabatic.
The amount of water entering and leaving the bearing clear-
ance is automatically calculated by the program, so the
author only needs to specify the boundary conditions of
the hollow shaft inlet during simulation [22].

Motor hollow shaf propeller

Closed hull chamber

Te motor

Figure 1: Schematic diagram of motor installation.

Table 1: Basic parameters of the motor.

Parameter name Parameter value

Motor rated power /kW 140

Number of stator slots 216

Number of motor poles 36

Rated speed / r∗ min−1
À Á

300

Hollow shaft water flow / L−1 · min−1
À Á

200

Cooling water inlet temperature / ∘C 45

Bearing temperature limits / ∘C 60
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4. Results and Discussion

4.1. Analysis of Motor Temperature Field Results. According
to the hollow shaft inlet flow rate of 200 L/min (correspond-
ing to 1/36 model flow rate of about 5.56 L/min), the simu-
lation calculation is carried out, the obtained 1/36 model
bearing clearance water inlet flow rate is 0.8 L/min (con-
verted to 28.8 L/min for the whole machine), and the tem-
perature statistics of key components are shown in Table 5.
The research results show that under the rated operating
conditions, the maximum temperature in the motor is
72.2°C, the maximum temperature in the bearing is 53.3°C,
and the temperature rise meets the design requirements.
However, the difference between the maximum temperature
of the bearing and its temperature limit (60°C) is only 6.7K;
considering the simulation error and special working condi-
tions, the bearing safety margin is not enough [23].

Combined with the results in Table 5, it can be seen that
the highest temperature position of the motor is mainly dis-
tributed on the stator winding; the temperature of the motor
near the inlet end of the hollow shaft (hereinafter referred to
as “front end”) is higher than that at the outlet end of the
hollow shaft (hereinafter referred to as “rear end”); the rea-
son is that the velocity vector diagram of the cooling water
shows that the overall trend of water flow enters from the
rear bearing gap and flows out from the front bearing gap;
and the flow direction of the water in the air gap is from
the rear end to the front end. When the cooling water flows,
the heat is absorbed and the temperature rises, and the cool-
ing capacity decreases, so the rear end temperature of the
motor parts is lower and the front end temperature is high.

The temperature distribution of the motor is that the
front end temperature is lower and the rear end temperature
is higher, indicating that the flow direction of the cooling

water in the air gap channel is from the front end to the rear
end. Therefore, the reverse flow phenomenon in the air gap
water channel of the motor is related to the rotation of the
motor.

4.2. Analysis and Optimization of Backflow Phenomenon in
Air Gap Channel. When the motor rotates, there is a linear
velocity in the circumferential direction of the rotating part,
and the water in the driving hollow shaft flows into the air
gap water channel through the bearing gap at the front
and rear ends, and the air gap water channel presents the
phenomenon of “water absorption.” The overall trend of
cooling water entering from the rear bearing clearance when
the motor rotates, it flows out from the front end bearing
clearance, indicating that the rear end bearing clearance
has a stronger water absorption capacity than the front end.

In order to analyze this phenomenon, the author firstly
verifies the boundary conditions that may affect the calcula-
tion results. Modify the relevant boundary conditions of the
simulation calculation (such as changing the outlet bound-
ary condition from outflow to pressure outlet and changing
the rotation direction from clockwise to counterclockwise),
it is found that the numerical simulation result is still that
the temperature of the front end of the motor is high, the
temperature of the rear end is low, and the water flow trend
in the air gap channel is still from the rear end to the front
end, this shows that the backflow phenomenon of the air
gap water channel is independent of the boundary condition
settings.

By excluding boundary conditions, calculation grids and
other factors that may affect the calculation results, it can be
preliminarily inferred that the backflow phenomenon of the
air gap water channel is caused by the geometric structure of
the model itself. The pressure in the cavity at the back end of
the air gap channel is higher than that at the front end. Care-
ful observation of the calculated geometric model shows that
the front-end cavity of the air gap channel is wide and long,
the rear-end cavity is narrow and short, and the volume of
the front-end cavity is larger than that of the back end. In
the case where the bearing gaps at the front and rear ends
absorb water at the same time, the volume of the rear cavity
is smaller than that of the front end, therefore, the pressure
is higher than that of the front end, which eventually causes
the cooling water to flow from the side with the higher

Table 2: Material properties of motor components.

Part
Thermal conductivity/

W ·m−1 · K−1À Á Constant pressure specific heat /
J · kg−1 · K−1À Á Density/(kg·m-3)

Bearing 025 1500 1160

Chassis/end cover/shaft 30 460 7650

Stator and rotor shield 20 520 4500

Permanent magnets 76 460 7500

Stator and rotor core Radial/tangential 30 Tangential 30 axial 1128 460 7650

Stator winding 401 385 8933

Potting glue 022 1500 1200

Stator wedge insulation 0.14 1450 1500

Table 3: Motor loss loading scheme.

Heating parts Loss value 1/36 model loss value

Stator winding 309450 85958

Stator core 2352:75 65354

Rotor core 373:75 10382

Stator shield 373:75 10382
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pressure (the rear end) to the side with the lower pressure
(the front end), resulting in a reverse flow phenomenon [24].

In order to eliminate the reverse flow phenomenon in
the air gap channel, the author optimizes the calculated geo-
metric model. On the basis of the original geometric model,
the front cavity of the air gap water channel is filled with
potting glue, at the same time, the length of the front end
of the rotating shaft is lengthened to further reduce the vol-
ume of the cavity at the front end of the air gap water chan-
nel. In the optimized structure, the length of the front end of
the rotating shaft is elongated, and the remaining axial
length of the front end cavity is S. In order to discuss in
detail the influence of front-end cavity changes on the motor
air gap water flow and temperature rise, the author estab-
lished five different fluid region calculation models with dif-
ferent front-end cavity axial lengths, the water flow in the air
gap is discussed when S is 10, 20, 30, 40, and 50mm, respec-
tively. Figure 2 shows the flow rate of the air gap water chan-
nel with different S lengths, the air gap water flow rate
increases first and then decreases with the increase of the
axial length of the front end cavity. The reason is that when
the front-end cavity is very small, the axial length S is
increased, and the volume of the front-end cavity is
increased, which is convenient for the water flow in the air
gap, but at the same time, the pressure of the front-end cav-
ity also decreases; therefore, when the volume of the front-
end cavity of the air gap channel is large to a certain extent,
the flow rate of the air gap channel will not increase but
decrease due to the greater pressure of the rear-end cavity.
It can be seen from Figure 2 that when the axial length S
of the cavity at the front end of the air gap is about
30mm, the maximum flow rate can be obtained in the air
gap water channel.

The greater the air gap channel flow rate, the more heat
is removed from the motor. After the above analysis, the
author’s final optimized geometric model takes S = 32mm
(this value aligns the elongated plane of the rotating shaft
with the end of the winding, which is easy to divide the

structured mesh). The motor presents the result that the
front-end temperature is low and the rear end temperature
is high. After the geometric structure is optimized, the over-
all average pressure of the cavity at the front end of the air
gap channel is stronger than that at the rear end, the reverse
flow phenomenon is suppressed, and the cooling water in
the air gap channel will flow from the front end to the rear
end. The above results show that the author reduces the cav-
ity volume at the front end of the air gap water channel by
optimizing the geometric structure of the air gap water
channel, which can eliminate the backflow phenomenon of
cooling water in the air gap water channel. After the motor
geometry is optimized, the flow rate of the cooling water in
the air gap channel is 36.7 L/min, which is 7.9 L/min higher
than the original model, it means that the heat in the motor
can be better carried away by the water flow in the air gap
channel. Table 6 shows the statistics of the temperature
results of the key components of the motor after the model
optimization, it can be seen that compared with the original
model, the overall temperature rise of the motor has been
reduced, and the safety margin of the bearing temperature
rise has been improved. After the model is optimized, the
cooling water flow direction of the air gap channel changes
from back to front to front to back, so the temperature rise
of the front end bearing decreases most obviously, and the
maximum temperature can be reduced by 6.3K. Although
the average temperature of the rear bearing increased
slightly, its maximum temperature still decreased [25]. The
above results show that, the temperature rise of the motor
in this paper can be optimized by reducing the volume of

Table 4: Boundary conditions for simulation calculation.

Hollow shaft inlet flow rate / L · min−1
À Á

Inlet water temperature / ∘C Motor outer surface Periodic surface

200 45 Adiabatic Period boundary

Table 5: Temperature results of key components of the motor (°C).

Part name Average temperature Maximum temperature

Winding 69:6 722

Stator core 61:1 699

Stator shield 52:1 620

Rotor shield 49:9 530

Magnetic steel 49:1 514

Front bearing 50:4 533

Rear bearing 47:8 514
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Figure 2: Variation curve of air gap channel flow rate with different
S lengths.
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the front-end cavity in the air gap channel. In the design of
the motor geometry, the cavity structure at the front and
rear ends of the air gap water channel should be fully consid-
ered, avoid the backflow phenomenon that the pressure in
the rear cavity is stronger than the front end.

5. Conclusion

The author proposes the numerical sensing and simulation
analysis of the three-dimensional flow field and temperature
field of the submersible motor, based on the CFD software
Fluent, the author conducted a three-dimensional flow field
and temperature field simulation analysis of a submersible
motor; the study found that the reverse flow phenomenon
occurred in the air gap water channel of the motor, which
caused the temperature of the front end of the motor to be
higher than that of the back end. The author made a system-
atic and in-depth analysis of the reverse flow phenomenon
in the air gap water channel of the motor and found that
the reverse flow was caused by the pressure of the back cav-
ity of the air gap water channel being stronger than that of
the front cavity. In order to eliminate the reverse flow phe-
nomenon, the author optimizes the model geometry,
improves the safety margin of bearing temperature rise,
and further improves the motor temperature rise. Studies
have shown that when designing the motor geometry, the
cavity structure at the front and rear ends of the air gap
channel should be fully considered, avoid the phenomenon
of reverse flow and reduce the cooling efficiency of the
system.
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Internet of Things-based smart healthcare systems have gained attention in recent years for improving healthcare services and
reducing data management costs. However, there is a requirement for improving the smart healthcare system in terms of
speed, accuracy, and cost. An intelligent and secure edge-computing framework with wearable devices and sensors is proposed
for cardiac arrhythmia detection and acute stroke prediction. Latency reduction is highly essential in real-time continuous
assessment, and classification accuracy has to be improved for acute stroke prediction. In this paper, preprocessing and deep
learning-based assessment is performed in the edge-computing layer, and decisions are communicated instantly to the
individuals. In this work, acute stroke prediction is performed by a deep learning model using heart rate variability features
and physiological data. Classification accuracy is improved in this approach when compared to other machine learning
approaches. Cloud servers are utilized for storing the healthcare data of individuals for further analysis. Analyzed data from
these servers are shared with hospitals, healthcare centers, family members, and physicians. The proposed edge computing
with wearable sensors approach outperforms existing smart healthcare-based approaches in terms of execution speed, latency
time, and power consumption. The deep learning method combined with DWT performs better than other similar approaches
in the assessment of cardiac arrhythmia and acute stroke prediction. The proposed classifier achieves a sensitivity of 99.4%,
specificity of 99.1%, and accuracy of 99.3% when compared with other similar approaches.

1. Introduction

Edge of Things- (EoT-) based healthcare gained huge atten-
tion in the past few years due to the wide usage of wearable
devices, 5G communication, and edge computing framework.

Wireless healthcare monitoring systems have gained huge
attention recently in almost all biomedical applications. Inter-
net of Things- (IoT-) based wearable computing devices gen-
erate a huge volume of data that has to be stored and
analyzed to get important information in many real-world
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applications [1]. Though IoT-based healthcare applications
are highly essential for accurate and timely medical diagnosis,
there are many challenges in the appropriate data collection,
required computing facility, and data storage [2].

In most modern data analytics applications, machine
learning algorithms are applied to improve the accuracy
and efficiency of the systems. In a few applications, these
intelligent algorithms even perform the detection of errors
and system output. Machine learning algorithms are widely
popular in the classification of data into different categories
that are highly essential in analyzing biomedical data [3].
Biomedical signal monitoring and processing are highly
essential in almost all medical devices and advanced equip-
ment. In recent years, wearable devices are preferred in
many healthcare monitoring to provide continuous moni-
toring, ease of access, flexibility, and disease detection.
Wearable devices and sensors are popular recently in the
wireless monitoring of infants, elderly persons, differently
abled persons, and athletes. Moreover, the increase in the
aging population needs special attention and continuous
monitoring of elderly people in the age group above 60 [4].
These devices generate a large amount of data that have to
be stored and processed. However, mobile devices are not
able to store a huge volume of data, and they are not capable
of performing complex computations involved in signal pro-
cessing. To overcome these issues, cloud-based wireless
healthcare systems gained huge attention in recent years.

IoT- and cloud computing-based healthcare systems are
developed in wireless healthcare monitoring to handle huge
volumes of data with variety. The main aim of IoT-based
healthcare is to reduce the computing burden and storage
requirements of mobile devices and to provide low-cost
solutions for healthy living for users [5]. In this paper, an
edge-based healthcare system is developed to assess impor-
tant health parameters like blood pressure, temperature,
respiratory rate, electrocardiogram (ECG), and heart rate.
Healthcare ECG monitoring is useful in assessing the health
condition of the heart.

EoT gained huge popularity in wireless healthcare mon-
itoring to handle huge volumes of data with variety. The
main objective of this work is to reduce the computing bur-
den and storage requirements of mobile devices and to pro-
vide low-cost solutions with healthy life for the users [6]. In
this article, an edge-based healthcare system is developed to
assess important health parameters like blood pressure, tem-
perature, respiratory rate, electrocardiogram (ECG), and
heart rate. Healthcare ECG monitoring is useful in assessing
the health condition of the heart.

In wireless monitoring, each patient is considered a node
of the wireless sensor network, and these nodes are con-
nected to the central node at the hospital. Wireless network-
ing, mobile computing, and cluster computing solutions
have been utilized in the performance improvement of
healthcare networks. Pervasive computing and wireless sen-
sor networks are used for different possible ways of sending
data in medical applications. In that work, the authors used
various wireless technologies in the biomedical domain for
monitoring physiological signals. Many sensors have been
utilized for signal acquisition, and signal processors are used

for preprocessing the acquired ECG signals. In this work, the
healthcare system is improvised with the application of a
cloud framework in healthcare monitoring.

In wireless healthcare monitoring, sensors are linked
with various hardware and software components used for
the effective monitoring of patients. Figure 1 shows the sim-
ple wearable computing framework with a cloud or edge
computing layer. The collected data from wearable devices
are preprocessed to provide relevant data to the computing
layer. Preprocessed data are assessed in the computing layer
using edge computing devices, and the results are sent back
to the end user. To perform in-depth analysis and predic-
tion, various machine learning and deep learning algorithms
may be utilized for feature extraction and classification.

Wireless healthcare monitoring is highly essential in asses-
sing chronic diseases such as cardiac arrhythmias, diabetes,
hypertension, and cardiovascular disease. Since wireless
healthcare monitoring faces some serious challenges, wearable
sensors with an edge computing approach are presented in this
paper. Edge computing-based smart healthcare systems are
developed by researchers using wearable devices [7–9]. These
approaches focus on the physiological parameters and history
of patients in the assessment of individuals. A few issues in
the existing works are as follows: (i) wearable sensors and
devices are not capable of performing prediction tasks and crit-
ical analysis. (ii) Cloud computing frameworks are utilized in
existing approaches for deep learning-based detection and pre-
diction tasks that require intensive computing. (iii) The classi-
fication accuracy needs to be improved in life-threatening heart
disease risk analysis and acute stroke prediction.

A deep learning-based CNN model is developed to
assess heart disease in a fog environment [10]. However,
there is a requirement for improving accuracy in cardiac
arrhythmia detection and acute stroke prediction. An edge
computing framework with wearable devices is presented
in this paper to overcome the drawbacks of existing edge
computing-based approaches and to improve the accuracy
of cardiac arrhythmia detection. The simple preprocessing
tasks are carried out on the user’s mobile device, whereas
feature extraction and deep learning-based assessment are
carried out on edge devices. A cloud server is used to store
and analyze a large amount of collected data. Healthcare
centers, emergency services, patients, family members, and
physicians are communicated through the cloud server.

In the existing works, cardiac arrhythmia detection has
been carried out with different methodologies and various
risk factors. A few of the risk factors are type-II diabetes,
high blood pressure, tobacco use, and high cholesterol. Fea-
ture selection techniques are highly required for improving
accuracy and effective utilization of computing resources in
the assessment of heart diseases using machine learning
approaches. An artificial neural network (ANN) with multi-
layer perceptron is utilized for cardiac arrhythmia detection
and acute stroke prediction. Convolutional neural network
(CNN) and support vector machine (SVM) are combined
with spectrogram for classifying heart sounds in the heart
diseases diagnosis. It is important to segregate abnormal
heart sounds and lung sounds in a phonocardiogram
(PCG) based on cardiac arrhythmia analysis [11].
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literature related to edge computing framework, wearable
computing, preprocessing of ECG signals, and machine
learning-based assessment. Section 3 proposes the edge
computing framework with the necessary block diagram
and explanations. The obtained results are discussed in Sec-
tion 4. Finally, the work is concluded in Section 5.

2. Literature Review

In wireless ECG monitoring, wearable devices and sensors
collect various physiological parameters of individuals. Sen-
sors are connected through the wireless sensor network for
monitoring a greater number of patients. The high-quality
signal can be observed through the microcontroller-based
preprocessing circuit. ECG signal processing is performed
using wavelets for better spectral feature extraction and to
improve the SNR. The combination of online monitoring
and high-quality processing makes this system a powerful
technology for wireless monitoring systems.

CVD risk detection is performed in many works by apply-
ingmachine learning approaches to identify heart abnormality
detection and heartbeat classification. An artificial neural net-
work is used for CVD risk detection in the mobile cloud
approach [12]. In their work, the author used virtual machines
in the cloud where ANN-based training and learning are done,
and the processed data is sent back to the mobile devices.
However, the training and learning are performed on the
entire data which leads to numerous computations, and cloud
computing devices are burdened in case of continuous moni-
toring of a greater number of users.

Machine learning is also used by many authors in heart
disease detection. ANFIS has been used in coronary heart
disease risk detection in the cloud-based monitoring system
[13]. In addition, decision trees, Naïve Bayes, K-nearest
neighbor (KNN), and support vectors (SVM) have been uti-
lized in many works in developing better healthcare moni-
toring systems. Machine learning techniques are applied in
data analysis and complex design applications where it is dif-
ficult to apply conventional algorithms and techniques [14].
In biomedical applications, many expert systems are used in
smart healthcare monitoring devices, hence the huge
amount of data to be processed and classified appropriately
using machine learning techniques [15].

A review of ECG signal monitoring techniques indicated
that there is a requirement for developing a better-quality
assessment and preprocessing technique [16]. Mathematical
morphology-based processing introduces distortions to the
QRS waves, which cause difficulty in the extraction of R-R
intervals [17]. Hence, morphology-based analysis is not
effective for ECG signal preprocessing and feature extrac-
tion. To overcome the difficulties in morphology analysis,
R-peak detection techniques are required. R wave slope

detection is vital in locating the QRS complex in ECG signal
feature extraction applications. The low R wave slopes may
mislead the physician in ECG signal diagnosis. Hence, the
noise removal of ECG signals is carried out using filtering
algorithms for better feature extraction [18]. In addition,
while monitoring the heart rate of athletes, elderly persons
and infants require some wearable devices; the conventional
monitoring systems have to be improved with wireless mon-
itoring and processing capability.

Cloud computing and edge computing are widely
deployed in smart healthcare systems. In cloud-based sys-
tems, signal quality analysis is performed on the mobile
device. The complex computations are transferred to the
cloud server, and the results are sent back to the mobile
devices with a display. Mobile and wearable devices are used
for the collection of data, and a cloud server is used for stor-
age and computation. Since mobile devices and wearable
devices are connected to the hospital through the internet
and router directly, the transfer of data can be accomplished
easily [19]. The qualified and processed data are sent to edge
devices which may be in either a healthcare center or diag-
nostic laboratory. The preprocessed data are sent to edge
devices, and KNN-based CVD risk detection is carried out.
KNN-based ECG beat classification is performed for cardiac
arrhythmia detection. Many machine-learning algorithms
are utilized for biomedical data analysis [20].

3. Proposed Edge Computing Framework

Cardiac arrhythmia detection and acute stroke prediction
are focused on in this work using wearable sensors and an
edge computing framework. Figure 2 depicts the process
flow of the edge computing framework with sensors and
cloud servers. In the proposed framework, preprocessing
and feature extraction are performed in the edge computing
layer, and decisions can be communicated instantly to the
individuals. A huge amount of collected data are sent to
the cloud server for storage and further analysis in improv-
ing the accuracy of acute stroke risk prediction. Since few
heart arrhythmia conditions may be life-threatening, the
accuracy needs to be improved in acute stroke prediction
from the data acquired by wearable devices. To improve
the accuracy of prediction, a deep learning-based CNN algo-
rithm is utilized for feature extraction and classification.

A few significant contributions of the proposed work are
as follows:

(i) Time domain and frequency domain HRV features
are used in cardiac arrhythmia detection

(ii) Various physiological data and HRV features are
applied to the CNN for acute stroke prediction

Wearable
device with

sensors

Preprocessing
of collected

data

Cloud/edge
computing

layer

Predicted
results to
end user

Figure 1: Wearable computing framework.
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(iii) Both MIT-BIH and real-time recorded ECG signals
are used to predict acute stroke using a deep learn-
ing model

(iv) A deep CNN-based multiclass classification is per-
formed in acute stroke prediction to classify the
subjects into normal, less stroke-risky, and high
stroke-risk

3.1. Preprocessing and Feature Extraction. The collected ECG
data are preprocessed in the wearable device, and they are
sent to the graphics processing unit- (GPU-) based edge
computing devices for deep learning-based acute stroke pre-
diction. Blood pressure, glucose level, and cholesterol level
can be sent without any preprocessing. However, prepro-
cessing and feature extraction play a major role in ECG sig-
nal analysis. A complete data analysis of the ECG signal is
highly essential for heart rate feature extraction [21]. Wave-
let transform is utilized for ECG signal preprocessing and
feature extraction. Statistical and frequency domain analysis
is applied to extract the heart rate variability (HRV) of the
ECG signal. Statistical features and frequency domain fea-
tures are utilized for obtaining experimental results. A few
statistical features are the mean of RR intervals (RRmean),
mean of heart rate (HRmean), the standard deviation of
heart rate (HR Std), root mean square standard deviation,
and frequency domain features which are VLF Power, LF
Power (ms2), HF Power (ms2), and LF norm.

3.2. Assessment of Cardiac Arrhythmia and Acute Stroke
Prediction. The collected data are stored as training data
and testing data. Usually, 80% of the data can be trained to
obtain good classification results. Cardiac arrhythmia detec-
tion is performed by preprocessing, model development,
testing of the model, and prediction. CNN-based deep
learning-based stroke prediction and risk classification are
carried out in this stage by the following steps: (i) feature

extraction from the quality assessed ECG signal, (ii) apply-
ing various physiological data and feature extracted ECG
signals to deep learning model, and (iii) cardiac arrhythmia
detection is performed by testing the developed model.
Figure 3 describes the deep learning model-based cardiac
arrhythmia detection.

In this work, deep CNN is utilized for the study with one
input layer, two convolution layers, two pooling layers, one
fully connected layer, and a classification layer. In this work,
two convolution layers and two max-pooling layers are

Collect the data from
sensors

Preprocess and send the
data to edge

Further
analysis?

Send data to cloud

Analyze & store data

Yes

No
Hospital

Relatives

Emergency

Medical history

Figure 2: Edge computing framework with sensors and cloud.

Collected physiological data

Data preprocessing

DWT based feature extraction

Deep learning model development

Training and testing of model

Cardiac arrhythmia detection

Figure 3: Cardiac arrhythmia detection using collected
physiological data.
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utilized for better localization and feature mapping. Feature
maps at the convolution layer are evaluated by

Xm,l
j = f 〠

i∈Mj

Xm,l−1
j ∗Wm,l

ij + bm,l
j

 !
: ð1Þ

Xm,l
j is the one-dimensional kernel to produce jth feature

map in the convolution layer. Bias values for the jth filter are
bj and Mj.

The feature map for the pooler layer can be computed by

Xm,l
j =maxv∈V Xm,l−1

j r ∗ s + vð Þ
n o

, ð2Þ

where r, s, and V are the elements of each feature map.

Acute stroke detection is also focused in the proposed
edge computing framework by processing physiological sig-
nals. Heart-related chronic diseases are mainly responsible
for cardiac arrest, heart attack, and sudden cardiac death.
Hence, acute stroke or ischemic stroke detection is highly
essential in heart-related chronic disease assessment. Real-
time testing of the product enables us to make it better to
use the wearable device for stroke prediction. The classifica-
tion accuracy of chronic disease risk and acute stroke predic-
tion is carried out using specificity, sensitivity, and total
classification accuracy. Figure 4 depicts the procedure
involved in acute stroke prediction.

A deep learning model is developed for acute stroke pre-
diction using a multiclass CNN algorithm. The training
phase and testing phase of the deep learning model is illus-
trated in Figure 5. The deep learning model is provided with
several sample data collected from MIT-BIH and real-time

Real time ECG signal

ECG signal preprocessing

Time and frequency HRV parameters

Acute stroke prediction

Normal
subject

Physiological data

Low stroke
risky

High stroke
risky

Figure 4: Process flow in acute stroke prediction.

Training phase

Testing phase

Deep learning model Trained model

Sample normal
data and heart

patient data

New real time
data from

wearable device

Acute stroke
prediction

results

Trained model

Figure 5: Training and testing of deep learning model.
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data. Sample data comprises both the normal subject data
and heart patient data with stroke symptoms. The input data
comprises many physiological data, heart rate features, and
corresponding results. Training is performed on the input
data to obtain a trained deep-learning model. The obtained
trained model is used to test the incoming new data from
wearable devices. Predicted results from testing are commu-
nicated to physicians, healthcare centers, relatives, and
emergency services. In case of high stroke risk, it is required
to pay immediate attention, and information has to be sent
to emergency healthcare services.

4. Results and Discussion

Experimental results are obtained using collected physiolog-
ical data from wearable devices such as temperature, blood
pressure, ECG, respiration rate, and cholesterol level. Heart
rate variability features are extracted from both the MIT-
BIH data and real-time recorded data. Simulation experi-
ments are performed using Matlab software (version
2019a) with a laptop (8GB DDR4 RAM and Intel i7 proces-
sor with a processor speed of up to 4.6GHz). Feature extrac-
tion from the ECG signal is carried out using National
Instruments (NI) Biomedical kit application software. The
system performance and battery performance of the mobile
are observed by transmitting data to edge devices and
servers.

The simulation experiments were performed using both
the MIT-BIH database and real-time data collected from
wearable devices. From the MIT-BIH database, both the car-
diac disease patient data and healthy people records have

been applied. Fifty heart patients and thirty healthy individ-
uals were recruited for the real-time wearable computing-
based data collection. Though the ECG signal amplitudes
are in the mV range, the obtained amplitudes are due to
the ECG amplifiers. The acquired ECG signal is processed
using wavelets for measuring physiological parameters. After
identifying the QRS complexes in the ECG signal using
DWT, the heart rate can be measured using the interval
between R peaks [22].
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Figure 6: HRV feature extraction using wavelets. (a) Power spectral density. (b) Spectrogram.
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Heart rate variability features and physiological data such
as blood pressure, respiration rate, temperature, and choles-
terol level have been fed into the CNN classifier. These details
are included in the first paragraph of the results and discussion
section. In addition, the parameters of CNN data are discussed
in Figure 6. In the existing works, machine learning algorithms

are utilized with preprocessing and feature extraction for heart
arrhythmia analysis and stroke prediction; however, they
could not obtain the required classification accuracy. In this
paper, the CNN classifier is used to improve classification
accuracy with three output layers for providing normal, low
stroke risky, and high stroke risky.

Statistical features such as the mean of RR intervals
(RRmean), mean of heart rate (HRmean), the standard devi-
ation of heart rate (HR Std), root mean square standard
deviation, and frequency domain parameters such as VLF
(ms2), LF (ms2), HF (ms2), frequency ratio LF/HF, LF
norm, and HF norm are noted for all the subjects. Power
spectral density plots with frequency domain features and
spectrogram plots with wavelet coefficients are observed
using NI biomedical kit. These features are highly essential
to improve the accuracy of the proposed deep learning
model. Figure 6(a) depicts the power spectral density plot
with all the frequency domain features. Figure 6(b) shows
the spectrogram plot of the ECG data to obtain the wavelet
coefficients and their distribution in terms of scale values.
The scale of subjects is varying from 0 to 59 from 7.1 to
36.6 sec. Assessment of the observed values is used to analyze
heart arrhythmia and acute stroke prediction.

Time domain features such as mean and standard devi-
ation of heart rate (HR) are considered. Threshold values
are assigned to the HR mean and HR standard deviation
while categorizing the considered data into normal and dis-
ease risk. A total of 512 training data (80%) with a signal
length of 60 seconds have been considered which includes
MIT-BIH database samples. After training, 128 testing data
(20%) were used to validate the accuracy of the classifier.
The R-peak detected signal is used to calculate beats per
minute. To evaluate the performance of the proposed
approach, sensitivity, specificity, and accuracy are calculated.
These parameters are defined as follows:

Sensitivity =
TP

TP + FN
× 100%, ð3Þ

Specificity =
TN

TN + FP
× 100%, ð4Þ

Accuracy =
TP + TN

TP + FN + TN + FP
× 100%: ð5Þ

In the proposed work, a CNN classifier with a learning rate
of 0.1, epochs of 25, and batch size of 640 has been selected for
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Figure 8: Latency analysis of edge computing framework.

Table 1: Comparison of execution speed while deploying different
edge devices.

Data

Execution speed

Without
edge
(sec)

Single-
edge
device
(sec)

Two-edge
devices
(sec)

Three-edge
devices
(sec)

Speed
increase

MIT-
BIH #
101

713 453 324 112 6.4×

MIT-
BIH #
102

709 511 355 106 6.9×

MIT-
BIH #
103

813 422 311 97 8.4×

MIT-
BIH #
104

754 504 297 84 8.9×

MIT-
BIH #
105

823 421 324 86 9.6×

MIT-
BIH #
200

765 435 231 90 8.5×

MIT-
BIH #
205

912 401 341 105 8.7×

NI lab
#101

854 398 375 125 6.8×

NI lab
2 #102

939 431 392 132 7.1×

Table 2: Comparison of specificity, sensitivity, and accuracy.

Classifier
MIT-BIH

Specificity
(%)

Sensitivity
(%)

Accuracy
(%)

ML-ECG&MIL [23] 84.7 85.4 84.9

MF-KNN [24] 86.8 87.4 87.1

EF-SVM [25] 92.2 92.4 92.2

MF-CNN [26] 94.9 95.4 95.1

Proposed (DWT
+CNN)

99.1 99.4 99.3
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training and learning. Training accuracy, testing accuracy, and
training error are measured and depicted in Figure 7.

In the edge computing-based approach, the battery
power requirement is ranging from 1 to 1.5% of the total
battery power. It is worth noting that mobile approaches
consume 12 to 14% of the battery. The execution speed
improves by six to ten times in the proposed edge computing
approach with three-edge devices when compared with
single-edge devices. Latency analysis is also carried out to
study the effective performance of the proposed edge frame-
work. Figure 8 shows the latency analysis and comparison of
the edge computing framework and the computing frame-
work without any edge devices. The latency time is greatly
reduced by the edge computing framework due to the less
dependency on cloud services.

Execution speed and latency time are calculated to assess
the performance of the proposed edge computing frame-
work. Execution speed improves in the framework due to
the local processing and analysis through edge devices. The
speed is further improved by increasing the number of edge
devices by minimizing the dependency on cloud-based ser-
vices. Table 1 compares the execution speed of the proposed
edge computing approach by deploying a different number
of edge devices. In addition to performing accuracy in terms
of specificity and sensitivity, the battery is not burdened
much while intensive computing operations in the edge
computing-based approach.

In most classification approaches, it is necessary to com-
pare the sensitivity, specificity, and accuracy of different
approaches while applying them for risk detection. In this
work, extracted heart rate features using DWT and physio-
logical parameters are applied to the deep CNN approach.
Here, multilead ECG with multiple instance learning (ML-
ECG&MIL), morphology features with KNN (MF-KNN),
energy features with SVM (EF-SVM), and multiple feature-
based CNN (MF-CNN) methods are compared to proposed
DWT with deep CNN approach. Table 2 compares the
obtained values of specificity, sensitivity, and accuracy while
considering 250 patient records. Figures 9(a) and 9(b) depict

the comparative sensitivity analysis and comparative speci-
ficity analysis, respectively, which are performed on 50,
100, 150, 200, and 250 patient records. It is observed from
these figures that there is a slight variation in the perfor-
mance. However, the proposed DWT with a deep CNN
approach is superior to other existing methods due to its fea-
ture extracted and well-trained data.

From Table 2, it is observed that specificity, sensitivity,
and accuracy are high in the approach compared with simi-
lar methods. Sensitivity, specificity, and accuracy analyses
are carried out with a different number of records.

5. Conclusion

In this work, an edge computing approach is proposed to
improve the accuracy and speed of assessing cardiac arrhythmia
and acute stroke prediction. A deep learning-based CNNmodel
is developed for detecting cardiac arrhythmia and predicting
acute stroke. The physiological data and heart rate features of
both the MIT-BIH and real-time data are applied to the deep
learning model. The proposed DWT-based feature extraction
and deep CNN-based multiclass classification provide more
accuracy than many existing feature extraction and classifica-
tion approaches. The proposed classifier achieves a sensitivity
of 99.4%, specificity of 99.1%, and accuracy of 99.3% when
compared with other similar approaches. The execution speed
improves by six to ten times in the proposed edge computing
approach with three-edge devices when compared with the
single-edge device.
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In order to provide more comfortable living space for the elderly, this paper proposes an interior design method of aging housing
based on intelligent home system of Internet of things sensors. Taking the residential area as the background environment, create
the living space and environment for the elderly through intelligent means. There is a close relationship between the intelligent
system in the room and the management center of the residential area and other users in the residential area. Firstly, through
the theoretical research on the concepts of home-based elderly care and intelligent elderly care, the development process of
intelligent elderly care is described. Finally, in the “people-oriented” concept, summarize and analyze the design methods of
intelligent elderly care housing. The application results show that the interior form of the residence, the entrance of the lobby,
the bedroom, and the kitchen should be designed for aging and intellectualization, respectively. For example, the clear width of
the main passage of the bedroom should be greater than 900mm, and its direction should be to the long side leading to the
bed. The layout of furniture should consider leaving 1500∗1500mm wheelchair rotation space to facilitate the activities of the
elderly. Conclusion. This method can meet the physiological and psychological needs of the elderly.

1. Introduction

In order to cope with the current severe aging situation, the
report of the 19th national congress in 2017 put forward the
initiative of “building a policy system and social environ-
ment for the elderly, filial piety and respect for the elderly,
promoting the combination of medical care and elderly care,
and accelerating the development of aging undertakings and
industries,” which provides action guidelines for the issue of
population aging at the national level [1]. The central urban
work conference held in 2015 pointed out that “we will
orderly promote the comprehensive renovation of old resi-
dential quarters, strive to basically complete the renovation
of dilapidated buildings, shanty towns, and villages in the
city by 2020, and finally build a harmonious, livable,
dynamic, and distinctive modern city.” The government
has listed the renovation of old residential quarters in urban
construction as the construction focus. It can be seen that
the aging transformation of residential buildings has become

one of the key issues of urban construction of the govern-
ment [2]. The traditional culture of filial piety first is deeply
rooted in the hearts of Chinese people. Most people tend to
live at home for the elderly after they grow old. Home care is
also the basis for the construction of the elderly care service
system in the 13th five-year plan. In 2017, the 13th five-year
plan for the development of China’s aging cause put forward
the construction requirements at this stage, which improved
the elderly care service system of “home-based, community-
based, institutional, and medical support,” and created a
social environment to support the development of the aging
cause and the construction of the elderly care system by pro-
viding significantly improved quality, more reasonable
structure, multilevel, and diversified elderly care services
[3]. Among them, the special project to promote the livable
construction of the elderly is emphasized. It is required to
promote the barrier free construction and transformation
of facilities and create a safe, green, and convenient living
environment. It is expected that by 2020, 60% of urban
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residential areas will meet the construction requirements, 40%
of rural areas will meet the construction requirements, and the
daily life of the vast majority of the elderly can be carried out
normally relying on the community. In response to various
pension policies issued by the central government and the
“13th five-year plan,” various regions have carried out special
planning for pension facilities, which not only carries out
targeted overall planning from the urban scale but also succes-
sively issued policies for their living space/residential buildings
to carry out targeted transformation from the aspect of adap-
tation to the elderly, in order to create a more suitable livable
space for the elderly (as shown in Figure 1).

2. Literature Review

Hu et al. analyzed the light environment of the elderly when
they lived and specifically studied the lighting design method
in the living space of the elderly from the vision and other
factors of the elderly [4]. Cox et al. made a detailed analysis
on the building components, spatial scale, functional config-
uration in the space, common furniture and facilities in the
space and the environment in the space for the elderly, put
forward the interior design principles, and conducted a
detailed study on the apartment for the elderly and the two
generation living mode [5]. Losanno et al. mainly investi-
gated the elderly care facilities at that time, conducted tar-
geted research and analysis on the policies and systems at
that time and the population base of the elderly, paid atten-
tion to the physical and mental conditions of the elderly, put
forward a new “elderly care” model, and discussed the
indoor and outdoor environment suitable for the lives of
the elderly [6]. Hamada et al. summarized the design points
of the main entrance space function form, furniture and
facilities elements and environmental feeling through the
results of investigation and information feedback on the
use of the elderly, and took this as the theoretical basis for
the project practice [7]. Li et al. have studied the case, design,
development strategy, and other contents of elderly care
facilities in Japan, thus providing a real reference for the
planning, construction and operation development of
elderly care facilities, and making up for some deficiencies
in aging design [8]. Gong et al. tentatively put forward the
landscape design strategy for the external environment of
the elderly, summarized some existing problems in the land-
scape space, and gave the key points of landscape design
with the function of health care [9]. Yi et al. drew lessons
from and summarized the public space of foreign nursing
homes and explored relevant issues [10]. The key points of
design are given from the aspects of furniture facilities con-
figuration and functional form in public space, and the
design method is summarized from the space environment.
Mamom mainly studied the aging problem of the main
functional spaces in the elderly living environment and
elderly care facilities and put forward the adaptive transfor-
mation design strategy [11].

From the professional perspective of architectural
design, combined with environmental psychology, environ-
mental behavior, gerontology, marketing, computer science,
and other related knowledge, through the research on the

trend of social aging, national policies, and the aging market,
this paper puts forward many problems about the elderly
care. Through the case study, this paper makes a compre-
hensive analysis on the aging housing. After understanding
the living characteristics of the elderly in many aspects, we
should ensure that in addition to the barrier free measures
that must be ensured in the design, we should combine
modern intelligent technology to seek corresponding coun-
termeasures and reasonable solutions to the problem of
how to meet the special physiological and psychological
needs of the elderly through high technology. This paper
mainly focuses on the helping and caring elderly among
the elderly.

3. Research Methods

3.1. Concept of Intelligent Home-Based Elderly Care Mode.
“Smart home care,” namely, “smart elderly care”, was first
proposed by the British life trust foundation and is collec-
tively referred to as “fully intelligent elderly care system.”
Intelligent home care system is based on the Internet of
Things technology, which embeds intelligent chips in home
devices in the house, so as to realize the remote monitoring
of the life safety of the elderly. Its core idea is to apply
advanced electronic information technology and manage-
ment concepts, such as sensor network, cloud computing,
3G mobile communication, web services, intelligent data
processing, and other related IT technology means, so as to
make the government, medical community, and community
cooperate closely to provide medical care, travel safety mon-
itoring, entertainment, and other services for the daily life of
the elderly. In some cities in China, such as Beijing and
Yangzhou, intelligent home-based elderly care has gradually
become an inevitable development trend [12].

In order to overcome the impact of the dynamic changes
of the network on the transmission of various smart home
sensors, the network QoS monitoring technology is intro-
duced to lay a good foundation for intelligent transmission
control with real-time monitoring. Add a timestamp at the
protocol layer to monitor the network delay, add two fields
to each message, and record the last received timestamp
(LRT) and the currently sent timestamp (CST) [13]. After

PC terminal
equipment

Intelligent
electric lamp

Music control

Central node

Fan control

n

Figure 1: Scenario design of smart home aging housing based on
IOT sensor network.
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receiving the message, the receiving end calculates the local
packet delay according to the LRT and SCT of the message.
At the same time, the processing delay of the message in the
network can be obtained by subtracting the processing delay
of the opposite end according to the last time stamp (LST)
saved by the receiving end and the time when the message
is currently received.

When end B replies A message,

LRT = TB+Δt1, ð1Þ

CST = TB+Δt1+Δt2: ð2Þ
When end A receives the message from end B, its local

LRT = TA+Δt1: ð3Þ

And its current time is

CT = TA+Δt1+Δt2+Δt3: ð4Þ

At this time, it can be calculated that the bidirectional
delay of message sending is

CT − LST − CST − LRTð Þ: ð5Þ

3.2. Development of Intelligent Elderly Care. The national
intelligent elderly care experimental base is an intelligent
elderly care demonstration project based on intelligent tech-
nology and equipment integration system and the advan-
tages of Internet of Things and cloud computing [14]. Big
data and spatial geographic information management inte-
gration is based on the principles of “fit for the old, adapt
to local conditions, low-carbon environmental protection,
and intelligent efficiency.” The project adheres to the policy
of “government support, society participation, market-ori-
ented, standardized construction, scientific management,
and group development” and takes “platform construction,
team construction, channel construction, and brand con-
struction” as the development strategy. Through practice
and exploration, the following three modes of intelligent
elderly care experimental bases have been preliminarily
formed (see Table 1).

The ministry of housing and urban rural development
will designate a city as a pilot city for the construction of a
national smart city. According to the deployment of the
scheme, the smart elderly care comprehensive service plat-
form, which is supported by the government and partici-
pated by many enterprises, is launched. The base has
successfully explored a new mode of providing for the aged
with a new idea of development driven by demonstration.
It is realized by adopting IT technologies such as big data,
Internet of Things, and mobile Internet. The base simulta-
neously uses five platforms to pay attention to the daily life
of the elderly, and all data are finally transmitted to the chil-
dren and communities of the elderly through a comprehen-
sive platform (see Figure 2).

Academic circles have also made in-depth research and
discussion on the basic theoretical issues of smart cities.

The basic characteristics of smart cities can be summarized
into the following four aspects (see Table 2).

It can be seen that the practice of the actual work
department in creating smart communities and smart cit-
ies and the academic discussion on the basic theoretical
issues of smart cities, not only involve the theoretical
and practical issues of intelligent elderly care, but also pro-
vide guidance for the innovation and development of
intelligent elderly care.

4. Result Analysis

4.1. Indoor Space Form

4.1.1. Aging Design. Indoor space, according to different
family structures, has different divisions of indoor space.
Family population and family model elements are two basic
conditions that affect family structure [15]. According to the
degree of residence and separation between the elderly and
their children, they can be divided into the following three
types.

(1) Sharing Type. According to the different degree of sepa-
ration of the special space for the elderly in the residential
apartment type, it can be divided into the following three
categories, a total of six combinations of different planes
(see Table 3 and Figure 3).

(2) Neighborhood Type. There are mainly three forms of “liv-
ing in different households on the same floor,” “living in dif-
ferent floors in the same building,” “living in different
buildings in the same group,” and “living in different groups
in the same area,” which not only facilitates the completely
independent life of the two generations but also ensures
the mutual care and emotional communication between
the two generations in their daily life.

(3) Split Type. Two generations of families are highly inde-
pendent, but they are still in the same community, which
is in line with the living trend of “separation, proximity,
long-term contact, and response” in modern life. Most of
the elderly live independently [16]. At the same time, there
are potential safety problems, which make the elderly
unable to receive timely care in terms of physical and
mental health.

4.1.2. Intelligent Design. Intellectualization will have a great
impact on the division of indoor space forms. Nowadays,
most rooms are divided by fixed walls with single function
[17]. In the era of more and more intelligence, there are
walls that can move and change, and spaces can be freely
combined. With the development of science and technology,
movable laminated glass, high-tech liquid crystal, or even
invisible “virtual wall” may replace a single cement wall to
divide the space, which will make the form of indoor space
more colorful. With the application of intelligence, the divi-
sion of residential indoor space will be more flexible and
humanized. For example, more and more kitchen designs
are changing from the corner of the house to the entrance
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of the house, connecting with the living room and dining
room, or directly making an open kitchen. When the old
man is alone at home, he cannot help feeling that the big
room lacks a sense of security. At this time, intelligent appli-
cations come in handy. The old man can use the remote
control to create a comfortable private space for himself on
the movable wall of his home.

4.2. Entrance Hall

4.2.1. Aging Design. The entrance hall is the first place for the
host to meet the guests. It is the link between inside and out-
side. The design of the entrance can reflect the owner’s life
taste and home design style. In addition to the required daily
use safety, attention should also be paid to the portability of

Table 1: Mode analysis of intelligent elderly care experimental base.

Base mode Formal content

Comprehensive intelligent elderly
community

Newly built intelligent residential buildings, apartments, and nursing homes for the elderly, as well as
intelligent health management, life services, culture, and entertainment facilities

Intelligent elderly livable
community

With the existing urban communities as the carrier, build an intelligent elderly care service platform to
provide intelligent elderly care services for families, community service facilities, and community

elderly service institutions

Intelligent aging service
organization

Promote and apply intelligent technology and equipment in nursing homes, universities for the elderly,
elderly activity centers and other institutions, train relevant family members, and establish an

intelligent service network

Healthcare platform Family service platform Health monitoring platform Spiritual comfort platform Emergency rescue platform

Comprehensive platform display

Elderly children Community

Get up early in the morning Morning Afternoon Night Emergency

Figure 2: Smart community platform.

Table 2: Basic characteristics of smart city.

Basic feature Content description

Comprehensive
IOT

Using intelligent sensor equipment to realize the networking of all public facilities in the city

Fully integrated Internet of Things system and Internet system are fully connected and integrated

Encourage
innovation

On the basis of smart infrastructure, the government and relevant enterprises carry out innovative applications in
technology and business

Collaborative
operation

Each key system of the city operates efficiently and harmoniously with its participants

Table 3: Spatial relationship between the elderly and their children.

Cohabitation spatial relationship

Separate bedroom (separate bedrooms, shared by other spaces)
Family shared toilet

Toilet for the elderly

Separate living room and bedroom (independent living room and bedroom, shared by other spaces)
Shared toilet

Toilet separation

Separate main living space (independent living room, kitchen, dining room, and bedroom, shared by other spaces)
Common in lobby

Vestibule separation
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the elderly. It can be improved through the following specific
aging measures:

(1) The passageways inside and outside the entrance hall
shall meet the smooth passage of the local ambu-
lance stretcher to avoid that the stretcher cannot be
used due to the narrow passageway

(2) The inner side of the entrance hall should be
reserved for the elderly to sit down and change
shoes. Handrails and grab bars should be installed
next to the seats

4.2.2. Intelligent Design. The entrance design should be com-
fortable, convenient, and safe. In this position, the intelligent
system includes night vision waterproof camera, visual inter-
com function, and fingerprint door lock. A waterproof color
camera with night vision function is set at the gate to facili-
tate the children of the owner or the elderly to observe the
images at the gate through the Internet or TV touch-screen
anytime and anywhere, and the records are kept for 20 days
[18]. Through the visual intercom function, the elderly can
easily talk with visitors to open the door in the living room,
bedroom, kitchen, and bathroom. In addition, they can also
contact the monitoring center and even other residents in
the community. Fingerprint door lock refers to the installa-
tion of household access control equipment at one side of
the house door. Generally, there are visual doorbell and elec-
tric fingerprint door lock, which can visually talk with visi-
tors or swipe cards, input passwords, and open doors by
pressing fingerprints. A set of entrance protection doors
and building door electronic doors are incorporated into
the community security and emergency rescue system.
Emergency call buttons are installed in public places in the
community and in each room of the home, ensuring that
the elderly can automatically unlock when there is an emer-
gency and get help in time. It should be noted that the height
design of fingerprint door lock and emergency button
should meet the ergonomics of the elderly. In addition, we
only need to install a touch-screen scene panel, which has
been configured with the welcome and leave modes. When
visitors arrive, the welcome scene will be turned on, and

the lights will illuminate the whole living room, which is
convenient for the elderly to operate, and will also reduce
the loneliness of the elderly living alone at home.

4.3. Bedroom

4.3.1. Aging Design. As the elderly get older, their activity
ability gradually declines, and they will spend more time
indoors. Since sufficient sunshine, fresh air, and beautiful
outdoor landscape will play an important role in the physical
and mental health of the elderly, the bedroom design should
ensure the best lighting, ventilation, and landscape line of
sight requirements [19]. The bedroom where the elderly live
is best equipped with an auxiliary bathroom. Good aging
design of bedroom is reflected in the following points:

(1) The design of the bedroom should consider the psy-
chological characteristics that the elderly do not like
to rest in the same bed. Because the elderly sleep less,
snoring at night will interfere with each other, so
most elderly people have their own beds or sleep in
different rooms. Therefore, when designing the bed-
room area, two single beds should be reserved for the
elderly to take care of themselves. It is very conve-
nient to provide a bed for relatives to rest when the
elderly care for them

(2) The elderly do not like to sleep in soft beds, because
it is not easy to get up and turn over, and it is
unhealthy. Therefore, when helping the elderly buy
and select mattresses, they should pay attention. It
is best to have a handle or handrail beside the bed
to help the elderly get up

(3) The layout of beds, wardrobes, dressing tables, and
other furniture should conform to the living habits
of the elderly, especially to avoid dead corners of
space, so as to prevent the elderly from feeling at a
loss or causing unexpected injuries. The bed should
not be too close to the window to avoid the direct
blowing of cold wind

(4) The clear width of the main passage of the bedroom
should be greater than 900mm, and it should point
to the long side leading to the bed. The layout of fur-
niture should consider leaving 1500∗1500mm
wheelchair rotation space to facilitate the activities
of the elderly

(5) The electrical control switch in the bedroom shall be
set at the head of the bed for the elderly to facilitate
operation

4.3.2. Intelligent Design

(1) Emergency Call System. The bedroom is equipped with
an infrared detector. If the elderly do not move for a long
time, the emergency call system will send an alarm signal
to the community management center and the building
management station.
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(2) Profile. The intelligent control system often selects scene
panel, background music panel, LCD TV, emergency button,
single connected seesaw reset switch, etc. when configuring
equipment. Common scene modes in the bedroom are as
follows:

Home mode: it is set as normal living lighting, and the air
conditioner should be adjusted to the comfortable tempera-
ture of the elderly.

Warm mode: the soft lights in the lamp pool will be
turned on, and soft music will be played to create a warm
atmosphere and romantic mood.

Reading mode: the illumination of the bedside lighting
should be suitable for reading, and the rest should be turned
off [20].

Theater mode: the curtains are automatically closed, and
the lights are in place in one step, creating a visual and audio
effect of being born in its environment.

Night rising mode: the wall lamp is lit slowly, and the
light in the corridor leading to the bathroom is also lit, which
will not disturb the rest of friends and family. When they
pass by again, the light will go out naturally.

4.4. Kitchen

4.4.1. Aging Design. Standardized kitchen operation often
brings inconvenience to the elderly. It is necessary to con-
sider the arrangement order and position of kitchen utensils
such as refrigerator, sink, stove, and storage cabinet in the
cooking activities of the elderly. Considering that the elderly
are relatively weak in terms of mobility and energy, the
design should try to make the elderly shorten the time in
the cooking process, make the operation steps smooth, sim-
ple, and convenient, and avoid wasting physical strength and
overturning dishes and bowls.

(1) Appropriate area of the kitchen: after the kitchen is
equipped with the console, the net width shall not
be less than 1500mm to ensure that there is enough
turning space for the wheelchair elderly

(2) The plane layout of the kitchen: the layout form is
relatively flexible. The common types are type I, II,
L, H, and U. The L-shaped layout has a simple and
clear operation flow line. It is reasonably arranged
according to the sequence of food storage-sorting-
cleaning-cutting-cooking-equipment, which is more
suitable for the elderly [21]

(3) Kitchen cabinets: the height from the bottom of the
cabinet to the ground shall be 140~150mm, and
the height of the console shall be 750mm. In order
to facilitate the use of the elderly, the operating table
with a width greater than 500mm is more suitable,
the clear height under the table should be greater
than 600mm, and the depth of the clearance under
the table should be greater than 250mm

(4) Pool part: the wheelchair needs to be inserted under
the console, so the pool depth should be relatively

reduced. The height of the pool table is usually as fol-
lows: the height of the knee of the person sitting in
the wheelchair is 180mm, of which the pool depth
is 160mm

4.4.2. Intelligent Design. The modern integrated kitchen is
more fashionable and humanized than the traditional kitchen.
Due to the decline of memory of the elderly, sometimes they
forget to turn off the gas when cooking, and often forget to
turn off the light or it is inconvenient to turn off the light.
Intelligent installation provides us with great convenience.

(1) The lighting design of the kitchen part is relatively
simple, and the ordinary reset switch can be used.
Connect the switch with the light control system to
realize the control by the light system

(2) Install TV in the kitchen so that residents can watch
TV and listen to FM while cooking. When visitors
visit, the TV in the kitchen can also be used as a
visual intercom

(3) Control the start and stop, wind speed, temperature,
and mode of the kitchen air conditioner through the
touch screen. If you forget to turn off the air condi-
tioner, the elderly can turn off the air conditioner
in the kitchen by pressing the “late night mode”
before going to bed [22]

(4) The elderly will inevitably forget to turn off the gas.
The intelligent system will automatically cut off the
gas valve and give an alarm when the CO concentra-
tion exceeds the standard. If the smoke concentra-
tion exceeds the standard, the alarm can be
triggered. Finally, connect the lighting system with
the alarm system. Once the alarm is given, the lights
of the whole house will be bright to remind the res-
idents more conveniently

(5) The highly intelligent kitchen can also monitor the
residents’ diet and propose menus. After a dish is
selected, the kitchen will search for its cooking
methods through the Internet. The intelligent system
can also be linked with the district supermarket to
automatically order food

5. Conclusion

As a new mode of providing for the aged, intelligent home-
based elderly care is still in the initial stage of exploration.
With the further development of people’s living standards
and comprehensive national strength in the future, intelli-
gent elderly care will become a strategic emerging industry.
In addition to the characteristics and functions of ordinary
houses, the residential design under the intelligent elderly
care has higher requirements for comfort and personaliza-
tion. In order to meet the needs of intellectualization and
aging adaptation, the design is based on the principle of
“aging adaptation, adaptation to local conditions, low-
carbon environmental protection, intelligent, and efficient”
to design the interior, appearance, landscape, and other
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In order to make the toy robot more entertaining, interesting, and intelligent, a voice recognition sensor and voice control system
in the intelligent toy robot system are proposed. The system builds an overall system architecture including a client and a server.
Through the camera calibration and data transmission module of the client, it collects images and calculates the internal and
external parameters of the camera and transmits the image and external parameter data to the server. With the images and
external parameter data transmitted from the terminal, a background image is constructed and the camera position and angle
are updated in real time to complete the fusion of virtual and real scenes. Through the motion control part of the user
interaction module, hearing-impaired children can control the movement and rotation of smart toys. The experimental results
show that the system has high communication synchronization and stability and can realize high-precision control of smart
toys, and the average frame rate can reach 30.97 f/s. The beneficial effect of the system is that it has various functions, has the
effect of speech recognition, and is highly interesting.

1. Introduction

With the improvement of people’s material and cultural liv-
ing standards, people’s consumption level is getting higher
and higher [1]. At present, children’s toys, especially smart
toys, have a large market. Smart toys can not only satisfy
children’s curiosity and strengthen the interaction between
children and toys but also stimulate children’s curiosity
[2]. Smart toys integrate advanced technologies in the fields
of computers, electronics, and communications, breaking
through the limitations of traditional toys, giving the toy
the functions of “listening” and “speaking,” interacting with
people, and combining knowledge with pleasure, can enable
children to learn and experience life in pleasure, and truly
achieve the purpose of entertaining and teaching [3].

The toy industry is undergoing a technological revolution,
and the future toy industry will develop in the direction of
interactivity, intelligence, education, and high-tech content
[4]. Traditional toys have a single function and generally only
meet the requirements of entertainment. In order to develop
creative and selling toys, it is necessary to emphasize themulti-

functionality of the toy, so that it canmeet the needs of various
functions such as entertainment, science, intelligence, and
ideological education [5]. The combination of computer tech-
nology, microelectronic technology, microsensing technology,
and mechanical technology makes toys more vibrant and
magical [6]. The intelligent toy robot collects sound signals
and performs speech recognition; the motion control of the
robot is realized according to the recognized speech [7]. The
system adopts a modular design scheme, which not only real-
izes intelligent control but also increases interactivity, and
achieves the effect of entertaining toy robots.

Now most toys are developing in the direction of intelli-
gence, and the upsurge of smart toys is unstoppable, and smart
toy robots have become well-known children’s playmates [8].
However, the products on the market currently have a single
function, and if it is a fully functional robot, the price is very
expensive. Children’s robot toys mainly produced in the
society for early education and companionship have strong
interactive functions, which can meet the various needs of
young children, and allow children to interact with robots
better and increase their interest [9]. Children’s intelligent toys,
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with a little expansion, can replace people to perform tasks in a
variety of occasions that are not suitable for human work, so
this kind of intelligent children’s toys have important academic
research value.

2. Literature Review

Hearing-impaired children have a lack of self-awareness to
varying degrees due to their physical defects; therefore, per-
sonality and psychological defects such as depression and
self-enclosure are prone to occur, which will lead to hearing-
impaired children form obstacles in interpersonal communi-
cation in the long run [10]. Defects in language and hearing
make them more accustomed to experiencing the external life
and cognition of the world through vision; therefore, smart
toys designed for hearing-impaired children should pay more
attention to the visual impact and interactive experience [11].
Based on this design, the intelligent toy for hearing-impaired
children can arouse the emotions of hearing-impaired chil-
dren and let their attention focus on the interaction with the
smart toy, so that they have a deep sensory response; it can
effectively stimulate their learning interest and potential, elim-
inate psychological barriers such as self-enclosure of hearing-
impaired children, and improve their interpersonal skills
[12]. In order to achieve this purpose, it is necessary to design
a system that can realize the interaction between hearing-
impaired children and smart toys.

The control system based on Mindstorms completes the
communication between the control robot and the PC through
the UDP protocol and uses PD to realize the control, the con-
trol accuracy of this system is high, but the communication
synchronization and the fluency of the screen presentation
are poor. The control system based on WinCE is connected
with the controller through the remote debugging mode, the
control of the robot under the built-in WinCE operating
system of the teach pendant is completed, the fluency of the
system screen presentation and the stability of communication
synchronization are better, but the control accuracy is slightly
worse [13]. Augmented Reality (AR) technology is a kind of
real-time calculation of camera position and angle using com-
puter vision technology, at the same time, the technology of
superimposing computer-generated 3D virtual objects or 2D
images into real images. It not only inherits the advantages of
virtual reality technology but also makes up for the shortcom-
ings of virtual reality technology; compared with virtual reality
technology, its display effect is more realistic [14, 15].

Based on the above analysis, the author designed an
intelligent toy system for hearing-impaired children based
on AR technology, which belongs to a virtual intelligent
toy interactive system, which can realize the accurate dem-
onstration of the movement status and various functions of
real intelligent toys and provide interactive functions at the
same time [16]. The system can provide more brilliant pre-
sentation effects for hearing-impaired children through
virtual intelligent toys; at the same time, it can replace the
functions of real smart toys, bring fun that real toys cannot pro-
vide, and improve the interactive ability and self-cognition abil-
ity of hearing-impaired children.

3. Methods

3.1. Intelligent Toy System for Hearing Impaired Children
Based on AR Technology

3.1.1. Overall System Architecture. By analyzing the require-
ments of the smart toy system for hearing-impaired children
with AR technology, the C/S architecture is used to create an
overall system architecture that protects the client and server
[17]. Among them, the main tasks of the client are collecting
images, calibrating cameras, and computing scene informa-
tion. The key responsibilities of the server side are building
and rendering virtual scenes, intelligent toy motion control,
virtual-real integration of scenes, and user interface display.
The overall architecture of the system is shown in Figure 1.

According to the actual application requirements of the
intelligent toy system for hearing-impaired children with AR
technology, the functional requirements of the system are
divided into basic functional requirements and advanced func-
tional requirements [18]. Among them, the basic functional
requirements belong to the foundation of the normal opera-
tion of the system, and the camera posture is accurate by cali-
brating the camera, so as to achieve the purpose of virtual and
real integration of the smart toy scene. The focus of advanced
functional requirements is to manually control interactive
functions such as virtual intelligent toy roaming and desig-
nated roaming routes for hearing-impaired children [19].

3.1.2. Division and Design of System Functional Modules

(1) Camera Calibration and Data Transmission Module. The
camera is calibrated by collecting a certain amount of images
with a complete identification map, and the internal param-
eters of the camera are calculated, and the internal parame-
ters of the calculation are stored in an XML format file [20].
By reading the calculated internal parameters, based on each
frame of image collected, the external parameters of the
camera are calculated, and the calculated external parame-
ters of the camera and the collected current frame image
data are sent to the server. Continue to enter the next frame;
repeat the above process to implement the frame loop. Data
transmission is realized through Socket, after establishing a
TCP connection with the server, each frame of data is sent
in packets, and the operation is repeated until the process
is completed or terminated. The process of camera calibra-
tion and data transmission module is shown in Figure 2.

(2) Scene Virtual Reality Fusion Module. This module mainly
includes two parts: virtual scene construction and scene
virtual-real integration. The system completes the construc-
tion of the virtual environment based on the real scene; the
built virtual scene mainly includes Smart toy 3D model,
virtual camera, model material, and scene light source and
virtual ground. In addition, the automatic roaming function
is added to the virtual intelligent toy, so that it can imple-
ment a roaming display in a virtual environment.

The camera external parameter data and image data trans-
mitted by the client are received by the data receiving module
on the server. The image data received through format
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transformation is regarded as the background map of the
current frame. Use the received external parameters of the
camera to calculate the pose and angle of the camera, and
set the camera pose of the current frame according to the
calculation result. Enter the next frame to perform the above
process in a loop, and show the sensory effect that combines
the real scene and the virtual scene to the hearing-impaired
children.

(3) User Interaction Module. On the basis of the above two
modules, a user interactionmodule including two parts of intel-
ligent toymotion control and specifiedmotion path is designed,
to provide better immersion and realism to hearing-impaired
children.

Through the motion control part in the user interaction
module, hearing-impaired children can control the rotation

Client 1 Client 2

Image
acquisition

Camera
calibration

Calculate the internal and external
parameters of the camera

Data transfer module

Smart toy displacement
and angle information

Data receiving module

User
interaction

Model
movement

Camera
pose

Background
texture

Camera external parameters

Service-terminal

Virtual scene

Smart toy displacement and angle

Camera
external

parameters
Image data

Figure 1: Overall architecture of the system.
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Image acquisition Calculate camera extrinsic parameters In-camera parameters

Data transfer module

End

Frame loop

Figure 2: Process diagram of camera calibration and data transmission module.
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and movement of smart toys with keyboard, mouse, or other
input devices. The screen pick-up function can be realized
through the specified motion path part in this module; for
example, a hearing impaired child can specify a certain point
in the virtual environment with the mouse, and the system
can detect the position of the specified point and make the
smart toy move according to the detected designated point
position.

3.2. Calculation of Internal and External Parameters of the
Camera. Suppose a point in the three-dimensional space is
projected to the center of a plane, the point in the three-
dimensional space is represented by P = ðX, Y , ZÞT, and the
projection center is used as the origin of the coordinates of
the Euclidean space, the origin of this coordinate is the optical
center of the camera, the image plane or focal plane is repre-
sented by plane Z = f , and f represents the camera focal
length. For the pinhole camera used in the system, the inter-
section of the image plane and the line connecting point P
and the projection center, p is the projection of point P on
the image plane, based on the similarity relationship of trian-
gles, the coordinate ð f X/Z, f Y/Z, f ÞT of the intersection point
p is obtained, and the coordinate of the projection point on the
projection plane is this coordinate. When the focal lengths in
the x and y directions are not uniform, the coordinates can
be expressed as ð f xX/Z, f yY/Z, f ÞT, when the coordinates of
the projection plane are converted into image coordinates,
the optical center amount ð f xX/Z + cx, f yY/Z + cy, f ÞT of
the optical center relative to the origin of the image coordi-
nates should be added, and the optical center offsets in the x
and y directions are represented by cx and cy, respectively. If
the above projection process from three-dimensional points
to the image plane is represented by a matrix, at the same time,

it is defined as a projection function π; then, there is formula:
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In the formula, K represents the camera internal parame-
ter matrix; ðu, v, 1Þ represents a point in three-dimensional
space. If the depth value ZðpÞ of the pixel p in the image is
known, the relative three-dimensional space coordinates can
be obtained through the back projection function π−1, which
can be expressed as
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The pose of the camera is represented by a 4 × 4 matrix,
that is, the external parameter matrix of the camera, which
can be expressed as

H4×4 =
R3×3 t3×1

0 1

" #
: ð3Þ

In the formula, R ∈ R3×3 and t ∈ R3 represent the rotation
matrix and translation vector.
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Figure 3: Scene update process.
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3.3. Fusion of Virtual and Real Scenes. By setting the back-
ground map and updating the camera position and angle in
real time, the virtual scene and the real scene can be made
close to the same, and the virtual and real scene can bemerged.

3.3.1. Background Texture Structure. Fusion of virtual scenes
and real scenes is the key to AR technology, so as to achieve
the effect of superimposing virtual objects or images into the
actual environment, so the images collected by the camera
should be used as the background texture of the virtual scene.
By using the depth rendering hierarchy of the auxiliary camera,
constructs a background map within the scene. The objects are

rendered from high to low based on the depth value, which is
the rendering order in the entire virtual scene. The depth value
of the background texture is set to -1, the depth value of other
scene elements is 1, the acquisition interval of the main camera
in the scene is set to the depth value ≥1, and the acquisition
interval of the auxiliary camera is set to the depth value ≤ -1,
in this way, all other scene elements in the entire virtual scene
except the background texture are imaged by the main camera,
and the auxiliary camera only images the background texture.
When rendering each frame of image, the part with high depth
value in the entire virtual scene should be rendered first, and
then the background texture with low depth value should be

Start

The lower computer sends a connection request

Does the host
computer monitor and answer?

The lower computer reads the real-time location data of the smart toy

Encapsulate send location data

The host computer receives the package data and
calculates the displacement increment of the next frame

of the motion degree of freedom of the intelligent toy

Send command data

The lower computer receives the command data
and extracts the displacement increment

Driving the smart toy movement

Is the communication
disconnected?

N

Y

Y

N

Figure 4: Motion control process of smart toys.

Table 1: System test environment.

Test environment

Service-terminal
Microsoft SQL Server 2014 database, Windows Server 2016 server operating system, Power Builder 9.1

and IIS 6.1 Information Services Management Tools

Client Windows 10, Power Builder 9.1, IE10 and Browser of above version
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rendered; get the final result with the background texture
placed behind the entire virtual scene.

3.3.2. Data Reception and Scene Update.After the construction
of the background texture is completed, each frame is ren-
dered in the scene, the background texture is updated through
the image data received by the listening port, and the position
and angle of the virtual camera are adjusted in real time. The
scene update process is shown in Figure 3. Use New Thread
to build a child thread, and open the listening port in the child
thread to implement monitoring. When the subthread listen-
ing port receives the image data, it implements the corre-
sponding coordinate transformation. The three-channel
value of the relative position pixel is set in turn by GPU oper-
ation, which avoids the problem of low operation efficiency of
individually setting each pixel value. Store all the pixel values
of each image in the Color array, and then set the background
texture pixel values of the current frame.

3.4. Motion Control of Smart Toys. In order to realize the
motion control of smart toys, it is necessary to design a feed-
back incremental control method based on the client/server
mode and based on the TCP/IP protocol; among them, the
client side and the server side are the lower computer and
the upper computer, respectively. The specific control pro-
cess is shown in Figure 4.

The specific control steps are as follows:

(1) A connection request is sent by the lower computer

(2) The upper computer monitors the connection
request sent by the lower computer

(3) When the upper computer monitors the connection
request from the lower computer, if it does not give a
response, it returns to step (1). If the lower computer
gets the connection response from the upper com-
puter, it will continue

(4) The lower computer reads the current position data
fE, A1, A2,⋯,A5g of the smart toy; among them, A1

∼ A5 represents the five rotational degrees of free-
dom of the smart toy, and E represents the overall
translational degree of freedom of the smart toy,
which is packaged in a data packet format and sent
to the upper computer

(5) When the upper computer receives the data packet
from the lower computer, based on the set motion
trajectory, the operation is performed on the dis-
placement increment fΔE, ΔA1, ΔA2,⋯,ΔA5g of the
next frame of the motion degree of freedom of the
smart toy, and it is packaged and sent to the lower
computer in the instruction format

(6) After the lower computer receives the command
data from the upper computer, it extracts the dis-
placement increment data of each degree of freedom
of the smart toy and drives the smart toy to move
according to the set increment

(7) The lower computer checks whether the communi-
cation is disconnected, if not, go to step (4). Other-
wise, go to step (1)

3.5. Simulation Experiment. Take the intelligent toys pro-
duced by a company as the experimental object to test the
comprehensive performance of the system. Select the intelli-
gent robot control system based on Mindstorms and the
open 6R industrial robot control system based on WinCE
as the system comparison system, the two comparison sys-
tems are Mindstorms’ intelligent robot control system and
WinCE’s open 6R industrial robot control system, and
experimental intelligent toys are used in the three systems
to compare and analyze the comprehensive performance of
each system. The system test environment is shown in
Table 1.

4. Results and Discussion

When implementing the motion control of experimental
smart toys in the interactive process, the communication
synchronization between the upper computer and the lower
computer is particularly important; the higher the synchro-
nization, the more sensitive the smart toy is to the motion
control in the interaction process, which can effectively
improve the real experience of hearing-impaired children
when interacting. Here, the communication synchronization
of the three systems is detected and analyzed by the commu-
nication frequency, and the obtained detection results are
shown in Figure 5. From Figure 5, it can be concluded that
the system and WinCE system increase with the communi-
cation cycle; the communication frequency does not fluctu-
ate significantly, while the communication frequency of the
Mindstorms system fluctuates more obviously. The overall
communication frequency of the system is significantly
higher than the other two systems; it can be seen that the
communication synchronization between the system and
the WinCE system is more stable, and the communication
synchronization of the system is higher.
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The cameras used in the three systems were installed on the
experimental smart toys in turn, and the motion control errors
when controlling the experimental smart toys during the inter-
action of each system were compared. During the motion con-
trol process of each system, the error between the actual
trajectory and the designed trajectory of the experimental
smart toy is calculated, this compares the motion control errors
of each system. The errors in the two translation directions of x
and y are compared, respectively, and the comparison results
are shown in Figure 6(a) and (b). It can be seen from
Figures 6(a) and 6(b) that, under the control of the system,
the average displacement errors in the x, y, and two directions
of the experimental smart toy are 1.96mm and 0.69mm and
the maximum errors in the two directions are 2.41mm and
0.98mm in sequence. Under the control of Mindstorms sys-
tem, the average displacement errors in x, y, and two directions
of the experimental smart toy are 3.08mm, 1.76mm, respec-
tively; the maximum errors in the two directions are 3.86mm
and 2.12mm in turn. Under the control of the WinCE system,
the average displacement errors in the x, y, and two directions
of the experimental smart toy are 5.47mm and 2.78mm,
respectively, and the maximum errors in the two directions

are 6.23mm and 3.66mm. This shows that the motion control
error of the system for the experimental smart toy is lower; it can
better realize that the actual motion trajectory of the smart toy
coincides with the designed motion trajectory and has good
control effect, high precision, and superior control performance.

In order to further test the smooth performance of the
system for rendering dynamic images, the test statistics are
now carried out on the frame rate status of the background
texture update of the three systems within 30 s; the specific
test statistics obtained are shown in Figure 7.

By analyzing the test results of each system in Figure 7, it
can be concluded that in the process of implementing the
background map update; the average frame rates of the sys-
tem and WinCE system are 30.97 f/s and 25.55 f/s, respec-
tively, which is significantly higher than the average frame
rate of Mindstorms system of 15.33 f/s; it can be seen that
the system and WinCE system can provide more effective
guarantee for the smooth display of dynamic pictures, while
the Mindstorms system is slightly weaker in the fluency of
dynamic pictures.

Based on the above three sets of experimental test results,
it can be seen that the comprehensive performance of the
system in terms of communication synchronization, motion
control performance, and smooth performance is better, and
it has very good real-time interactive performance, which
can effectively improve the interactive experience and inter-
action between hearing-impaired children and smart toys.

5. Conclusion

The author proposes a design and research on themotion con-
trol system of intelligent toy robot based on speech recogni-
tion and sensors, aiming at the defects of hearing-impaired
children in interaction and interpersonal communication,
and provides a system that can realize real-time interaction
between hearing-impaired children and intelligent toys.
Through the virtual and real fusion of AR technology, the pur-
pose of superimposing virtual objects or images in the real
environment is realized, to provide a realistic virtual interac-
tion scene for hearing-impaired children, combine the motion
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The hydrogeological investigation is a work carried out by comprehensive utilization of various exploration methods to identify
hydrogeological conditions in the target area, and develop and utilize groundwater resources. There are great differences in
hydrogeological conditions in different regions. Hence, it is necessary to take exploration technology according to local
conditions to master hydrogeological information as much as possible. Among them, the remote sensing (RS) technology can
reflect the ground surveying and mapping results with high efficiency and precision through the analysis of satellite or aerial
photographs, which is a commonly used method in the current hydrogeological investigation. According to satellite RS data,
this work evaluates the distribution of groundwater levels in the study area and explores the geological and hydrogeological
conditions of the groundwater system in the affected area. Firstly, the human-computer interactive interpretation method is
used to analyze the topography and geomorphology conditions. Secondly, the spectral characteristic curve analysis method is
used to extract the spectral characteristics of regional stratum lithology, and analyze and determine the lithology composition
and structure of the aquifer. Thirdly, the single-band and multiband models of soil moisture RS estimation of groundwater
level are implemented. Finally, the measured data are employed to verify and analyze the estimated value of the model. The
results are in line with the actual value, and good results have been achieved.

1. Introduction

The instruments, equipments, and technical means of engi-
neering hydrogeological investigation are developing
towards automation and intelligence due to the improve-
ment of people’s understanding of the objective world and
the continuous progress of science and technology [1]. On
account of the traditional geological exploration industry,
people continue to introduce unmanned aerial vehicles,
airborne radar, laser sensors, and three-dimensional (3D)
scanners. It means that the development and innovation of
modern scientific and technological products are introduced
into geological exploration technology [2]. With the changes
of the times, the database management information system
has developed rapidly. The big data processing technology

has been gradually applied to the project to improve the
updating efficiency of the data volume of the surveying and
mapping unit and the space for collecting the data volume
to store, organize, manage, and process the hydrogeological
data. The big data processing method can be adopted to com-
prehensively analyze and evaluate hydrogeological problems
and disaster risks at the project site. Moreover, it can provide
technical support for disaster prevention and reduction of
hydrogeological engineering geology and environmental geol-
ogy. Meanwhile, building a data system of hydrogeological
engineering geology and environmental geology is also condu-
cive to effective and full management and utilization of various
information resources in the future. It can also provide real
and effective data for subsequent scientific research and
decision-making management [3].
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The current surface water resources in most parts of
northern China are relatively scarce, so most water for
people’s production and living comes from groundwater
resources. Hence, improving groundwater resources’ explo-
ration, development, and utilization are necessary for local
social development [4]. The present remote sensing (RS)
technology is gradually applied to the engineering survey
field. It is generally defined as the technology of detecting
and perceiving things and objects from a distance. Unlike
other detection technologies, the coverage of RS technology
is larger, the types of detection data obtained are various,
and the means are diversified. Moreover, most of the
detected data information is expressed through images,
and the way of acquiring the detected data information is
more direct and faster, making the detection time relatively
short [5]. In the hydrological survey, the specific application
of RS technology attaches importance to the comprehensive
analysis of environmental factors related to groundwater
level and RS image’s data processing methods. It can com-
prehensively analyze the groundwater level distribution,
build a scientific and reasonable groundwater level distribu-
tion model according to the principles of soil moisture,
reflectance, and pixel relationship, and conduct a profes-
sional hydrogeological investigation [6].

Through the above problems, the application effect of
the RS technology in the hydrogeological investigation is
studied under the background of the big data environment.
In this work, the human-computer interactive interpretation
system GeoFrame is used based on RS satellite image data,
and the spectral characteristic curve analysis method is taken
to extract the spectral characteristics of the regional stratum
lithology and analyze and determine the composition and
structure of water-bearing lithology in the study area. Start-
ing from the relationship between groundwater and soil
moisture, based on soil moisture of RS monitoring
combined with data obtained from field experiments, the
correlation equation between soil moisture and groundwater
level is established, and a model for evaluating the distribu-
tion of shallow underground water level is proposed. The
estimation results of the implemented multiband and
single-band models are verified and analyzed, and the model
with good agreement between the simulation results and the
actual is determined. Furthermore, it is proved that the
model can estimate the distribution of the groundwater level.

2. Literature Review

Salmivaara et al. used big data technology as a storage
method to retrieve massive grid data and form a spatial
database of climate and other environmental data. The
structured, semistructured, and unstructured geospatial data
generated by the continuous production of natural resources
are collected, and a geospatial data system with an integra-
tion layer and related technical components is built [7].
Chen et al. developed and opened the online index and
query system SKSO pen for large-scale geospatial data,
which integrates with Terra Fly geospatial database to visu-
alize query results and data analysis [8]. Cudennec et al.
believed that, as the core of geographic information services,

the spatial analysis presented two main development trends
under the big data background. The first is an accurate anal-
ysis of large-scale spatial data. Due to the progress of spatial
data acquisition technology, people can obtain increasingly
larger space, the scale of spatial data continues to expand,
and the accuracy of spatial data analysis continues to
improve. The second is the real-time demand for spatial
analysis services [9].

Yao et al. proposed the possibility of thermal infrared RS
to evaluate groundwater by using aerial thermal infrared
images and referring to massive actually collected hydrolog-
ical data, topographic and geomorphic maps, Quaternary
sediment distribution maps, vegetation distribution maps,
and other reference materials. They successfully measured
the temperature information related to groundwater [10].
Sishodia et al. selected two typical areas in China for ground-
water source research. The adjustment assumption of coor-
dination between land use structure and groundwater
source was proposed based on the analysis of the change
law between land development and regional environmental
factors in groundwater [11]. Mohammadi found the hydro-
geological conditions closely related to landform, Quater-
nary Geology, and neotectonics through RS images, judged
the aquifer development law and various boundary types,
and more accurately evaluated groundwater resources com-
bined with geophysical prospecting results [12]. Aasen et al.
extracted relevant information on the surface water system,
geological structure, and aquifer properties of Tarim Basin
from Landsat-MSS images. The quality, quantity, and burial
depth of groundwater in Tarim Basin were investigated
using the research area’s geological and geomorphologic
map and the precipitation and runoff text model [13].
Muchingami et al. evaluated the groundwater resources of
the crystalline basement aquifer in Zimbabwe based on the
vegetation distribution map and NDVI map in the study
area displayed by Landset TM images [14]. In their work
on drought in West Africa, Le Page et al. started the study
of the relationship between groundwater and vegetation
and explored the situation of groundwater resources through
the analysis of the vegetation RS technology [15]. Suryanar-
ayana et al. used two-band microwave remote sensors to
establish radar and other microwave remote sensors on the
basis of measured surface hydrological factors, soil dielectric
constant, and soil reflectivity to study groundwater condi-
tions in Visakhapatnam, India [16].

To sum up, relevant scholars have made certain theoret-
ical achievements in the research of hydrogeological investi-
gation under RS technology. Step-by-step exploration and
research have confirmed that RS technology can monitor
and collect data in hydrological work. Moreover, it can
provide strong technical support for data investigation in
hydrological work and prediction and treatment of hydro-
logical problems. However, there are few studies on integrat-
ing RS technology in the big data environment. Some
studies are based on spatial data structure, spatial database,
map digitization, and automatic mapping technology. It
suggests that scholars are exploring the application of RS
technology in the hydrogeological investigation in the big
data environment. This work is to study the hydrogeological
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investigation’s application effect by combining the charac-
teristics of the two. It aims to apply advanced technology
to future hydrogeological investigations.

3. Materials and Methods

3.1. Human-Computer Interactive Interpretation Method. RS
technology interprets signs based on geology to identify
ground targets or features through satellite images. The
types of signs can be divided into direct interpretation and
indirect interpretation. There are two types of interpretation
methods: visual interpretation and human-computer inter-
active interpretation. This time, the human-computer inter-
active interpretation method is used to investigate the
distribution of groundwater levels in the study area. Interac-
tive interpretation is often translated as human-computer
interactive interpretation. As the name implies, it is the work
process of comprehensive interpretation of geological and
geophysical data by the interpreter with the assistance of
computers. The interpreter issues an instruction in the inter-
active interpretation workstation, and the computer displays
the corresponding execution result of the instruction. Inter-
action means that the computer is in the working state, and
the operator waits for the response of the issued instruction
in front of the computer terminal. The shorter the waiting
time is, the better the computer performance is. If the
computer’s response is inappropriate or unsatisfactory, the
operator can modify the instruction at any time until it is
satisfied. This process is realized by the computer and the
operator in the form of dialogue. In other words, the
response of the interactive system is fast, and the interpreter
can immediately complete any operation within the
functional scope of the interpretation system [14]. Figure 1
demonstrates the advantages of human-computer interac-
tive interpretation over manual interpretation:

The interactive interpretation of geological data is
currently in the stage of popularization and in-depth devel-
opment. China’s present dominant interactive interpretation
system is the GeoFrame interpretation system. It is mainly
adopted for comprehensive analysis and interpretation of
seismic, well logging, geological, and reservoir simulation
data in exploration and development [15]. After receiving
an interpretation project, all kinds of data used for interac-
tive interpretation must be collected, including the geologi-
cal and geomorphic results data of the interpretation work
area, the measurement curves of all water levels, and the
geological stratification data. Then, the data management
software of the interactive interpretation system is employed
to store the above-mentioned relevant data in a specific data-
base. The database in the interpretation system refers to a
collection of interrelated data reasonably stored on the com-
puter storage device. Usually, each work area corresponds to
a database. It is equivalent to a full-time and responsible
work area data keeper, who can access any data anytime.
In addition to the original data, the database also reserves
the position and space for the later interpreted data of reflec-
tion layer and fault and various image data. It means that the
database or data management system keeps all data files

throughout the interpretation process [16]. Figure 2 details
a flowchart of its startup operation:

Human-computer interactive interpretation unifies
images, graphics, and data. It can be adopted to superimpose
various images and graphics according to the requirements
of interpreters and verifiers in the verification of the informa-
tion recognition process and interpretation results. Then, the
required statistical data can be obtained simultaneously after
the interpretation to achieve the unification of images,
graphics, and data. Now, the application scope of human-
computer interactive interpretation is expanding with the
rapid progress of digitalization [17]. Figure 3 is the main work
steps of interactive interpretation summarized after under-
standing the GeoFrame interactive interpretation system:

In this work, GeoFrame is used to interpret and analyze
the RS images of water bodies. Since water bodies have obvi-
ous spectral characteristics among various types of ground
objects, when analyzing and extracting relevant information,
selecting the most suitable synthetic band can achieve twice
the result with half the effort. For example, in the visible light
band, the reflectivity of relatively clear and clean water
decreases rapidly as the wavelength increases (blue light-
red light). In the blue-green band (0.04~0.6μm), the reflectiv-
ity is relatively large, and the interpretation effect of the TM1
and TM2 bands is the best. For topics related to the analysis
of surface vegetation, the interpretation effect of the TM4 band
is better; while the reflectivity of the red-infrared band
(0.06~2.5μm) is greatly weakened, and the infrared band is
basically completely absorbed. Therefore, TM3 and TM7
bands are selected to cover more comprehensive information.
Here, various analysis elements and influence conditions are
integrated, and TM7, 4, and 3 bands are chosen to analyze
the distribution of groundwater levels [18].

3.2. RS Technology. In 1960, the American scholar E. L.
Pruiet called the technology of obtaining the images or data
of the detected targets by photographing and nonphoto-
graphing “RS” to comprehensively summarize the technolo-
gies and methods of detecting targets. This term was
formally adopted at the Environmental Science Symposium
held by the University of Michigan and other units in
1962. RS detects the target, obtains the information of the
target, and then processes the acquired information to real-
ize the positioning, qualitative, or quantitative description
of the target [19]. The current remote sensing geological
exploration technology has been applied to practical pro-
jects. Figure 4 displays the primary application areas. This
work uses RS to investigate the hydrogeological conditions
affecting the groundwater system in the study area. Then,
through the RS monitoring model of groundwater level dis-
tribution, combined with Landsat5 thematic mapper (TM)
RS satellite image data, the distribution of regional ground-
water levels is analyzed and interpreted. For the extraction
and interpretation of this information, the following explo-
ration are carried out. By using the groundwater level data
of the measured sample points in the study area, the estima-
tion results of the single-band and multiband models are
verified and analyzed, and the estimation model with good
agreement between the simulation results and the actual is
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determined. Furthermore, the distribution of shallow ground-
water levels in the study area is estimated by thismodel. RS has
diverse classifications from different angles [20]. Here are
examples of various RS types classified by RS platform and
sensor detection band. Figure 5 presents the details:

The spatial resolution and spectral resolution of RS
images of optical systems are contradictory. Generally,
under a certain signal-to-noise ratio, the improvement of
spectral resolution is at the expense of spatial resolution.
Fusing low-resolution multispectral images with high-
resolution panchromatic band images can improve the
multispectral data’s spatial resolution. Thereby, various RS
image fusion algorithms have been rapidly developed and
applied [21]. Figure 6 portrays a schematic diagram of elec-
tromagnetic radiation received by the remote sensor.

Since different RS images have diverse representation
capabilities of ground objects and various image characteris-

tics, it is required to select an appropriate RS data type when
interpreting. After selecting the RS data type, it should also
be considered to select a suitable interpretation band accord-
ing to the spectral characteristic curve of the ground object.
Under the premise of fully investigating the basic conditions
of the study area, this work analyzes the distribution of
groundwater levels in the study area based on RS data and
field experimental observation data. The seven-band images
of the TM of the Landsat 5 satellite launched by NASA are
selected for analysis, and the applicable bands are selected
according to the spectral characteristic curve of the existing.

3.3. Spectral Characteristic Curve Analysis. Gram-Schmidt
(GS) transform is adopted in this work to make the fused
image fidelity better and the results more practical. Orthog-
onalization of matrix or multidimensional images can elim-
inate redundant information, and the calculation process is
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Figure 1: Human-computer interactive interpretation technology.
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Figure 2: Operation flow of GeoFrame system.
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simple. Multispectral images are adopted to simulate pan-
chromatic bands. There are two simulation methods:

(1) The multispectral band with the low spatial resolu-
tion is simulated according to the spectral response
function with a certain weight W i. It refers to the
simulated panchromatic band gray value:

P = 〠
n

i−1
Wi ∗ Bi: ð1Þ

In equation (1), Bi denotes the i -th band gray value of
the multispectrum.

(2) The panchromatic band image is blurred, and then a
subset is taken. Next, the image is reduced to the
same size as the multispectral image. The simulated
panchromatic band is converted as GS1 in the pro-
cessing of the next step. The first component in the
GS transform does not change after the simulated
panchromatic band is adopted to exchange with the

panchromatic band. Hence, the spectral information
of RS data is less distorted and has higher accuracy

The simulated panchromatic band is taken as GS1 to
perform GS transformation on the simulated panchromatic
band and multispectral band. The algorithm is modified
during GS transformation. The specific modification is as
follows. The first T-1 GS component constructs the T-th
GS component, that is:

GST i, jð Þ = BT i, jð Þ − uT½ � − 〠
T−1

i−1
φ BT ,GSið Þ ∗GSi i, jð Þ, ð2Þ

uT =
∑C

j−1∑
R
i−1BT i, jð Þ
C ∗ R

, ð3Þ

φ BT ,GSið Þ = σ BT ,GSið Þ
σ GSi,GSið Þ2

" #
, ð4Þ

σT =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑C

j−i∑
R
i−1 BT i, jð Þ − uT½ �
C ∗ R

s
: ð5Þ

In equation (2), GST represents the T-th component
generated after GS transformation. BT is the T-th band of
the original multispectral image. uT donates the mean value
of the gray value of the T-th original multispectral band
image. In equation (3), BT expresses the original multispec-
tral T-th band. In equation (4), GSi refers to the i-th compo-
nent generated after GS transformation. In equation (5), uT
stands for the average of the grayscale values of the T-th
original multispectral image.

Adjusting the statistical value of the panchromatic band
to match GS1 can generate the modified panchromatic
band. This work is conducive to preserving the spectral
characteristics of the original multispectral images. The
modified panchromatic band is replaced with the first com-
ponent after GS transform to generate a new dataset. A

Create a work area database

Dynamic observation

Layer-level calibration and
interpretation Verify or modify the

interpretation scheme

Make the necessary auxiliary treatment Calculate drawing and
drawing piece output

Submit the interpretation report and the
result drawings

Figure 3: Working steps of interactive interpretation.
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Figure 4: Application field of RS geological survey.
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multispectral image with enhanced spatial resolution can be
generated by performing inverse GS inverse transform on
the new dataset. The equation of GS inverse transformation
is as follows:

cBT i, jð Þ = GST i, jð Þ + uT½ � + 〠
T−1

i−1
φ BT ,GSið Þ ∗ GSi i, jð Þ: ð6Þ

According to the analysis and interpretation results of the
topographic and geomorphic types in the research area, the
different types of areas are classified, analyzed, and inter-
preted to identify the stratum lithology. A lithologic spec-
trum library in the study area is created to facilitate the
analysis and identification of the lithologic characteristics of
various types of strata. According to the previous research
results, the stratum lithology in the study area is mainly sand-
stone and mudstone, and the surface layer is mostly sandy
soil and sandy loam, with a clay layer. Figures 7 and 8 are
typical stratum lithologic spectral curve characteristics:

In Figures 7 and 8, the spectral characteristics of differ-
ent types of rocks are quite distinct. The differences are
mainly reflected in the reflectance of the spectrum and the
position and depth of the characteristic absorption peak,
which are also the basis for lithologic mineral identification.
The waveforms of the same type of rocks are similar and the
characteristic absorption peaks are consistent. However, due
to different lithological purity, rocks’ spectral reflectance,
and characteristic absorption intensity will change accord-
ingly. According to the difference of the reflection spectrum
of the rock, it is identified that the lithology of the experi-
mental area is dominated by sandstone and mudstone, and
the surface layer is mostly sandy soil and sandy loam. Since
the Quaternary stratum is mostly composed of loam, sand,

gravel, sand gravel, etc., it is easy to host groundwater.
Therefore, the groundwater area in the study area generally
occurs in the Quaternary strata. Moreover, half of the RS
water-seeking information is close to the fault structure,
and it is also easy to appear on the stratum uplift. Therefore,
it is necessary to combine the specific formation conditions.

Three points are selected for the removal of the reference
spectrum and pixel continuum: the absorption center and
the points on both sides of the absorption center. To homog-
enize the noise on the continuum, several bands on both
sides of the absorption center can be selected to remove
the continuum by the following division:

Lc =
L λð Þ
Cl λð Þ , ð7Þ

Oc λð Þ = o λð Þ
C0 λð Þ : ð8Þ

LðλÞ denotes the spectrum as a function of wavelength λ;
O illustrates the pixel spectrum; Cl refers to continuum spec-
trum; C0 means the continuous spectrum of the pixel. An
additional constant K is adopted to increase the contrast of
the reference spectrum:

Lc ′ =
Lc + K
1:0 + K

: ð9Þ

Lc ′ indicates the adjusted continuum removal spectrum,
which best fits the observation spectrum.

3.4. RS Estimation of the Distribution of Groundwater Level.
Different soils have slightly various constants due to differ-
ent soil types. On account of the statistical and regression

Classifcation
method of RS

Press the RS
platform

Ground RS Airborne RS Hangyu RS Space RS

Explore the
band by pressing

the sensor

Ultraviolet RS Visual RS Infrared RS Microwave RS Multi-band RS

Figure 5: Different classifications of RS.

Figure 6: Schematic diagram of remote sensor receiving electromagnetic radiation.
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analysis results of the measured data in the study area, the
relationship between reflectance and water content is estab-
lished. The correlation coefficients of the regression analysis
of various soils in the study area are generally 0.92 to 0.98
[22]. Therefore, the average value of the RS model of several
types of soil moisture in this area was taken to analyze the
soil moisture status:

Wi = 91:70 − 42:91∙log Ri±1: ð10Þ

In equation (10), Wi is the percentage of soil moisture
obtained in the i-band.

The distribution of water in the capillary can be written
as an equation (11):

W2 yð Þ = A + By, max 0,H −Hmð Þ ≤ y ≤Hm: ð11Þ

In equation (11), H means the depth of groundwater,
and Hm indicates the depth that can rise from the
groundwater-soil contact surface to the capillary.

Hm is related to the physical and chemical properties of
the soil. The same soil type has a similar Hm value. Different
soil types have diverse heights that groundwater can rise to

the capillary. The constants A and B are determined by the
following 3 boundary conditions:

(1) At the contact surface between soil and groundwater,
y =H, the maximum value of the soil moisture is
Wmax;

(2) When the groundwater can rise to the height of the
capillary, y =H −Hm, the minimum value of soil
moisture is Wmin;

(3) At the soil-atmosphere contact surface, y = 0, and the
soil moisture isW0. Boundary conditions (1) and (2)
are substituted into equation (11), as follows:

A =W2
maxW

2
maxW

2
min

H
Hm

, ð12Þ

B = W2
maxW

2
min

Hm
: ð13Þ

Boundary condition (2) is replaced by (3), which
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transforms to:

A =W2
0, B = W2

maxW
2
0

H
: ð14Þ

The multiyear average precipitation in the study area is
389.34mm, but the multiyear average evaporation is as
high as 1411.49mm. The soil in this area is mostly aeolian
sandy soil developed on fixed and semifixed dunes, and
the surface soil moisture is small, so the correlation
between the groundwater level and the surface soil mois-
ture is very small. Thereby, equation (14) does not need
to be considered here.

When the parameters Wmax,Wmin,Hm, and the effective
depth of soil moisture of RS monitoring are determined, the
groundwater level in the study area can be estimated by
equation (11). However, for the Landsat5 satellite, the effec-
tive depth of RS monitoring of soil moisture is limited to
very shallow soil layers near the surface, and the effective

depth of monitoring is generally 0.10m, and the relative
relationship between shallow soil moisture and groundwater
level is not stable. Due to the limitation of the effective depth
of groundwater level monitoring by RS, this analysis is lim-
ited to areas with shallow soil and good water-richness [23].

If d is the effective depth of the monitored soil moisture,
let y = d.Wd represents soil moisture at depth d. From equa-
tions (11), (12), and (13), the relationship equation (15) of
soil moisture and groundwater level can be obtained:

H = d +Hm
W2

max−W
2
d

W2
max −W2

min
: ð15Þ

By using equations (10), (11), and (15), the following
single-band and multiband models for RS monitoring of
groundwater levels can be obtained, as denoted in equations
(16) and (17):

In equations (16) and (17), Hi is the buried depth of
groundwater level estimated by the i-th band of TM;

By analyzing the estimation formulas of single-band and
multiband, if the hydrological constants Wmax, Wmin,Hm
are known, and the effective depth d of soil moisture moni-
toring by RS is determined, the groundwater level can be
quantitatively determined [24].

4. Results

Correlation analysis is conducted on the groundwater level
estimated by the single-band and multiband groundwater
level monitoring models and the measured groundwater
level. Figures 9–12 present the comparison between the
groundwater monitoring value and the measured data:

Figure 9 suggests that the maximum error between the
monitoring value of groundwater level and the actual value
in the third band is 0.8, which appears at the A10 sample
point. The minimum error value is 0, which appears at
sample points A3 and A4. Excluding the maximum and
minimum values, the error value is basically maintained
within 0.4. The error value is within the allowable error
range. It suggests that the spectral characteristic curve can
basically reflect the situation of groundwater. The appropri-
ate model is chosen for future hydrogeological investigation
by comparing the multiband groundwater level monitoring.

Figure 10 suggests that the maximum error between the
monitoring value groundwater level and the actual value of

the fourth band is 0.8, which appears at the A10 sample
point. The minimum error value is 0, which appears at A4,
A5, and A8 sample points. Excluding the maximum and
minimum values, the error value is basically maintained
within 0.3. The error value is within the allowable error
range. It proves that the spectral characteristic curve can
basically reflect the groundwater situation, which is more
accurate than the response of the third band. The appropri-
ate model is selected for future hydrogeological investigation
by comparing the multiband groundwater level monitoring.

Figure 11 suggests that the maximum error between the
monitoring value and the actual value of the groundwater
level in band 7 is 0.9, which appears at the A10 sample point.
The minimum error value is 0, which appears at sample
points A3, A4, and A6. Excluding the maximum and mini-
mum values, the error value is basically kept within 0.4.
The error value is within the allowable error range. It reveals
that the spectral characteristic curve can basically reflect the
groundwater situation. However, the prediction accuracy is
slightly worse than that of the first two bands. The appropri-
ate model is selected for future hydrogeological investigation
by comparing the multiband groundwater level monitoring.

Figure 12 details that the error range between the multi-
band groundwater level monitoring value and the actual
value is relatively stable and can be maintained within 0.4.
Moreover, the error values are generally quite low, illustrat-
ing that multiband is more suitable for groundwater level
monitoring than single-band. Meanwhile, the correlation

Hi = d +Hm
W2

max − 76:3 − 42:91∙log 0:996Bi − 42:05ð Þ½ �2
W2

maxW
2
min

, ð16Þ

H432 = d +Hm
W2

max − 76:3 − 42:91∙log 0:6968B2 + 0:5228B3 − 0:2237B4 + 20:26/1:089 − 0:00579B4 + 0:003308B2 + 0:002482B3ð − 18½ �2
W2

maxW
2
min

:

ð17Þ
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Figure 9: The comparison of groundwater level values in band 3.
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Figure 10: The comparison of groundwater level values in band 4.
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Figure 11: The comparison of groundwater level values in band 7.
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coefficient between the groundwater level estimated by the
single-band groundwater level monitoring model and the
measured groundwater level is generally lower than the cor-
relation coefficient between the groundwater level estimated
by the multiband groundwater level monitoring model and
the measured groundwater level. It further confirms that
the multiband model is better than the single-band model
to be better applied to hydrogeological investigation.
Table 1 exhibits the summary of the data obtained from
the above histogram:

Table 1 shows that the average error values of the three
single bands are 0.19, 0.18, and 0.20, respectively, and the
average error value of the multiband is 0.15. In comparison,
the multiband error value is the smallest, and the error
values of the three single bands are equal. It illustrates that
the multiband survey of groundwater levels is more accurate.
Meanwhile, the correlation coefficients between the ground-
water level estimated by the third, fourth, and seventh
single-band groundwater level monitoring models and the
measured groundwater level are 0.87, 0.83, and 0.89, respec-
tively. The correlation coefficient between the groundwater
level estimated by the second, third, and fourth multiband
groundwater level monitoring models and the measured
groundwater level is 0.93. In the estimation model, the mul-
tiband model is better than the single-band model, which
can better reflect the groundwater level. The distribution of
groundwater monitored by the model can accurately reflect
the actual situation of the groundwater level, and the
research results are basically in line with reality. Therefore,
it is feasible to use the multiband model to monitor the
groundwater level.

5. Discussion

Zhang et al. established a lithologic spectral library in the
research area with the assistance of ENVI software based
on the research area’s interpretation and analysis of topogra-
phy and geomorphology. According to different lithologic
spectral characteristic curves, they analyzed the spectral

characteristic differences and influence characteristics of dif-
ferent lithologic stratigraphic units in the research area. The
lithologic and stratigraphic interpretation was conducted
using the manual visual interpretation method. The strata’s
lithologic structure in the study area was basically mastered,
and the comprehensive geological histogram of the study
area was prepared [25]. Here, after extracting the character-
istic spectral curve, the monitoring value of groundwater
level in single-band and multiband are compared with the
actual value. The single-band and multiband RS monitoring
models of groundwater level distribution have been imple-
mented, paving the way for the effective monitoring of
groundwater levels through analyzing soil moisture status
by RS technology. Thus, it is concluded that the spectral
characteristic curve of RS technology can be employed to
accurately measure the groundwater level landmark, which
provides good help to the hydrogeological investigation.

Xu used human-computer interactive geomorphological
interpretation technology to study submarine landslides.
The results demonstrate that this technique can reduce the
bias of subjective factors on interpretation. More impor-
tantly, it can fully mine the hidden information that is not
easy to find in manual interpretation, improve the accuracy
and scientificity of interpretation, and avoid the error caused
by manual interpretation [26]. The application of human-
computer interactive interpretation technology in the hydro-
geological investigation suggests that the GeoFrame system
used by some enterprises has certain advantages in terrain
and geomorphology analysis. The 3D geological exploration
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Figure 12: The comparison of multiband groundwater level values.

Table 1: The comparison of error value and correlation coefficient.

Different bands Mean error Correlation coefficient

Band 3 0.19 0.87

Band 4 0.18 0.83

Band 7 0.20 0.89

Multiband 0.15 0.93
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improvement will inevitably promote the rapid development
of human-computer interactive interpretation technology. It
is only possible to understand the structure of subtle and
complex small faults when fully using the drilling and pro-
duction, well logging, geological data, and imaging technol-
ogy of 3D geological data, together with human experience
and wisdom.

6. Conclusion

Under the background of a big data environment, RS tech-
nology is adopted to analyze the spectrum of the study area,
and the information of hydrogeological factors affecting and
restricting the groundwater resource system is obtained.
Meanwhile, a mathematical model for effectively detecting
groundwater resources by RS images is implemented
through the RS - spectral fusion research method and the
actual situation of the study area. The distribution of
groundwater levels in this area is further analyzed, and the
stratum lithology and structure of the area are basically mas-
tered. The comprehensive geological column comparison
map of the study area is made. The single-band and multi-
band RS monitoring models of groundwater level distribu-
tion have been constructed. It provides a practical theory
for future hydrogeological investigation and proves that the
method of monitoring and evaluating groundwater distribu-
tion using a multiband model is feasible. Meanwhile, this
experiment also has some shortcomings. In the process of
human-computer interactive interpretation, the accuracy of
interpretation results may be affected due to the lack of
knowledge system and experience. There is a lack of more
effective references and comparisons in lithologic informa-
tion extraction due to less experimental work in the process
of water information spectral extraction and the lack of a
lithologic distribution map in the research area. It affects
the accuracy of lithologic classification result evaluation. In
the analysis of groundwater level distribution, the impact
of terrain factors, air temperature, wind speed, and other
factors on soil moisture is not considered, resulting in a
decrease in the accuracy of the estimated value.
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The main purpose of smart city is to improve the quality of life, improve the efficiency of life, and save the energy resources of life,
which is in line with the current global concept of low-carbon environmental protection, energy saving and emission reduction,
and ecological sustainable development. Under the process of smart city, the development of urban public space is also committed
to meeting the material and spiritual needs of residents’ lives. For the system hardware design, the street lamp node, and the
concentrator node hardware design, the sensing node is composed of multiple sensors. Its main components are temperature
sensor, infrared sensor, sound sensor, and light intensity sensor, which, respectively, realize the collection of temperature,
infrared, sound, and light intensity information. The street light sensing system uses multisensor information fusion
technology to detect the situation of people and vehicles in real time, so that people and vehicles can turn on the street lights
and turn off the street lights of unmanned vehicles. Adjust the street light switch according to the intelligent analysis of the
lighting demand scene in order to enhance the accuracy of the system to identify the lighting demand scene. This enables the
system to provide safe lighting conditions for urban traffic while saving the power consumption of urban lighting. The sensor
system of the street light randomly selects the detection results of temperature and humidity within a certain period of time.
The error rate of the final test result is 1/2 of that of the traditional test, and the accuracy is far lower than that of the
traditional measurement method. Regarding the lighting system of street lamps and public art in urban public spaces, it is
worthy of extensive promotion to control street lamp lighting through sensor information fusion technology and reduce energy
consumption.

1. Introduction

In the process of the Friendship Exhibition of public art, the
functions and concepts of public art under the background
of the development concept of the times, the social environ-
ment, and the human environment factors are different and
constantly changing. Contemporary public art research
mainly has two artistic levels: one is the visual plastic art as
the research object, another is to take functional public facil-
ities as the research object, and they all form an interdisci-
plinary, multidimensional, and multiperspective blending
relationship. The new form of public art presented by means
of technology shows the characteristics of technical com-
plexity and design integration, realizes the technologicaliza-
tion of urban public art, promotes the process of urban

digital development, and solves the problem of urban envi-
ronmental development. The intelligent design of public
art refers to the important role played by modern science
and technology in the design, creation, operation, and use
of public art.

Under the process of modernization, public art is con-
stantly producing new art forms, the way of interacting with
the public and the city is increasingly updated, and its own
value orientation is constantly being added with new defini-
tions. People’s feelings for one another, for art, and for the
city are all enhanced by the interplay of urban space. The
astute provision of public art made with cognitive
researchers and advanced technologies demonstrates living
thing knowledge from using renewable power and the
defense of the natural ecosystem, and to some degree,
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understands the mystical theory of artists and dwellers to
help shield this same urban environment is necessary eco-
systems. Taking the intelligent art design of urban street
lamps as the object, through the intelligent change of urban
street lamps, the city can spread the temperature and warm
every corner of the city through this street lamp.

Inductive public art refers to works of art that change the
physical state of people’s voice, movement, natural airflow,
temperature, humidity, etc., which can trigger the original
form of public art, discuss the basic types of intelligent
design in public art from the perspective of intelligence,
and realize the practice of humanization and human culture
in urban public space from the perspectives of technological
factors and sensor information fusion technology. The
update and practical application of science and technology
plays a key role in the intelligent design of public art. It
can be said that science and technology promote the devel-
opment of intelligent design of public art, and intelligent
design of public art is based on science and technology.

2. Related Work

Humanities are an important concept in the construction of
contemporary smart cities, and public art is the medium to
reflect the unique spiritual outlook of smart cities. Yin
et al. selected Nanjing Jiangbei New District Industrial Tech-
nology Research and Innovation Park as the research object
based on the humanistic shaping of the smart industrial
zone and discussed the effective way of its public art plan-
ning from the connotation, planning function, and planning
method of public art [1]. Cayer and Bender combined par-
ticipatory observations of art activists, semistructured and
oral history interviews with homeless people in Tokyo, and
historical analysis [2]. Crte-Real reported on a piece of pub-
lic art on the limits of painting, illustrating contemporary
research questions based on painting as an element or essen-
tial part of installations, public art, urban interventions, per-
formances, nontraditional media, and materials [3].
Darivemula et al. sent the white coat to the national confer-
ence for presentation, revealing the challenges, resilience,
and humanity of women’s medical training to work, the
ways in which women’s medicine is empowered through
public art [4]. While these are all about the study of public
art, the scope of the study is too broad.

Currently, there are many challenges in various fields
that researchers are trying to solve with sensors. Focusing
on the specific application scenarios of on-board gas sensors,
Yang reviewed the working principle, research progress, and
application status of on-board sensors at home and abroad.
The study concluded that on-board gas sensors played a
huge role in power system monitoring and vehicle environ-
ment monitoring [5]. Chahine et al. combined random
watershed segmentation, which provided multiple segmen-
tation results, with the Hessian operator to obtain unique
and efficient segmentations [6]. Yaghoubi et al. developed a
new multiclassifier fusion method for statistical analysis of
different noise levels by using Dempster-Shafer theory to
measure and mitigate conflict between evidence [7].
Herrera-Quintero et al. designed an ITS (Intelligent Trans-

portation System) smart sensor prototype using a serverless
and microservice architecture integrating and combined
with an Internet of Things (IoT) approach to aid in a transit
planning (BRT) system for bus rapid transit [8]. Chuang
et al. designed a thermoelectric power generation device with
a simple structure, and the designed device is expected to
increase the power generation capacity without using addi-
tional energy to cool the thermoelectric power generation
chip [9].

In order to keep the signal processing circuit small, low
cost, simple, and robust, Morais et al. used a novel direct
interface sensor-to-microcontroller circuit technique for
capacitance measurement, and it was allowed to measure
small capacitance deviations without a high frequency oscil-
lator [10]. Most of these studies are about the analysis of
data, and there is too little research about smart sensors in
public art.

3. Public Art of Smart Sensors and
Information Fusion

3.1. Application of Sensors in Smart Street Lights. A sensor is
a device that detects changes in surrounding information
and can convert the changes of scanned information into
electronic signals or other required information output
methods according to the rules of information transmission
[11]. The sensory functions commonly used in today’s smart
public facilities are mainly realized by the sensing devices of
the components, which are the main part of the automatic
detection and automatic control implementation of smart
public equipment. The existence of sensors enables intelli-
gent public art design to have touch, hearing, smell, and
other senses and gradually makes public art more intelligent
[12]. The sensing technology based on the sensing intelligent
public art is a multidisciplinary modern science and engi-
neering technology about obtaining information from natu-
ral sources, processing, and identifying it.

With the introduction of the concept of smart city devel-
opment, the development needs of modern cities are diversi-
fied. As cities grow, urban construction also needs to be
sustainable and consistent with the development of urban
diversification and the sharing economy. The research and
development of sustainable energy applications and intelli-
gent data processing have become a hot spot [13]. The pub-
lic art needs of modern urban society have developed from
pure aesthetic art to interactive experience and information
exchange. Intelligent design has begun to be applied to pub-
lic art. With the continuous evolution of new technological
modeling and interactive intelligent functions, it has become
a new art form. Based on the development of smart cities,
this paper deeply analyzes and examines the main types
and development of smart art in public art [14]. In order
to enhance the reliability, stability, and antifailure capability
of the urban street lamp intelligent monitoring and manage-
ment system, and effectively improve the work efficiency of
the urban street lamp intelligent monitoring and manage-
ment system, most of the traditional processing solutions
are based on server-centralized data processing, which is
not suitable for this system. For this reason, edge computing
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technology is used to realize data decentralization process-
ing. As shown in Figure 1, the system consists of three layers:
edge perception layer, transport layer, and service layer. The
form of sensing technology includes optical sensing, gesture
sensing, environmental sensing, infrared sensing, electro-
magnetic sensing, gravity sensing, and 3D sensing.

As a key carrier of urban environment and space culture,
public art can be combined with urban planning and archi-
tectural design to create the overall image of the city. The
size of the art work itself and the size of the open space are
two important factors that affect the overall artistic effect
of the work. If the scale is too large, it will make people feel
depressed and heavy; if the scale is too small, it will reduce
its sense of existence. If public art is placed in an indoor
space, it is important to consider the distance between the
viewer and the work. However, if the public art is placed in
the outdoor space and it is integrated with the surrounding
environment, it is necessary not only to consider the audi-
ence but also to compare and analyze the surrounding envi-
ronment of the public art. It can be seen that its size
determines its sense of distance and intimacy in the open
space. Therefore, it is necessary to seek communication
and exchange in an appropriate scale and to echo and inte-
grate with the urban space environment.

As shown in Figure 2, the street lamp node uses multiple
sensors to collect external environmental information and
uses the communication module to transmit the data col-
lected by the sensors to the concentrator node. Due to the
high randomness of the flow of people and vehicles on nor-
mal roads, in order to accurately detect the flow of people
and vehicles in the past, the street lamp nodes with image
processing capabilities are used to identify and count the
flow of people and vehicles. According to the flow rate, the
controller sends corresponding control commands to realize
the periodic control of street lamp brightness. Inductive
intelligent public art usually sets sensors inside the work
and changes the original state of the work by receiving the
changes of external airflow, creature’s sound, or movement
through the sensor.

The realization of networked control technology for
street lamps is mainly divided into wireless and wired. With
the rapid development of Internet of Things technology,
wireless communication networking technology has gradu-
ally become the mainstream development trend [15]. Wire-
less networking technology is a network of multiple
independent wireless nodes that communicate with each
other through radio channels. Currently, widely used wire-
less communication technologies include the following: Zig-
Bee, Wi-Fi, and wireless transmission (NFC). The
comparison of these several wireless communication tech-
nologies is shown in Table 1.

As can be seen from Table 1, for the comparison of com-
monly used ZigBee and Wi-Fi communication technologies,
ZigBee has certain advantages in terms of cost and power
consumption. The main problem of Wi-Fi is that the num-
ber of connected network nodes is too small, and the power
consumption is high. Although the price of NFC is low, the
node power consumption is high, and the communication
distance is short. From the current development trend, in

order to achieve the goals of smart lighting, smart home,
and smart city, the number of nodes for networking com-
munication should be at least more than 20; so, ZigBee has
the best chance to become the mainstream of wireless com-
munication networking technology [16]. ZigBee is divided
into three frequency bands according to the channel, and
the channel range is 0~ 20. The specific data of the center
frequency, upper limit frequency, and lower limit frequency
of each channel are shown in Table 2.

The comparison of the transmission rate and adjustment
mode of the three frequency bands in Table 2 is shown in
Table 3.

Up to now, public space is a public indoor space or out-
door environment with open space, free public participation,
and experience, for example, streets, squares, outdoor venues
in residential areas, parks, etc. Public art covers a rich variety
of three-dimensional and dynamic art forms, based on the
behavior of common presence that people communicate
and share. Public art can be called public art when it echoes
and integrates with its surrounding space and covers the
interactive behavior of people in the space. ZigBee is a wire-
less communication technology, which is characterized by
self-organizing network, short distance, low complexity,
low power consumption, and low data rate and is mainly
suitable for the field of Internet of Things and automatic
control. The abovementioned street lamp control scheme
has some inevitable defects, and the design scheme combin-
ing Internet technology and ZigBee technology can make up
for these deficiencies [18]. Moreover, the ZigBee protocol
can be used free of charge, thereby further reducing the cost
of research and development [19]. In addition, the Internet
technology is infiltrating all levels of social life with vigorous
vitality. Therefore, using the urban public wireless network

. . .

Transport layer

WAN

Perception layer

Service center

Service layer

Figure 1: Overall frame figure of the system.
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coverage, the application scheme that integrates the Internet
and the Internet of Things technology can truly form com-
plementary advantages. While avoiding the previous techni-
cal defects, it can adapt to more complex equipment
communication and control scenarios in the future. It pro-
vides a comprehensive solution for the urban street lamp
control system that integrates many advantages such as
low power consumption, high efficiency, flexibility and
autonomy, intelligence, easy maintenance, easy expansion,
and remote control [20].

To accomplish the autonomous and smart administra-
tion of urban highway luminaires and to accomplish the
aims of resource efficiency, sustainable pollution prevention,
and individualized treatment, it is the prime goal of research
street lamp controller. The intelligent street lighting system
can essentially be modeled as a unique simulation environ-
ment with widely separated nodes but clear distribution
principles. Its node distribution essentially matches the set-

ting of metropolitan road traffic. The complete electronic
circuit network is installed on this feature. Feedback is
needed for implementing game controller for lamp posts.
Consider each road like a central processing unit from such
a local standpoint, where many neighboring lamppost termi-
nals are sequentially distributed geographically, and it is easy
to form a linear communication system that is related step
by step. From a global perspective, multiple such linear com-
munication systems can form a large metropolitan area net-
work communication system [17]. Therefore, based on the
above feature abstraction, the prototype of the urban street
lamp control system is obtained as shown in Figure 3.

As per the conceptual model in Figure 3, a sizable broad-
band transceiver must be built in implementing consolidated
online administration of dispersed urban lamp post nodes.
The TCP/IP standard family’s internetwork paradigm is
the ideal option for long-distance interaction because it has
an excellent long term and mature technology [21]. How-
ever, the deployment of virtualization technology by virtue
of purely network designs to each lamp postcluster will be
enormous for a size up city due to the numerous light pole
nodes and the complicated distribution. From a variety of
angles, including financial cost, implementation problems,
Internet challenges, and operational battery life, it is
improper. In order to enable the light pole nodes dispersed
more along carriageway to build a network connection using
the wireless medium, the route is employed as a legal subdi-
vision unit. Afterward, use the entryway to surf the content
using the other circuit as a sizable motherboard. This thus
divides and optimizes the design methodology while still
meeting the needs of protracted interaction, which lessens
the total complexity of the layout. Additionally, the estab-
lishment of a small Internet of Things connecting lamp post-
nodes can partially achieve the regional control of the
luminaires, increasing the updated daily of the total road
led lamps. The street light system may now be remotely con-
trolled since the lamp node connection is now directly
hooked up to the Internet via the portal, allowing its node
intelligence to be instantly stored to a cloud host and ana-
lyzed and used by mayors via a different site [22].

3.2. Weighted Information Fusion Algorithm. In practical
application, information fusion technology has huge poten-
tial and is welcomed by many industries. Among them, it
shines even more in the field of Internet of Things, and a
variety of smart products of the Internet of Things have
appeared in the civilian market, such as sweeping robots
and intelligent drones. This is all thanks to the information

Brightness sensor Infrared sensor

Humidity sensor

Temperature sensor

laser sensor

Figure 2: Street light node sensing design.

Table 1: Wireless communication technology comparison.

ZigBee Wi-Fi NFC

Price $4 $25 $2-4

Communication distance 1-100M 0-100M 0-20M

Transfer speed 10-250Kbps 60Mbps 450Kbps

Power consumption Minimum Big Larger

Table 2: ZigBee wireless channel composition.

Channel
Center

frequency
(MHz)

Upper
frequency
(MHz)

Lower limit
frequency (MHz)

K = 0 850.2 850.5 850.0

K = 1, 10½ � 908 910 900

K = 11, 17½ � 2405 2408 2400

Table 3: Comparison of three frequency bands.

Working frequency
(MHz)

Transmission rate
(Kbit/s)

Adjustment
method

2405 255 O-QPSK

2408 45 BPSK

2400 25 BPSK
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fusion technology, which realizes multisource information
detection of targets and improves the object recognition rate,
using computer technology to automatically analyze and
comprehensively process the observation information of
several sensors obtained in time series under certain criteria,

so as to complete the required decision-making and estima-
tion tasks and the information processing process. For infor-
mation-related, combined and analyzed by multisensing
equipment, information with higher comprehensive value
can be obtained [23]. The average value fusion algorithm
usually uses a mathematical average formula, which is a sen-
sor with roughly the same weight value selected, abbreviated
as MVFA. Assuming that multiple sensors in the m-sensor
fusion system evaluate the state of the same target, the com-
bined state evaluation scale satisfies the following conditions:

i
Λ
= 〠

m

a=1
vaia, ð1Þ

〠
m

a=1
va = 1: ð2Þ

The state estimate after local fusion is

i
Λ
= 〠

m

a=1
vaia =

1
n
〠
m

a=1
ia: ð3Þ

Figure 3: Device interaction association.

External
environment

Infrared sensor

Brightness sensor

laser sensor

Humidity sensor

Temperature sensor

Decision
processing

Control
terminal

Figure 4: Sensor human and vehicle detection.
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Figure 6: Comparison of experimental power and conventional power of smart street lamps.
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The total mean squared error is
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� �2" #
= A 〠
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, ð4Þ
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v2a i − iað Þ2 + 2 〠
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A i − iað Þ i − ibð Þ½ � = 0: ð6Þ
So the total mean squared error is
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For the weighted average algorithm, the total mean
squared error is

∂2 = ∑m
a=1v
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m2 , ð8Þ
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Build a system of formulas:
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a=1δ

−2
a
: ð11Þ

With the passage of time, the accumulation of perceptual
information, the gray number measurement of each unit
gradually becomes smaller, but the information of each sen-
sor may also conflict, making the gray measurement larger.
The gray fusion algorithm does the following processing.
When the information is consistent, the reliability weight P
is introduced:

xab =min 1, xab + Pð Þ, ð12Þ

xab =max 0, xab + Pð Þ: ð13Þ
When the information is consistent, the gray measure-

ment adjustment weight is introduced:

xab =
xabA + xabK

A + K
, ð14Þ

x−1ab =
xab −Að Þ + xab −Kð Þ

A + K
: ð15Þ

The process is a continuous refinement of its estimates,
assessments, and evaluation of the need for additional
sources of information, as well as a process of continuous

self-correction of the information processing to obtain
improved results. The human-vehicle detection system
based on information fusion is a complex system with strong
anti-interference, high accuracy, comprehensive, and reliable
measurement information [24]. Traditional street light sys-
tems mostly use single-source feature information as a con-
trol factor, which makes the measurement information often
not meet the ideal system value requirements [25]. Accord-
ing to a variety of scene factors affecting urban traffic light-
ing, a multidirectional study is carried out, and a
reasonable and reliable multisource information fusion
street light control scheme is obtained in combination with
actual needs. The scheme architecture is shown in Figure 4.

Combining information from multiple sensors combines
additional or redundant information from multiple sensors
in time or space according to certain criteria to obtain a con-
sistent description or interpretation of the object being mea-
sured. Its main purpose is to obtain more information by
combining information rather than the individual elements
present in the input information, which is the result of opti-
mal synergy, that is, using a combination or combination of
several sensors to improve the sensor system. Figure 5 shows
the multisensor information fusion process.

For the night road environment, multisensors are used
to collect multisource information, and the crowd vehicles
on the road are used as the information source collection
objects. Due to the large demand for hardware devices such
as sensors for equipment deployment, in order to reduce
costs and take into account performance, the main sensors
used in the system are temperature, humidity, brightness,
infrared, and other sensors, which effectively reduces the
error rate of system measurement information. Different
sensors detect objects in the external environment and con-
vert the physical information of different sensors into digital
information and send them to the decision-making process-
ing layer. Finally, the obtained decision-making information
is sent to the street light control terminal. As the executive
body of the system, the street light control terminal calcu-
lates the corresponding street light control command
according to the decision information and actively regulates
the street light switch.

4. Realization of Intelligent Street Lights in
Urban Public Spaces

4.1. Adjustment of Street Light Data before Testing. The edge
processing function of the centralized controller of smart
street lamps is reflected in the analysis and processing of
data. Data analysis includes power data analysis and envi-
ronmental parameter analysis, and data processing refers
to the processing of image data. The voltage of the smart
street lamp is set to 220 v, the current is 32A, the status of
the street lamp is monitored in real time by controlling the
current and voltage data, and the abnormal status is dealt
with in time.

4.2. Power Test of Smart Street Light Public Art. According to
the experimental results, it can be known that the core con-
troller conveys different control commands to the street light
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controller according to the real-time information of the
road, and the street light controller controls the light and
dark of the street light. The intelligent street lamp control
system designed in this paper can realize intelligent control
of street lamps without personnel management and can
achieve the effect of saving energy. To this end, specific data
on changes in street lights are collected. A total of six hours
of monitoring from 6 : 00 p.m. to 12 : 00 p.m., with a statisti-
cal interval of 1 hour each time, calculate the approximate
power consumption for six hours at night from the lighting
duration at different times. The monitoring data results are
shown in Figure 6:

As can be seen from the figure, the power consumption
of the street lamp system designed in this paper is much
lower than that of the conventional lighting system. The
street lamp intelligent control system designed by the sensor
and weighted information fusion algorithm can realize the
purpose of saving electric energy under the premise of intel-
ligently controlling the street lamp lighting. From the simu-
lation point of view, the intelligent street light control system
can save a lot of power compared with the conventional
street light control, especially between nine o’clock and ten
o’clock, it can save 44% of the power consumption, during
a six-hour period a night, and the overall power saving is
40%.

4.3. Smart Street Light Sensor Data Collection. In order to
more intuitively display the data collected by the smart street
light centralized controller, some environmental parameters
actually collected are taken as an example for specific analy-
sis. Access to the smart street light centralized controller
randomly selects the PM9 and PM3 concentration monitor-
ing data for six hours from 6 : 00 pm to 12 : 00 pm and
depicts the 6-hour period as a line figure as shown in
Figure 7.

Through the analysis of environmental parameters, not
only can the urban air environmental quality and climate
conditions be indexed but also the equipment environment
and equipment operating conditions can be analyzed in
combination with power data, figures, and other data. For
example, it can be seen from Figure 7 that during the 6
hours, the temperature and humidity of the external operat-
ing environment of the smart street light centralized control-
ler at night are normal and relatively stable. If abnormal
temperature and humidity are detected, the power should
be cut off in time to avoid more serious damage. In addition,
through the combination of illuminance and power data, it
can also monitor whether the street lights are normally illu-
minated or support intelligent functions such as automatic
dimming.

In order to further judge the error of the system algo-
rithm, the temperature and humidity in the environment
are detected by the traditional inspection method and the
inspection method of the system algorithm. The detection
results are shown in Figure 8.

According to the abovementioned system detection of
temperature and humidity through smart street light sensors
and the results of traditionally believed detection, the num-
ber of errors detected by the sensor system is controlled to

be less than three times, and the number of errors of tradi-
tional human detection is less than six times. The system test
error rate is 1/2 of the traditional test error rate, and the
accuracy is much lower than that of traditional measure-
ment methods compared to traditional measurement
methods. Therefore, the measurement of smart street light
sensors can greatly improve the efficiency, and the test accu-
racy is also quite high.

5. Conclusion

The placement of public art forms a harmonious and unified
whole with the surrounding landscape, architecture, and
urban environment space. It is a combination of sensibility
and rationality and is even more inclined to the proportional
scale of the rational range. Through the intelligent system of
intelligent street light sensor and weighted information
fusion, the actual data of the power consumption of the
lighting system and the power consumption of previous
lighting in a period of time are recorded, and the results
are analyzed. Finally, it is concluded that the designed sys-
tem can achieve the effect of saving electric energy. Ready-
made products and challenges centered on new media tech-
nologies. The public art of the future must rely on science
and technology and regard art as a form of expression of
technology. Through these technologies, public art is not
only a work of art but also an object of emotional communi-
cation, bringing new ideas to people’s boring life.
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In order to solve the problem of low accuracy of high-rise building cost evaluation, the author proposes an intelligent evaluation
method of engineering cost feasibility model based on the Internet of Things. According to the overall investment composition of
the construction project, this paper classifies the cost index, determines the overall cost correction coefficient, and uses the gray
correlation analysis method to build the evaluation index system; according to the structure of BP neural network, the network
error is calculated, and the error signals of output layer and hidden layer are defined by gradient descent method to obtain the
network weight adjustment formula; finally, this paper uses the adaptive learning rate adjustment formula to set the network
parameters, introduces the key parameters in the construction project to the input layer, and establishes the final cost
evaluation model. Experimental results show that the error rate of this system is controlled within 10%, which meets the
requirements of investment estimation. Conclusion. The proposed method can accurately and quickly evaluate the best solution
for the cost of high-rise buildings with less information and has strong nonlinear information processing capabilities.

1. Introduction

At present, the world is ushering in a period of great devel-
opment and change in digital transformation. The new
generation of information technology has accelerated to lead
the breakthrough in technology application, bringing about
major changes in industrial form, organizational manage-
ment, social governance, and other aspects. The develop-
ment of new generation technologies such as the Internet
of Things has brought new impetus and new opportunities
for the development of the digital economy. The Internet
of Things technology presents the characteristics of inte-
grated development, integrated innovation, large-scale appli-
cation, and ecological acceleration, and hot technologies
continue to emerge. The scale deployment of networks and
platforms has been accelerated to lay a foundation for the
comprehensive promotion of the Internet of Things.

When we use the traditional construction project cost
model to solve complex construction projects, there will be
large data errors and many factors affecting the calculation
results, resulting in inaccurate data, reduced credibility,

and construction difficulties [1, 2]. Based on the above defi-
ciencies, this paper improves the design of the traditional
construction project cost model. The optimized construction
cost model structure adopts multilevel calculation, which
replaces the single-level calculation of the original construc-
tion cost model, reduces external influencing factors, and
improves the reasonable configuration of internal levels,
thereby, improving the accuracy of the construction cost
model and reducing the calculation influencing factors.
Improve the traditional construction cost model algorithm,
add refined classification, reasonable quantitative classifica-
tion, multidimensional theoretical calculation, and reason-
able control of result errors for complex construction
projects, so that each step of the calculation is close to the
final settlement, thereby, the accuracy of data calculation is
improved, the calculation efficiency is improved, and the
error of data processing is reduced. Through simulation
experiments of different dimensions, this paper verifies the
investment estimate, design estimate, revised estimate, con-
struction drawing estimate, and near completion final
account before and after improvement [3, 4].
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BIM is a complete enterprise engineering information
system model, which can integrate engineering information,
processes, and human resources in all stages of the enter-
prise’s entire life cycle and apply it to the same model; it is
convenient for the comprehensive management and opera-
tion of enterprises, projects, and engineering parties [5, 6].
This technology uses three-dimensional digital technology
to accurately analyze and simulate the real situation and con-
struction information of a large building and provides a coor-
dinated and internally unified information model for the
design and construction of the entire construction project. It
realizes the integration of architectural design and construc-
tion and optimizes the communication and collaboration
between various disciplines, which can greatly reduce the cost
and production cost of the entire project and ensure the
smooth progress of the entire project on time and quantity.

2. Literature Review

The project cost is an investment method for enterprises and
the government, and the purpose is to obtain the maximum
profit, so the cost must be strictly controlled during the con-
struction process. In recent years, the progress of China’s
market economy has promoted the rapid development of
the construction industry, and the main body of construc-
tion investment has developed a trend of diversification [7,
8]. Under normal circumstances, the owner will do a basic
preliminary assessment before investing, and accurate and
rapid assessment of the project cost is the need for project
bidding competition. In order to maximize profits in the
process of investment and construction, we must compre-
hensively consider the investment cycle, amount, and other
complex factors, firmly control the core elements of cost
and realize scientific cost evaluation. Due to the late start
of China’s engineering cost management, there is no com-
plete theoretical knowledge system and lack of effective cost
control, and the complex structure of high-rise buildings
requires a long construction period. Therefore, seeking an
efficient and practical cost assessment method has become
the focus of scholars and industry professionals.

At this stage, relevant scholars have proposed many cost
assessment methods. For example, Zhan et al. and Jha et al.
used WSR (Wuli-Shili-Renli, WSR for short) analytical
model to evaluate the cost control of building seismic struc-
tures [9, 10]. First, they construct the hierarchical structure
of price control and obtain multiple cost control schemes.
Secondly, they use the QOS (quality of service) method to
design the benefit control constraint equilibrium and select
the best evaluation result. Finally, the simulation experiment
proves that this method can effectively analyze the quality
change characteristics of high-rise buildings and control
the cost consumption better.

Yang proposed a project cost management method
based on BIM (representing building information model,
Building information model, referred to as BIM) technology
[11]. They analyzed the feasibility of introducing BIM tech-
nology in combination with the problems of the existing cost
evaluation methods in China. They explored the basic prin-
ciples and advantages of BIM and proposed corresponding

application models for cost management of construction
projects in different stages. Finally, the role of BIM technol-
ogy is verified by a specific example.

Although the above two methods play a certain role in
cost control, they do not take into account the dynamics of
prices and have strong subjectivity, resulting in low evalua-
tion accuracy. Based on this, the author uses the BP (repre-
senting back propagation, back propagation, referred to as
BP) neural network method to establish a high-rise building
project cost evaluation model. This paper debugs the neural
network model through the process of determining the neu-
ral network structure, calculating the network error, adjust-
ing the weights, designing the network parameters, etc. and
introduces the important parameters in the high-rise build-
ing project into it to build the final cost evaluation model.
Simulation experiments show that the BP neural network
method can solve the shortcomings of slow network conver-
gence and easy to fall into the local minimum value, effec-
tively improve the accuracy of cost evaluation in the early
decision-making stage, and achieve rapid evaluation.

3. Methods

3.1. Construction of Evaluation Index System

3.1.1. Composition of Total Investment in Construction
Projects. As shown in Figure 1, the cost of construction
engineering refers to the combination of known construc-
tion content, scale and standards and other related require-
ments, all the costs that need to be spent in the process of
completing all construction contents until delivery [12, 13].
It mainly includes investment in other fixed assets such as
construction equipment purchase costs, installation costs,
and preparation costs.

3.1.2. Classification of Cost Index. In different stages of
construction, the manifestations of engineering cost are also
different, for example, in the feasibility analysis stage, the
performance behavior is investment estimation, the specific
manifestation of each stage is shown in Figure 2.

The cost index is an indicator that reflects price changes
in a fixed period of time, it can effectively reflect the trend
and magnitude of cost changes, and at the same time objec-
tively show the supply and demand relationship between the
level of productivity and the construction market. Mainly
divided into the following categories:

(1) Individual indices, such as labor and materials,, by
arranging the indices of different periods in chronological
order to obtain the status of individual price changes and
forecast the future development trend.

(2)The price index of construction equipment and tools.
(3) High-rise building installation cost index.
(4) The cost index of a single project.

3.1.3. Construction of Evaluation Index System Based on
Grey Correlation. The author uses the grey relational analy-
sis method to construct the evaluation index system; the core
idea is to judge the density and proximity of the cost
sequence curve by combining the characteristic index
sequence curve of the construction project, the smaller the
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curve gap, the higher the correlation between the series. This
method is simple in data processing and convenient in
calculation, and is suitable for the selection of project cost
evaluation indicators [14, 15].

(1) Compare the Selection of the Matrix and the Reference
Sequence. The comparison matrix is all the characteristic
indexes that affect the project cost, suppose there are m
sample projects and n index characteristics, therefore, the
comparison matrix X is expressed as

X =

x11 x12 ⋯ x1n

x21 x22 ⋯ x2n

⋮ ⋮ ⋱ ⋮

xm1 xm2 ⋯ xmn

2
666664

3
777775: ð1Þ

When evaluating the cost, the unilateral cost is selected
as the value of the reference sequence, and the correlation
between different characteristic indicators and the unilateral
cost is compared, the higher the degree of correlation, the
closer the relationship between the eigenvalue and the
unilateral cost. The formula for calculating this reference
sequence value is

Xi0 = X10, X20,⋯,Xm0½ �: ð2Þ

In formula (2), Xi0ði = 1, 2,⋯,mÞ represents the unilat-
eral cost value.

(2) Standardization of Index Values. In order to improve the
evaluation accuracy and ensure the equivalence between the
indicators, the linearization method is used to normalize

Fixed asset 
engineering cost

Liquid asset 
investment

Construction 
investment

Loan interest

Project costs

Construction cost

Preliminary fee

Dynamic investment

Dynamic investment

Total investment in 
construction 

projects

Figure 1: The overall investment composition of construction projects.

The probability of design
Construction budget 
Insurance contract 
Engineering settlement 
Completion and settlement

Project proposal stage
Feasibility study stage

Preliminary design stage
Construction drawing design stage
Engineering package method stage

Engineering construction stage
Project acceptance stage

Investment estimation

Figure 2: The representation of project cost at different stages.
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the index values of different dimensions, and the expression
is as follows:

Xij =
xij

max xij
: ð3Þ

In formula (3), max xij represents the maximum value
of the k-th index in all projects.

(3) Calculation of Correlation Coefficient. The correlation
coefficient can reflect the correlation degree of different indi-
cators in the comparison matrix X to the reference sequence
X0 in the i-th sample. The gray correlation analysis method
is used to calculate the correlation coefficient between the j
-th index of the i-th project and the unilateral cost.

ξij =
min

j
min
i

Xi0 − Xij

�� �� + ρ max
j

max
i

Xi0 − Xij

�� ��
Xi0 − Xij

�� �� + ρ max
j

max
i

Xi0 − Xij

�� �� : ð4Þ

In formula (4), ρ represents the resolution coefficient,
and its value is 0.5, and its value will affect the difference
between the correlation coefficients.

(4) Correlation Degree Calculation. The grey correlation
coefficient can only show the correlation degree of the
indicators in a single sample, which is one-sided. Therefore,
the author selects multiple samples and uses the mean
method to determine the correlation of the j-th index.

γj =
1
m
〠
m

i=1
ξij: ð5Þ

In formula (5), the obtained correlation degrees are
sorted, the greater the correlation degree, the more consis-
tent the change trend of the j-th index and the cost, that is,
the higher the influence of Xj on X0. According to the rule
of taking the larger one, the indicators with greater correla-
tion are reserved.

3.2. Establishment of Cost Evaluation Model of BP
Neural Network

3.2.1. Features of BP Neural Network. BP neural network is a
data processing system proposed on the basis of human
brain organization and activity mechanism, so it can show
many human brain characteristics.

(1) Distributed Data Storage. The data storage method of
BP neural network is quite different from traditional com-
puter storage, the same data is not only stored in one
place, but distributed in the connection structure between
neural nodes.

(2) Parallel Data Processing. In the neural network, any
neural node can receive the transmission information, can
combine the information for independent processing and
operation, and send the calculation result to the next neural
network for parallel data processing [16, 17].

(3) Fault Tolerance of Information Processing. The structural
characteristics of the neural network are mainly reflected in
the huge structure and spatial distribution of storage, these
two characteristics can make the neural network have better
fault tolerance in the following two aspects: when some neu-
ral nodes are destroyed, it will not have a great impact on the
network as a whole; for data input, if the data is incomplete
or deformed, the neural network will repair the missing data
according to some data.

(4) Adaptability of Data Processing. Adaptive refers to
changing its own characteristics according to environmental
requirements. Mainly reflected in the following aspects:

Self-Learning: during the training process, if the external
environment changes, the network structure parameters can
be automatically adjusted after a period of training.

Self-Organization: when stimulated by the outside world,
the connection parts between neural nodes can be adjusted
according to certain learning rules, and the network can
be reconstructed.

3.2.2. Basic Structure of BP Neural Network. BP neural net-
work belongs to a learning algorithm of forward multi-
layer error back propagation. It has an input layer, an output
layer and multiple hidden layers, the layers are fully inter-
connected, the nodes in the same layer are not connected
to each other, each layer is composed of several neurons.

Suppose that the BP neural network has n input nodes, m
output nodes, and the number of nodes is denoted as q. The
input vector and output vector are X = ðx1, x2,⋯,xnÞT and Y
= ðy1, y2,⋯,ynÞ, respectively. The input vector and output
vector of the hidden layer are denoted as S = ðs1, S2,⋯,snÞ
and B = ðb1, b2,⋯,bqÞ, respectively. The input and output vec-
tors of the output layer are described as L = ðl1, l2,⋯,lmÞ and
C = ðc1,C2,⋯,CmÞ, respectively. The neurons in the input
layer and the hidden layer are i and j, respectively, and the
connection weight is Wij. The connection weight between
the hidden layer and the output layer is V jt, and the threshold
of the neural node j in the hidden layer is θ j.

3.2.3. BP Neural Network Error Calculation. If the output of
the BP neural network is quite different from the ideal output
value, the ideal output value is the instance provided by the
ideal output neural network by learning the training samples,
adjust the connection weight coefficient according to certain
rules, continuously improve its own performance, and finally
achieve the most ideal state, this state is that when the input is
given externally, it can make a relatively correct output, and
the output value is the ideal output value. The expression of
the error output result E is as follows:
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E =
1
2

d −Oð Þ2 = 1
2
〠
l

k=1
dk − okð Þ2: ð6Þ

In the formula, d represents the ideal state input value of
BP neural network, O represents the ideal state output value
of BP neural network, k represents the amount of sample
data, l represents the number of hidden layer nodes, dk
represents the actual state input value of the BP neural
network, and ok represents the ideal state output value of
the BP neural network.

Expanding the above error to the hidden layer, we get

E =
1
2
〠
l

k=1
dk − f netkð Þ½ �2: ð7Þ

In the formula, fðnetkÞ represents the output constant
value of the BP neural network.

Formula (7) is further expanded to the input layer.

E =
1
2
〠
l

k=1
dk − f 〠

m

j=0
ωjk f net j

À Á" #( )2

: ð8Þ

In the formula, ωjj represents the number of output
layer nodes.

3.2.4. Weight Adjustment Based on Gradient Descent.
According to the above formula, the adjustment of the
network input error is the adjustment of the weights Wij
and Vjt, so the weight adjustment can be performed by
changing the error E. Using the gradient descent method
to continuously reduce the network error, make sure that
there is a proportional relationship between the amount of
weight adjustment and the degree of error gradient descent.

wij = −λ
∂E
∂wij

, j = 0, 1, 2,⋯,m ; k = 1, 2,⋯, l, ð9Þ

vij = −λ
∂E
∂vij

, j = 0, 1, 2,⋯, n ; j = 1, 2,⋯, l: ð10Þ

In the formula, the negative sign represents gradient
descent, and λ ∈ ð0, 1Þ belongs to a proportional coefficient,
which reflects the learning rate of the neural network during
the training process. Therefore, it can be seen that the BP
algorithm is a kind of σ learning rule.

The above two formulas are not complete weight adjust-
ment formulas, but only an expression of adjustment ideas.
The derivation process of the adjustment formula will be
described in detail below.

It is assumed that in the derivation process of the weight
adjustment formula, there are, respectively, for the output
and input layers, i = 0, 1, 2,⋯, n, j = 1, 2,⋯,m:

For the output layer, formula (9) can be rewritten as

Δwjk = −η
∂E
∂wjk

= −η
∂E

∂netk
∂netk
∂wjk

: ð11Þ

Formula (10) can be written as

Δvij = −η
∂E
∂vij

= −η
∂E
∂net j

∂netj
∂vij

: ð12Þ

Define the error signals of the output layer and the hid-
den layer, respectively.

δok = −
∂E

∂netk
, ð13Þ

δyj = −
∂E
∂net

: ð14Þ

Combining the above two formulas, we can get

Δwjk = ηδy: ð15Þ

Therefore, it can be seen that only by calculating the
error signals δok and δyj , the inference of the weight adjust-
ment amount can be realized.

The expanded form of the signal error δok in the output
layer is

δok = −
∂E

∂netk
= −

∂E
∂ok

∂ok
∂netk

= −
∂E
∂ok

f ′netk: ð16Þ

The expanded expression of the signal error δyj in the
hidden layer is

δyj = −
∂E

∂ netj
= −

∂E
∂yi

∂yj
∂ net j

= −
∂E
∂yj

f ′ netð Þ: ð17Þ

Calculate the partial derivative of the error to the output
layer and the hidden layer in the above two formulas.

∂E
∂ok

= − dk − okð Þ, ð18Þ

∂E
∂yj

= −〠
l

k=1
dk − okð Þf ′ netkð Þwjk: ð19Þ

Bring the calculation results into formulas (15) and (16),
and use formula f ′ðxÞ = fðxÞ½1 − fðxÞ� to calculate

δok = dk − okð Þok 1 − okð Þ, ð20Þ

δyj = 〠
l

k=1
dk − okð Þf ′ netkð Þwjk

" #
f ′ netj
À Á

= 〠
l

k=1
δokwjk

 !
yj 1 − yj
� �

:

ð21Þ
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Through formulas (20) and (21), the calculation formula
of neural network algorithm weight adjustment can be
obtained as

Δwjk = ηδokyi = η dk − okð Þok 1 − okð Þyj, ð22Þ

Δvij = ηδyj xj = η 〠
l

k=1
δokwjk

 !
yj 1 − yj
� �

xi: ð23Þ

3.2.5. Network Parameter Design. This paper mainly sets the
learning rate η of BP neural network. The learning rate η can
also be called the step size, and its value interval is usually a
constant between [0, 1] in the standard learning algorithm,
but in the process of evaluating the model construction, it
is very difficult to determine a learning rate that works from
start to finish [18, 19]. If η is too small, the number of model
training will increase, and η needs to be increased during the
training process; if η is too large, training oscillation may
occur. There are many ways to adjust the learning rate, the
ultimate purpose of these methods is to make the learning
rate play an effective role in the entire training process,
therefore, the more commonly used adaptive learning rate
adjustment expression is selected.

η t + 1ð Þ =
1:05 tð ÞE tð Þ < E t − 1ð Þ,
0:7η tð ÞE tð Þ > 1:04E t − 1ð Þ,
η tð Þ:

8>><
>>: ð24Þ

In the process of neural network training, due to the
continuous reduction of errors, the learning rate will
increase, when the number of training times increases to a
certain extent, the learning efficiency will be higher than 1.
Therefore, when using the adaptive learning rate, we must
increase the threshold value of the learning rate to obtain
the best learning rate.

3.2.6. Determination of BP Neural Network Evaluation
Model. After the training of BP neural network is completed,
we can input important project cost parameters into the
learning network, and obtain the final unit cost price through
evaluation. This method realizes the evaluation of numerical
model based on historical data, which is easy to operate and
has high accuracy. The BP neural network evaluation model
is shown in Figure 3.

3.3. Experimental Test. In order to prove the effectiveness of
the cost evaluation model of high-rise building projects
based on BP neural network, this paper selects 10 completed
high-rise building projects in a certain place, and the sample
data are all from the cost information network. This can
ensure the regional uniformity of sample data, and the sim-
ilarity between sample data is large, so the model accuracy
will not be reduced. The obtained data was preprocessed in
combination with the qualitative indicators and quantitative

standards, and the index values of the sample data after
screening are shown in Table 1.

4. Results and Discussion

According to the neural network evaluation model estab-
lished by the author, simulation experiments are carried
out on the basis of Matlab 2016b software. The simulation
results are compared with the use of WSR analysis model
to control the cost of building seismic structure, the
project cost management methods based on BIM technol-
ogy are compared, and the comparison results are shown
in Table 2.

From the results in Table 2, it can be seen that the eval-
uation error rates of the WSR analysis model for the cost
control method of building seismic structures and the
project cost management method based on BIM technology
are 16.9% and 16.7%, respectively. The author compares the
cost control method of building antiseismic structure and
the project cost management method based on BIM technol-
ogy by using WSR analysis model. The error value is small,
and the error rate is controlled within 10%, meeting the
requirements of investment estimation. In addition, the eval-
uation speed of the three methods is compared, and the
results are shown in Figure 4.

When evaluating the same target, the evaluation speed of
the author’s method requires less time than the WSR analy-
sis model for the cost control method of building seismic
structures and the engineering cost management method
based on BIM technology, and the evaluation efficiency is
high [20]. The main reason is that the learning rate of the
neural network in the proposed method is set more appro-
priately, and the BP neural network has the characteristics
of distributed data storage, parallel data processing, good
fault-tolerant performance of information processing, and
strong adaptive ability of data processing.

Input
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layer

Output 
layer

Construction 
area

Layers

Doors and 
windows

Decorative 
material

Base 
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Installation 
work

Figure 3: BP neural network evaluation model diagram.

6 Journal of Sensors



RE
TR
AC
TE
D

5. Conclusion

This paper proposes an intelligent evaluation method for the
feasibility model of project cost based on the Internet of
Things. High-rise buildings are the key development direc-

tion of future building projects, and the cost of this project
is of great significance for investment. Therefore, this paper
uses BP neural network to study the cost evaluation model of
high-rise buildings. First of all, this paper constructs the
evaluation index system using the gray correlation analysis

Table 1: Engineering characteristic index values.

Serial number Construction area Layers Doors and windows Eaves high Structure type Installation work

1 1 18 2 54:1 1 4

2 2 20 6 59:6 1 4

3 2 24 2 87:6 1 3

4 1 19 4 92:3 2 2

5 2 25 3 89:5 2 1

6 2 23 2 87:2 1 4

7 2 19 1 74:8 1 2

8 1 18 5 94:2 3 3

9 1 24 2 84:1 1 4

10 2 25 3 87:6 1 2

Table 2: Model evaluation results of different methods.

Method
Actual value
(yuan/㎡)

Predictive
value(yuan/㎡)

Difference
(yuan/㎡)

Error rate
%ð Þ

The cost control method of building seismic structure using WSR
analysis model

1525:2 1835:2 310 16:9

Project cost management method based on BIM technology 1541:3 1848:2 306:9 16:7

Method 1428:6 1521:8 93:2 6:1
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Figure 4: Comparison of evaluation speed of different methods.
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The traditional Infrastructure as a Service (IaaS) cloud platform tends to realize high data availability by introducing dedicated
storage devices. However, this heterogeneous architecture has high maintenance cost and might reduce the performance of
virtual machines. In homogeneous IaaS cloud platform, servers in the platform would uniformly provide computing resources
and storage resources, which effectively solve the above problems, although corresponding mechanisms need to be introduced
to improve data availability. Efficient storage resource availability management is one of the key methods to improve data
availability. As mechanical hard disk is the main way to realize data storage in IaaS cloud platform at present, timely and
accurate prediction of mechanical hard disk failure and active data backup and migration before mechanical hard disk failure
would effectively improve the data availability of IaaS cloud platform. In this paper, we propose an improved algorithm for
early warning of mechanical hard disk failures. We first use the Relief feature selection algorithm to perform parameter
selection. Then, we use the zero-sum game idea of Generative Adversarial Networks (GAN) to generate fewer category samples
to achieve a balance of sample data. Finally, an improved Long Short-Term Memory (LSTM) model called Convolution-LSTM
(C-LSTM) is used to complete accurate detection of hard disk failures and achieve fault warning. We evaluate several models
using precision, recall, and Area Under Curve (AUC) value, and extensive experiments show that our proposed algorithm
outperforms other algorithms for mechanical hard disk warning.

1. Introduction

At present, Infrastructure as a Service (IaaS) cloud platforms
have become the main solution to provide enterprise IT
infrastructure. With the development of big data technology
and application, more and more enterprises begin to realize
the importance of data, so they put forward higher require-
ments for the availability of data. The traditional IaaS cloud
platform generally introduces dedicated storage devices into
the platform to achieve high availability of data storage and
provides virtual machines in cooperation with dedicated
computing devices in Figure 1 [1]. This heterogeneous archi-

tecture often leads to two problems: first, it makes the het-
erogeneity of platform hardware more significant and
increase the operation and maintenance cost and scalability
cost of the platform; second, when computing resources
and storage resources come from different devices, the con-
nection between the computing resources and the storage
resource of one virtual machine have to be based on the net-
work connection among devices, which would reduce the
performance of the virtual machine. With the proposal of
Hyperconverged Infrastructure (HCI), more and more IaaS
cloud platforms begin to adopt the homogeneous architec-
ture. Servers in the platform would uniformly provide
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computing resources and storage resources that are shown
in Figure 2 [1]. This homogeneous architecture could effec-
tively solve the problems encountered by the heterogeneous
architecture.

Since there is no dedicated storage hardware for high
data availability in the heterogeneous architecture, the cloud
platform needs to introduce corresponding mechanisms to
guarantee the data availability. Realizing high data availabil-
ity of IaaS cloud platform mainly involves two aspects: one is
data backup and the other is to realize the storage resources
availability management. The data backup part mainly
introduces backup policy management and backup data
management. This part is not the focus of this paper. Fur-
thermore, there are two main types of storage resources in
the server: solid-state drive (SSD) hard disk and mechanical

hard disk. SSD hard disk could provide higher data reading
and writing speed, yet the cost is high, hence it is often used
to realize the virtual machine system disk with high perfor-
mance requirements. The mechanical hard disk, although
its data reading and writing speed is relatively low, yet its
cost is low, hence the mechanical hard disk is the main
way to realize the data storage capacity of IaaS cloud plat-
form. If we can predict the life of mechanical hard disks
more accurately and perform operations such as data backup
in a timely manner, we can effectively reduce the risk of
damage. Existing mechanical hard disks already provide
Self-Monitoring Analysis and Reporting Technology
(S.M.A.R.T.) that can be used to sensoring the operational
status of the mechanical hard disk. Furthermore, S.M.A.R.T.
provides indicators of the operational status of the various
components of the drive, such as heads, platters, motors,
and circuits assisting in the prediction of mechanical hard
disk status.

Therefore, the key issue to address is how to predict
mechanical hard disk life based on S.M.A.R.T. indicators in
a timely and accurate manner. In recent years, several
researchers have proposed methods for mechanical hard
disk failure prediction, mainly divided into mathematics-
based methods [2, 3] and machine learning-based failure
prediction method [4]. These methods do not adequately
consider the problems of removing unnecessary S.M.A.R.T.
indicators, small number of failure samples, and making full
use of timing data while predicting mechanical hard disk
lifetime. In addition to this, some studies [5–7] have focused
on assessing the dynamic reliability and fault prediction of
the whole system, while we have mainly completed fault pre-
diction for individual component hard disk.

In details, there are three challenges for the fault predic-
tion of hard disks:

(1) How to filter the S.M.A.R.T. indicators that have the
greatest impact on fault warning. The S.M.A.R.T.
indicators of mechanical hard disks are the basis
for determining faults. Nevertheless, there are also
some characteristics that are not relevant to the fail-
ure result, excessive characteristics that are useless
and may even affect the final analysis result

(2) How to solve the problem of imbalanced sample size
of failures. Statistically, the annual mechanical hard
disk damage rate in data centers is around 2%-5%.
Therefore, in the sensoring data of hard disk opera-
tion status, the data related to abnormal status is
far less than that related to normal status

(3) How to make the most of the timing relationships of
mechanical hard disk data. Existing warning models
for faulty hard disks first use time series data com-
pression to complete feature extraction, and then
pass the extracted data into a classifier for classifica-
tion. This process has the potential to result in the
loss of a large number of valuable features

Therefore, the key problem to be solved in mechanical
hard disk failure prediction in this paper is how to timely
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and accurately predict the service life of mechanical hard
disk, so as to actively carry out data backup or migration
before mechanical hard disk failure, so as to improve data
availability.

To address the above challenges, we first propose the
Relief feature selection algorithm to filter indicators and
select valuable indicators. And we propose the Generative
Adversarial Networks (GAN) model to generate a small
number of class samples. Then, we propose the
Convolution-Long Short-Term Memory (C-LSTM) to solve
the problem of long-term dependence on time-series data
and accurately detects faulty hard disk data.

The outline of this paper is listed as follows: Section II
Related work reviews and discusses the previous related
work; Section III Algorithm presents our algorithm; the
experiment setup, results, and analysis are presented in Sec-
tion IV Experimental results and discussion; in the end, Sec-
tion V Conclusions makes a conclusion of this paper.

2. Related Work

Mechanical hard disk failure alerts have become increasingly
important with the growth of IaaS cloud platforms. The hard
disk is one of the most common failed components in
today’s IT systems, and damage to it can lead to suspension
of system services or loss of data. As more and more services
run on them, the damage caused by hard disk corruption is
increasing every year.

2.1. Anomaly Detection of Mechanical Hard Disks. There are
already several methods for detecting anomalies on mechan-
ical hard disks. Yang et al. [8] proposed an evaluation
method for comparing feature selection methods and anom-
aly detection algorithms for predicting hard disks failures.
Yu et al. [9] proposed an adaptive error tracking method
for hard disks fault prediction. Wang et al. [10] proposed a
domain adaptive method to improve fault prediction
performance.

With the development of deep learning, combined with
its many excellent properties, deep learning is now widely
used to solve problems in the prediction domain [11–13].
How to handle time series data needs to be considered when
using deep learning methods to accomplish hard disk failure
prediction. Several existing studies have been considering
how to handle time series data. Hu et al. [14] propose a disk
failure prediction system based on a Long Short-TermMem-
ory (LSTM) network. By replacing the input in the LSTM
network with the continuous operating records of the disk,
the problem of individual variation of the disk can be solved.

2.2. Self-Monitoring Analysis and Reporting Technology
(S.M.A.R.T.) Indicators. Self-Monitoring Analysis and
Reporting Technology (S.M.A.R.T.) is a monitoring system
that collects indicator performance that can be used to infer
the actual condition of a hard disk. S.M.A.R.T.-based active
fault tolerance uses a threshold approach [15], but tradi-
tional S.M.A.R.T.-based fault detection has problems in
terms of accuracy [16]. It is no longer sufficient to complete
the analysis using S.M.A.R.T. alone. A number of

S.M.A.R.T.-based optimisation methods have been pro-
posed. Li et al. [2] explored the ability of Decision Trees
(DTs) [17] and Gradient Boosted Regression Trees (GBRT)
[18] to predict hard disk faults based on S.M.A.R.T. indica-
tors, and experimentally demonstrated that both prediction
models have high fault detection rates and low false alarm
rates. Chaves et al. [3] present a failure prediction method
using a Bayesian network. The method calculates the deteri-
oration of hard disks over time using S.M.A.R.T. indicators
to predict eventual failures. De Santo et al. [19] propose a
model based on LSTM, which combines S.M.A.R.T. indica-
tors and temporal analysis for estimating the health of a hard
disk based on its failure time.

Li et al. [20] proposed a combination of XGBoost,
LSTM, and ensemble learning algorithms to effectively pre-
dict hard disk failures based on S.M.A.R.T. indicators. In
conjunction with S.M.A.R.T., Shen et al. [21] propose a hard
disk failure prediction model based on LSTM recurrent neu-
ral networks and a new method for assessing the degree of
health. The model exploits the long-term time-dependent
characteristics of hard disk health data to improve predic-
tion efficiency and efficiently stores current health details
and deterioration.

In addition to selecting all the attributes of S.M.A.R.T.,
some studies have also taken the approach of selecting some
of the attributes. Wu et al. [4] propose the use of information
entropy to optimise S.M.A.R.T. indicators to enable the
selection of the most relevant attributes for prediction,
combined with a Multichannel Convolutional Neural
Network-Based Long Short-Term Memory (MCCNN-
LSTM) model to complete the prediction of hard disk
failures.

2.3. Sample Imbalance. The above study focuses on the use
of S.M.A.R.T. indicators to detect anomalies and health
states of hard disks. In addition, hard disks are healthy for
most of their life cycle with relatively few failures, which cre-
ates a problem of sample imbalance.

GAN-based methods are often used to solve the problem
of sample imbalance. Lee and Park [22] proposed a GAN-
based fusion detection system for imbalanced data. Xu
et al. [23] proposed a convergent Wasserstein GAN to solve
the problem of class imbalance in network threat detection.
Huang and Lei [24] proposed a novel Imbalanced GAN
(IGAN) to deal with the problem of the class imbalance.

In addition to the GAN-based approach, a number of
others have proposed solutions to the problem of imbal-
anced hard disk failure samples. Tomer et al. [25] propose
to apply machine learning techniques to accurately and pro-
actively predict hard disk failures. Shi et al. [26] proposed a
deep generative transfer learning network (DGTL-Net) that
integrates a deep generative sample for generating pseudo-
failure network to generate pseudofailure samples and a
deep transfer network to solve the problem of hard disk dis-
tribution discrepancy, enabling intelligent fault diagnosis of
new hard disks. Ircio et al. [27] proposed an optimised clas-
sifier to solve the problem of imbalance between hard disk
failure and normal hard disk height. Wang G. et al. [28] pro-
pose a multi-instance long-term data classification method
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based on LSTM and attention mechanism to solve the prob-
lem of data imbalance.

3. Algorithm

We present an evaluation method for comparing feature
selection methods and anomaly detection algorithms for
predicting hard drive failures. It enables the rapid selection
of the best algorithm for a particular model of hard disk. It
includes an evaluation mechanism for assessing feature
selection methods from a performance and robustness per-
spective and for assessing the performance, robustness, effi-
ciency and generalisability of anomaly detection algorithms.

Hard disk failure prediction needs to deal with three
important points, indicator selection, timing compression,
and imbalanced sample processing. The overall process is
shown in Figure 3.

First, n vectors of characteristic timing parameters are
input, and the vector Aiðai1, ai2,⋯, ait ,⋯, aikÞ is defined as
the timing characteristics of parameter i input, and correla-
tion analysis is performed using the correlation with the
results, and the parameter with the higher correlation is
selected. In the time series feature extraction stage, the cur-
rent mainstream approach is to use single-value compres-
sion for continuous time series data over a period, it can
be represented as:

St = α∙Yt + 1 − αð Þ∙St−1, ð1Þ

where St is the cumulative data, Yt is the data of a node, and
α is the coefficient.

Nevertheless, these time series feature extractions are
often not enough. The main problem is that the previous
data is forgotten faster and faster over time, and the
sequence of values is not considered, resulting in the data
not playing its due role.

On the other hand, the processing of imbalanced sam-
ples is relatively rough, often using oversampling of a few
categories of data or undersampling of most categories of
data. Nevertheless, oversampling of a few categories of data
leads to changes in the probability of data features, which
appear to have excellent performance in the training set,
and decrease in the effect of the test set, resulting in a low
recall rate. Using undersampling algorithms, clustering,
and other methods to remove part of the samples to achieve
sample balance, often resulting in loss of important features,
or reduced data sample size, resulting in overfitting
problems.

This algorithm is divided into offline model implementa-
tion and online data analysis. The detailed algorithm flow is
shown in Figure 4.

As shown in Figure 4, this algorithm mainly includes off-
line model generation and online model detection. In the
offline model generation stage, historical data is used for
parameter selection, then time series features are extracted,
samples are equalized, and finally a discriminant model is
generated. In the online detection stage, parameter selection
is performed, after time sequence features are extracted,

model detection is performed, and finally the prediction
result is generated.

(1) Indicator Selection. Relief feature selection algorithm
is used to filter parameters and select valuable
indicators

(2) Imbalanced Processing. In view of the few samples of
mechanical hard disk damage, the GAN [29] model
is used to generate a small number of class samples
to achieve a sample balance state model is used to
generate a small number of class samples to achieve
a sample balance state

(3) Model Generation. Using the processed data set to
train the health status of the mechanical hard disk
to generate models such as C-LSTM

3.1. Relief-Based Feature Selection Algorithm Parameter
Selection. The S.M.A.R.T. [30] indicators gathered by the
sensors installed in the mechanical hard disks for sensoring
the mechanical hard disks’ status usually have a fault warn-
ing characteristic, which are the basis for determining faults
[31]. However, there are also some indicators that are not
relevant to the failure result—excessive indicators that are
useless and may even affect the final analysis result. When
performing a hard disk analysis, it is necessary to consider
the various complexities faced by hard disks. For instance,
the capacity of a hard disk will gradually increase over time.
In addition, the hard disk will slowly deteriorate, although
the two are not very relevant as the capacity of a hard disk
may be adjusted at any time. Therefore, it is essential to
select the indicators to remove interfering features.

To address these issues, we select suitable indicators as
model inputs based on the Relief feature selection algorithm
[32]. The Relief algorithm focuses on the binary classifica-
tion problem, which in this paper refers to whether a hard
disk has been damaged. We propose the “correlation statis-
tic” to measure the importance of a feature. The correlation
statistic is a vector, each component of which is the evalua-
tion of one of the initial features, and the importance of a
subset of features is the sum of the correlation statistics for
each feature in the subset. For the feature measurement
problem, Relief borrows the idea of the hypothetical interval,
the maximum distance that the decision surface can move
while keeping the sample classification constant, which can
be expressed as [33]:

θ = 1
2 x −M xð Þk k − x −H xð Þk kð Þ, ð2Þ

whereMðxÞ and HðxÞ refer to the nearest neighbors that are
of the same kind as x and those that are not of the same kind
as x, respectively.

We know that when an attribute is favorable for classifi-
cation, then samples of that kind are closer to that attribute,
while samples of the opposite kind are further apart from
that attribute.

Suppose the training set D is ðx1, y1Þ, ðx2, y2Þ, ∙∙∙,ðxm,
ymÞ, for each sample xi, the nearest neighbour xi,nh of the
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same category as xi is calculated, which is called “guessed
nearest neighbor” ðnear − heatÞ. Then the nearest neighbor
xi,nm, which is not the same as xi, is called the “wrong nearest

neighbor” ðnear −missÞ, and the relevant statistic for attri-
bute j is [33]:

δj =〠
i

− dif f xji , x
j
i,nh

� �2
+ dif f xji , x

j
i,nm

� �2
, ð3Þ

where xji represents the value of sample xi on attribute j. The

calculation of dif f ðxja, xjbÞ
2
depends on the type of attribute j

.
Discrete attributes:

dif f xja, x
j
b

� �
= 0, xja = xjb

1, otherwise

(
: ð4Þ

Continuous attributes:

dif f xja, x
j
b

� �
= xja − xjb

��� ���: ð5Þ
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Table 1: The key parameters of the neural network used for the
experiments.

Name Meaning Value

embedding_dim The dimension of input data 16

seq_length The length of sequence 60

num_classes Thenumberof classes 2

keep_prob The dropout rate 0.5

learning_rate The learning rate 1e-4

batch_size The size of batch 256

num_epochs The number of trainings 5

lstm_size The LSTM size 3 ∗ 16

lstm_layers The LSTM layer 2
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3.2. GAN-Based Imbalance Data Processing. In the daily
operation of an IaaS cloud platform system, the number of
failed hard disks is relatively small, while the number of nor-
mal samples is always large. Statistically, the annual mechan-
ical hard disk damage rate in data centers is around 2%-5%,
and a hard disk is normal for most of the time, which results
in the raw positive and negative sample data always being

imbalanced. Using machine learning methods for failure
prediction on imbalanced data sets requires either oversam-
pling a smaller number of data categories to achieve data
balance or undersampling a larger portion of the data. Con-
ventional oversampling algorithms, however, can lead to
changes in the probability of data for a few classes, under-
sampling leading to loss of important features in most
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Figure 6: Experimental results based on Relief screening algorithm.

Figure 7: WGAN network generates samples.
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classes, or overfitting problems due to insufficient training
data. Examples include the use of Synthetic Minority Over-
sampling Technique (SMOTE) oversampling algorithms
[34], which synthesize new samples for a few classes based
on interpolation, and the use of clustering algorithms to

implement undersampling and discard some samples to alle-
viate class imbalance.

Considering the problems of the original algorithm in
dealing with imbalanced data, the innovation of this algo-
rithm is to use the zero-sum game idea of GAN to generate
less category samples. The GAN continuously plays a game
through the generative network G and the discriminative
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Figure 8: Accuracy score of LR.
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network D, which in turn enables G to learn the distribution
of the data. Using the GAN method, the generative network
G and the discriminative network D are continuously played
by using the zero-sum game idea in game theory, which in
turn enables G to learn the distribution of the data.

Define the distribution PdataðxÞ of the set of real images,
x being a real image. Now it is necessary to generate some
pictures that also fall within this distribution. Define the dis-
tribution generated by the generator G as PGðx ; θÞ, with θ
being the distribution parameter. Now, compute the likeli-
hood function in the generative model as [35]:

L =
Ym
i=1

PG xi ; θ
À Á

: ð6Þ

To implement the generator G to generate the real pic-
ture maximum, the likelihood function needs to be maxi-
mized. That is, it is necessary to find a θ∗ to maximize the
likelihood [36]:

θ∗ = arg min
θ

KL Pdata xð Þ PG x ; θð Þkð Þ: ð7Þ

The generator randomly generates a vector Z and gener-
ates a picture X through the generator GðZÞ = X network,
that is, the generator sample interval. Then the discriminator
DðXÞ ∈ ½0, 1� is used to distinguish the samples generated by
the generator from those in the original sample space. And
GAN is computed as follows [36]:

V G,Dð Þ = Ex~Pdata logD xð Þ½ � + Ex~PG
log 1 −D xð Þð Þ½ �: ð8Þ

The objective function is as follows [36]:

G∗ = arg min
G

min
D

V G,Dð Þ: ð9Þ

Through k rounds of training, the discriminator can
accurately distinguish between the original data and the data
generated by the generator G. Next, train the generator so
that the generator can confuse the discriminator and make
it indistinguishable. Through multiple rounds of training
and adjusting the discriminator and generator network
results, a better model effect can be achieved. However, the
stability of GAN training is not good, and it is difficult to
achieve the desired effect in this experiment. By improving
GAN, there are currently better algorithms such as Deep
Convolutional GAN (DCGAN) [37], Wasserstein GAN
(WGAN) [38], and Wasserstein GAN with Gradient Penalty
(WGAN-GP) [39].

WGAN uses the Wasserstein distance, which has supe-
rior smoothing properties compared to Jense-Shannon (JS)
and solves the gradient disappearance problem [23]. In addi-
tion, WGAN addresses not only the problem of GAN train-
ing instability but also provides a reliable indicator of the
training process, and the indicator is highly correlated with
the quality of the generated samples. Therefore, we choose
WGAN as a method to solve the data imbalance problem.

3.3. Based on LSTM Network Anomaly Detection and
Recognition. Our proposed LSTM network-based model
solves the problem of long-term dependence on time-series
data and accurately detects faulty hard disk data. The tradi-
tional faulty hard disk early warning model uses time series
data compression to first extract features, and then transfer
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the extracted data to the classifier for classification, resulting
in the loss of many valuable features. To extract the temporal
relationships of mechanical hard disk data, LSTM networks
are added to the model training in this paper.

3.3.1. The Improved Network Structure of LSTM. The origi-
nal LSTM network structure only takes into account the
temporal sequence of data in time. Nevertheless, for hard
disks, changes in certain parameters will affect the data of
other parameters. Compared to the common LSTM struc-
ture, this algorithm borrows from the Convolutional LSTM,
which means that convolutional computation is added to the
input layer, local perception and pooling are introduced,
spatial features are added and input to the LSTM structure
together with the original data. The structure of C-LSTM is
shown in Figure 5.

Considering that this model is a multicategory model,
the output should be the probability of each category. The
values obtained from the neural network are normalized
using the Softmax function, placing the results between
[0,1], with larger values corresponding to larger probabili-
ties. The Softmax function category i probability yi = PðCij

xÞ is calculated as follows [40]:

yi =
ezi

∑n
j=1e

z j
, ð10Þ

where Ci : w
i, bi, zi =wi∙x + bi.

After the Softmax function has processed the results, our
model uses cross entropy as the loss function. The loss func-
tion formula for Softmax is as follows [41]:

L =〠−byi ln yi, ð11Þ

where yi is the probability of category i.
When calculating the loss function, the problem of gra-

dient explosion arises, our model uses clip gradients method
[42] to keep the weights within a certain range.

4. Experimental Results and Discussion

To verify the predictive effectiveness of the algorithm, fault
warning experiments were conducted on mechanical hard
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disk data from data centers and compared with traditional
undersampling-based equalization and binary classification
methods (the demo of experiments: https://github.com/
Eva0417/HardDisk).

4.1. Data Description. The experimental data is from Back-
blaze, and it consists mainly of data which gathered by sen-
sors from nearly 30,000,000 mechanical hard disks over a 1-
year period in 2017 (the dataset: https://github.com/
1210882202/data). The data is mainly S.M.A.R.T. indicators
gathered once a day, with some of the disks not sensoring
S.M.A.R.T. indicators over time, indicating that the mechan-
ical disk has been damaged. The objective of the experiment
was to predict whether the disk would become damaged in
the future based on the last sixty days of data for these disks.
As mechanical hard disks generally deteriorate slowly as the
components age, this experiment assumes that the mechan-
ical hard disk is not damaged within fifteen days and this
data is marked as healthy, and if the disk is damaged within
fifteen days this data is marked as faulty. Based on the sam-
ple data, the experiment hopes to design a fault warning
model with excellent performance in terms of accuracy,
recall, and Area Under Curve (AUC) value.

4.2. Baseline. To evaluate the performance of C-LSTM
against traditional models, traditional classifiers were added
to the experiments. Details are as follows:

(1) Logistic Regression (LR) [43]. LR is a supervised
learning method often used in anomaly detection.
For one variable or multiple independent variables,
find the best fitting model to describe the set of inde-
pendent variables, and complete the anomaly detec-
tion in this way

(2) Random Forest (RF) [44]. RF is a common method
of anomaly detection by bringing together multiple
decision trees. The basic unit is a tree-structured
decision tree. With this structure, normal instances
can be learned and instances that are not classified
as normal are considered as anomalies

4.3. Experimental Setup

4.3.1. The Settings of LSTM

(1) Input and Output. For the input data, the data rele-
vance is first judged using the Relief algorithm to
obtain valid 16-dimensional data, and the data sam-
ple map is obtained based on the faulty sample gen-
eration method. The specific input is a None ∗ Seq ∗

16-dimensional tensor, and the output is a None ∗ 2-
dimensional tensor

(2) Network Structure. The LSTM network used in the
experiments uses a network containing two layers
of LSTM hidden layers, with a dropout layer added
after each hidden layer, followed by a fully connected
layer connecting the LSTM and the output, and
finally a SoftMax layer

(3) Network Parameters. The key parameters of the neu-
ral network used for the experiments were set as
shown in Table 1

4.3.2. The Settings of C-LSTM

(1) Input and Output Settings. The input data is the
same as the original LSTM

(2) Network Structure. The network used in the experi-
ment adds a layer of Convolutional network after
the input layer, which is combined with the original
input data and fed into the LSTM hidden layer
network

4.4. The Results of Experiment. In applying the Relief screen-
ing algorithm, attribute-related statistical components are
calculated for the indicators which gathered by sensors in
hard disks, the larger the score, the greater the classification
power. The statistical components are ranked by size and
scaled to take the key indicators needed. First, we analyzed
data collected from 26,339 disks over a six-month period
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Figure 19: Recall of C-LSTM.
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ing algorithm are shown in Figure 6.
In Figure 6, the horizontal axis represents each dimen-

sion number, and the vertical axis represents the relevance
of each dimension to the results, taking values in the range
[0, 1], with closer to zero indicating less relevance to the
results. Based on the results of the statistical components
obtained in Figure 6, the parameters whose results are
greater than the threshold are selected, and the final hard
disk correlation is obtained.

According to the above analysis, we use the WGAN net-
work to conduct experiments, and the sample generation is
shown in Figure 7.

The horizontal axis of Figure 7 represents each indicator
gathered by sensors of the mechanical hard disk, and the
vertical axis represents time. Darker colors in Figure 7 repre-
sent lower indicator values, and lighter colors represent
higher indicator values. As can be seen from Figure 7, the
WGAN network uses the principles of game theory to gen-
erate samples that are relatively similar and can simulate a
large amount of information, while at the same time differ-
ing from direct replication. The experimental results show
that the use of WGAN for feature extraction and regenera-
tion of the overall fault sample solves the problem of sample
imbalance and expands the fault sample.

In addition to experimenting on our proposed C-LSTM
model, we have also experimented on the comparison
algorithms.

According to the specific experimental setup, the results
of this experiment for the comparison model of LR are as
shown in Figures 8–10. In these figures, we use different
color to show the different scores of LR.

According to the specific experimental setup, the results
of this experiment for the comparison model of RF are as
shown in Figures 11–13. In these figures, we also use differ-
ent color to show the different scores of RF.

According to the specific experimental setup, the results
of this experiment for training the network model of LSTM
are as shown in Figures 14–16.

The horizontal axis of graphs in Figures 14–16 repre-
sents the number of training epochs, the vertical axis of the
first graph in Figure 14 represents the accuracy rate during
training, and the vertical axis of the second graph represents
the training loss data. According to the graphs in Figure 14,
we can see that after 3 epochs, the training gradually leveled
off (in this paper, we define that a loss reduction of no more
than 0.1 after 1 epochs is considered smooth), where the loss
converged at around 0.05. Based on the Figures 15 and 16,
we can see that the accuracy of training is around 0.91.

The results of this experiment on the training of the C-
LSTM network model are shown in Figures 17–19.

The horizontal axis of graphs in Figures 17–19 repre-
sents the number of training epochs, the first graph’s vertical
axis represents the accuracy rate during training in
Figure 17, and the second graph’s vertical axis represents
the training loss data. After 4.0 epochs, the training gradu-
ally leveled off, with the loss converging at around 0.05
and the accuracy at training at around 0.93.

Comparing the training results of the LSTM in
Figures 14–16 with the C-LSTM network model in
Figures 17–19, we can conclude that the C-LSTM has a fas-
ter convergence speed, lower loss drop, and higher accuracy.
Therefore, from a training perspective, the C-LSTM per-
forms better.

The individual classification models were evaluated ac-
cording to precision, recall and AUC value, and the results
are shown in Table 2. In terms of each metric, the C-
LSTM model has the best result.

5. Conclusions

Firstly, the mechanical hard disk is installed with sensors for
sensoring the status of the mechanical hard disk and the
S.M.A.R.T. indicators gathered by these sensors on the oper-
ational status of the various components of the disk can be
used to predict the life of the mechanical hard disk. Based
on this, we focus on how to accurately predict mechanical
hard disk failure and achieve effective improvement of data
availability in the IaaS cloud platform.

The model proposed in this paper includes three parts:
Relief feature selection algorithm, WGAN, and LSTM
models. To remove features from the S.M.A.R.T. indicators
of mechanical hard disks that are irrelevant to the failure
results, we use the Relief feature selection algorithm to
remove interfering features and complete the parameter
screening. As the number of failed hard disks is small in
the IaaS cloud platform system, we use the zero-sum game
idea of WGAN to generate fewer category samples to solve
the sample data imbalance problem. Finally, we use the
improved C-LSTM model to complete hard disk failure
detection and early warning.

Through extensive experiments, we constructed our own
model and evaluated the model we designed and other
methods using precision, recall, and AUC value. The exper-
iments demonstrate that our proposed algorithm outper-
forms other algorithms for mechanical hard disk warning.

As our future work, we aim to extend our approach to
SSD-based IaaS cloud platforms. In our proposed approach,
we mainly implement mechanical hard disk S.M.A.R.T.-
based fault warning through WGAN and LSTM to achieve
effective improvement of data availability in IaaS cloud plat-
forms. However, as more and more IaaS cloud platform sys-
tems gradually adopt SSD to pursue significant performance
improvement. Based on this, how to better realize the auto-
mation of repair in SSD-based IaaS cloud platform and
study the automatic adaptation of parameters are our future
goals to achieve.

Table 2: The analysis results of mechanical hard disk warning
experiment.

Algorithm AUC Precision Recall

LR 0.6983 0.9743 0.6058

RF 0.7342 0.9834 0.6253

LSTM 0.7564 0.9878 0.7054

C-LSTM 0.7613 0.9896 0.7103
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In order to solve the problem of slow resource scheduling in the process of smart city management, the author proposes a smart
city information extraction and data planning system based on the Internet of Things. IoT requires different technologies for
analysis for different data types. Managers use different IoT applications to analyze data from different devices and integrate
relevant data for possible machine failure or emergency in smart home applications. Situation is predicted. The system
includes a cloud platform intelligence center, uses the cloud management module to monitor various hardware devices,
constructs the cloud computing resource scheduling objective function, uses the cultural particle swarm algorithm to solve the
objective function, and obtains the cloud computing resource scheduling scheme. The experimental results show that the
overall utilization rate of the system is the best, close to 100%. Conclusion. The system can realize the effective management of
the smart city and monitor the city situation in real time. When implementing resource scheduling, the task completion time
is short, the system utilization rate is high, and the resources can be maximized.

1. Introduction

In the current process of social competition, the importance of
science and technology is becoming more and more obvious,
and all walks of life need to develop and use new technologies,
only in this way can they occupy their own position in the
market. Big data is a product that emerged in the process of
modern high-tech development and has strong market poten-
tial, and through relevant practical analysis, it is found that big
data can play an important role in the process of urban plan-
ning. First, the government can use big data technology to
understand and master the problems that arise in the process
of urban spatial planning, make timely decisions, and deal
with these problems [1]. Secondly, in the traditional model,
the information channel is single, and the accuracy of the data
obtained is limited, which can no longer match the require-
ments of modern urban planning; the application of big data
technology can quickly expand the information and sources
of urban and rural planning data. Third, the current speed of
informatization is further accelerated, and the usage of the
Internet is further increased, which provides great conve-
nience for the realization of big data [2].

In the process of building a smart city, it is necessary to
use the Internet of Things technology to connect with each
terminal, and then realize the collection and application of
data, and then it can be applied to actual production and life
to realize intelligent construction [3]. In the actual process of
building a smart city, terminal equipment needs to be
installed in many scenarios for information collection and
access, but due to the restrictions and influence of the actual
environment, it is impossible to connect to external power.
These results in that the power supply cannot be connected
during the use of the terminal device, and only external bat-
teries can be used for power supply, which makes the appli-
cation of the terminal have power consumption problems. If
the device consumes a lot of power, the battery needs to be
replaced frequently, which seriously affects the effective per-
formance of the IoT function and increases the workload of
the relevant personnel [4].

Smart city refers to the full use of information technol-
ogy in the process of continuous construction of the city
and can be applied in various fields of social development.
This is also the advanced stage of smart urbanization con-
struction, which can not only promote a better urban
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environment, at the same time, based on technologies such
as cloud computing and big data, it has a certain positive sig-
nificance for smart city construction, environmental protec-
tion, security protection, and other services and can respond
accurately and quickly, making urbanization construction
more sensitive and complete, make people’s life more conve-
nient and fast, provide people with a better living environ-
ment, and then improve the humanization and intelligence
of urban construction [5]. Therefore, people’s thoughts will
not be limited by region and time, and the distance between
urban residents will be shortened [6]. Especially under the
background that the basic functions of my country’s cities
are becoming more and more perfect, the application of
the Internet of Things can ensure the information interac-
tion of various building equipment in the city, that is, the
“Internet of Everything” in the smart city [7]. At the same
time, the application of Internet of Things technology is also
an important part of urban development, it can not only
realize the informatization of the whole city but also achieve
precise control; the relationship between the two should rely
on and promote each other, specifically, it includes ecologi-
cal construction, engineering construction, people’s liveli-
hood construction, road construction, public safety,
logistics and transportation, and mature medical treatment
through intelligent response to optimize and improve service
quality, so as to meet the actual needs of our people [8].

2. Literature Review

With the continuous development of information technol-
ogy, the current production and life of people are insepara-
ble from the Internet and information technology, under
this situation; people have higher requirements for the qual-
ity of the Internet and communication services [9]. At the
same time, in the process of building a smart city, the num-
ber of various information collection, terminals, and smart
devices used in production and life is increasing, which puts
forward higher requirements for the capacity and communi-
cation quality of urban networks [10]. Therefore, in order to
ensure the construction effect of smart city, in the process of
practical application of IoT technology, the problem of net-
work capacity must be solved. At present, the 5G network
that China is gradually promoting and applying is an impor-
tant preparation for building a smart city [11]. The compar-
ative analysis of 5G network and 4G network is shown in
Table 1.

The construction of a smart city requires the Internet of
Things technology to cover a wider range as much as possi-
ble, so as to ensure a more comprehensive collection of data
and information, so that the data resources in the city can be
fully utilized, only in this way can the level of urban intelli-
gence be further improved, so as to provide better services
for the production and life in the city [12]. Therefore, in
the process of smart city construction, it is necessary to
expand the coverage of IoT technology as much as possible,
however, in terms of the current technical level of various
aspects in China, the promotion and application of Internet
of Things technology will still be limited [13].

China’s urbanization process is accelerating, and a series
of social problems such as urban environment pollution,
lack of public resources, lack of public safety management,
rapid urban population growth, and public traffic congestion
have seriously affected the normal life of urban residents
[14]. Many cities focus on building smart cities and establish
smart city management systems and related platforms, smart
city management systems have become the focus of relevant
research under the needs of the social environment [15].
Cloud computing is a product of the highly developed net-
work information technology, all available resources are
shared in the form of “cloud”, and users can apply to the
“cloud” to provide required services and resources through
the network [16]. The resources in the cloud computing
platform are heterogeneous and dynamic, when scheduling
and resource allocation of large-scale data tasks, the comple-
tion time and throughput of the applied system need to be
considered, and the load balancing of system resources
needs to be considered, therefore, the research on resource
scheduling of cloud computing platform is also a difficult
problem in the current research community [17]. Taking
the cloud computing platform as the basis, the smart city
management system is designed to meet the development
requirements of the modern city process [18].

3. Methods

3.1. Smart City Management System Based on Cloud
Computing Platform

3.1.1. The Overall Structure of the System. Considering the
overall positioning and management principles of the sys-
tem, the business functions of the smart city system are ana-
lyzed, and the overall structure of the smart city
management system based on the cloud computing platform
is constructed. The results are shown in Figure 1.

The basic layer of the system is the IaaS (Basic Knowl-
edge as a Service) resource layer, and the main construction
content is the PaaS (Platform as a Service) platform layer.
This layer mainly implements system management func-
tions, and the cloud management module and business
management module are designed to realize system opera-
tion and maintenance and business operation [19].

(1) The hardware resource used in the IaaS layer is a uni-
fied resource, and its main function is to provide
services to the PaaS platform layer. The IaaS layer con-
sists of network resource pools, storage resource pools,
computing resource pools, and security resource
pools, which are composed of security devices, storage,
networks, and servers [20]. This layer provides basic
equipment resources to the SaaS layer and PaaS of
the system. This layer is also responsible for the man-
agement and healthy operation of each resource pool
and physical devices and allocates and controls the
capacity of various resource pools

(2) The PaaS layer provides standardized shared cloud
services to each application. This layer includes
business operation and application incubation
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environment, and the three functional components
are cloud service engine component, middleware
component, and data component. The main func-
tions of the cloud service engine component are
scheduling and management of service measure-
ment, service resources, service monitoring, service
routing, service authentication, etc.; the middleware
component is responsible for the dynamic sharing
and unified management of resources; the data com-
ponent completes the dynamic sharing of resources
and unified management of the database. The cloud
management module in this layer provides manage-
ment services for the cloud management operation
in the entire smart city management system and

realizes the management of submodules such as
resource management; the business management
module provides management services for the cloud
platform business operation in the entire smart city
management system and realizes the normal opera-
tion of submodules such as service management

(3) In the SaaS (software as a service) layer, applications
are deployed in detail according to the seven major
areas of smart cities, mainly including national direct
management applications and provincial and munici-
pal applications; the division is based on industry divi-
sion and geographical division. The way to present the
application is through the cloud platform [21]

Table 1: Comparative analysis of 5G network and 4G network.

Network 4G 5G

Delay 10ms Less than 1ms

Peak data rate 1Gbps 20Gbps

Number of mobile connections 8 billion (2016) 11 billion (2021)

Channel broadband 20MHz 2200kHZ(applies to Cat-NBI IoT) 100MHz (below 6GHz) 400MHz (above 6GHz)

Frequency band 600MHz-5.925GHz 600MHz-mmWave

User terminal (UE) transmit power +23 dBm (+26 dBm in n41 band) +26 dBm for 2.5GHz and above (in Sub6G band)

LaaS layer

SaaS layer PaaS layer

Business
management

Application incubation and business operation environment

Cloud service engine

Cloud service
management

User management

Product management

Service management

Billing management

Settlement management

Order management

Statistical analysis

Application monitoring

Service resource
management

Service metering
management

Service routing
management

Cloud service operating
environment

Cloud service

Cloud service bus

Middleware components

Middleware management

Middleware resource
management

Middleware
deployment

Life cycle
management

Middleware

Middleware runtime
environment

Middleware
resources

Data file

Data management

Resource management

Instance running
environment

Database instance

Unified data

Resource scheduling
adaptation

Access authentication

Registration management

Access metering

Cloud management

Resource pool
management interface

Operation and
maintenance
management

Multi-center
management

Resource management

Monitoring
management

Computing resource pool Network resource pool Storage resource pool Security resource pool

Smart government

Smart finance

Smart transportation

Smart medical

Smart security

Smart energy

Smart transportation

Figure 1: Overall structure of the system.
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3.1.2. Design of Monitoring and Management Module. In the
entire smart city management system, it is necessary to
monitor the city’s situation. In the cloud platform manage-
ment module, the monitoring and management submodule
plays an important role, the structure diagram of this sub-
module is shown in Figure 2. The monitoring and manage-
ment submodule is mainly composed of six functions. A
complete monitoring and management submodule requires
audio and video acquisition equipment, transmission
medium equipment, control equipment, and terminal mon-
itoring and monitoring equipment. They are installed in the
camera and jointly realize the six functions of the monitor-
ing and control submodule. Real-time monitoring is
achieved by arranging surveillance cameras in all directions
in the city.

3.2. Cloud Computing Resource Scheduling Strategy

3.2.1. Scheduling Principle. Under the cloud computing plat-
form, the relationship between computing resources and
tasks is not one-to-one, but resources are mapped by tasks
first and related physical devices are mapped to resources.
Currently, the most commonly used programming model
for cloud computing platforms is Map/Reduce proposed by
Google. A quintuple is used to describe the resource sched-
uling model of cloud computing.

S = T , V ,D,MTV ,MVDf g: ð1Þ

In the formula, V = fv1, v2,⋯,vmg,D = fd1, d2,⋯,dmg,
and T = ft1, t2,⋯,tmg represent the resource set, the physical
device set, and the task set, respectively, and MVD and MTV ,
respectively, represent the correspondence between physical
devices and resources and the mapping strategy between
resources and tasks.

According to the user task computing center, the MTV is
allocated, and the resource utilization scheduler is scheduled
to the corresponding physical device to realize theMVD, there-
fore, resource scheduling is to realize the scheduling of
resources to physical devices. Suppose that after MVD map-
ping, a certain task ti is mapped to the resource vj, and the
physical device dk receives the task assigned by the resource
vj and executes it. According to the corresponding relation-
ship between the task and the resource, after resource transfer,

the expected execution time of task ti arriving on device dk is
expressed by ETCðti, dkÞ, therefore, the entire distribution
matrix of D subject to T is uniformly called the ETC matrix.

ETCmn = ETC tiMTV , dkð Þ,
1 ≤ i ≤m, 1 ≤ k ≤ n:

(
ð2Þ

The essence of equation (2) is the execution time matrix,
the main content is that on n physical devices, and the execu-
tion time matrix of m tasks after resource mapping tiMTV .
The earliest completion time of task ti on material equipment
dk is expressed by

Finish tiMTV , dkð Þ = Start dkð Þ + ETC tiMTV , dkð Þ: ð3Þ

In the formula, the earliest execution start time of physical
device dk is represented by StartðdkÞ, which represents the
total time spent by the physical device dk to achieve task allo-
cation and execution

Sum dkð Þ = 〠
m

i=1
cik Finish tiMTV , dkð Þ,

cik =
1 tiMTV = dk,

0 tiMTV ≠ dk:

(
8>>>>><
>>>>>:

ð4Þ

In the formula, the representative physical device dk is
finally mapped and executed by the task ti . The total execu-
tion time of all tasks T = ft1, t2,⋯,tmg is expressed by

total Tð Þ = 〠
n

k=1
Sum dkð Þ: ð5Þ

The ultimate goal of cloud computing resource scheduling
is to ensure that equation (5) is a minimum value, and equa-
tion (6) is the objective function of cloud computing resource
scheduling.

Goal Tð Þ =min 〠
n

k=1
Sum dkð Þ: ð6Þ

Monitor management submodule

Video management

Video surveillance function

Video monitoring function

Monitor the network control assignment function

Electronic map display function

Video output function

Figure 2: Monitoring and management submodule structure.
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3.2.2. Cloud Computing Resource Scheduling Strategy Based on
Cultural Particle Swarm Algorithm. In the regular binary
encoding used by the traditional particle swarm algorithm,
cloud computing resource scheduling is not applicable. In
order to comply with the characteristics of cloud computing
resource scheduling, the author uses decimal encoding rules.
d2, d5,⋯, dk ⋯ , di represents the particle position encoding
method, di represents the i-th physical device, and the number
of tasks determines the particle code length. If ð5, 4, 1, 7Þ is in
the form of particle position encoding, then t1M1V ⟶ d2, t2
M2V ⟶ d5, t3M3V ⟶ d1 and t4M4V ⟶ d7 represent four
tasks corresponding to resource access physical devices [22].

Controlling the task completion goal to the shortest is
the ultimate goal of cloud computing resource scheduling,
if the particle quality is to be guaranteed to be high, the cor-
responding fitness value needs to be large, so that a better
cloud computing resource scheduling scheme can be
obtained. Equation (7) defines the particle fitness function.

fit =
1

min ∑n
k=1 sum dkð Þ : ð7Þ

The common particle swarm algorithm generates the
initial particle swarm in a random way, which is easy to
cause the particles to be concentrated in a certain local area,
and an uneven feasible solution will appear. In the author’s
study, the uniform method is used to generate the initial par-
ticle swarm, make sure that the initial particle swarm is dis-
tributed uniformly.

The cloud computing resource scheduling process based
on cultural particle swarm is shown in Figure 3. First deter-
mine the scale of cloud computing resources, and then set
the parameters of the cultural particles in the algorithm, ini-
tialize the knowledge space and the swarm particle swarm at
the same time, determine the number of iterations, update
the knowledge space, and calculate the particle fitness at
the same time. After the update of the knowledge space is
completed, the evolution of the group itself is carried out,
and it is determined whether the evolution result satisfies
the termination condition. If it cannot be satisfied, the evo-
lution of the group itself will be reimplemented; if it can be
satisfied, it will affect the particle swarm space according to
the influence operation. At this time, the particle fitness is
calculated, and the individual extreme values and fresh
extreme values are updated according to the calculation
results, at the same time, the particle position and velocity
are updated, and then determine whether the termination
condition is satisfied. If not, rerun the specified number of
iterations, and if it can be satisfied, the optimal particle posi-
tion is obtained, and finally the optimal cloud computing
resource scheduling scheme is obtained [23].

3.3. Implementation and Performance Test of Smart City
Management System. In order to verify the performance of
the system, a city is taken as the research object. The city is
a new first-tier city with 26 districts and 8 counties under
its jurisdiction, with a total area of about 80,000 square kilo-
meters and a resident population of about 31 million.
According to statistics in 2019, the total regional production

Start

Determine the scale of cloud
computing resources

Setting culture particle swarm
Optimization parameters

Initialize knowledge space
and swarm particle swarm

Run the specified number of
iterations

Update
knowledge space

Group self-
evolution

Whether the
termination

conditions are met

Influence particle swarm space 
based on influence operations

Calculate particle
fitness value

Update group extremum
and individual extremum

Update particle
position and velocity

Whether the
termination

conditions are met

Get the optimal
particle position

Output the optimal cloud
computing resource
scheduling scheme

Start
Y

NN

N

Y

Figure 3: Cloud computing resource scheduling process.
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reached 2.36 trillion yuan and the subtropical monsoon
humid climate prevails in the region, with hot and sultry
summers and cold and humid winters. The system includes
functions such as smart government, smart finance, smart
transportation, smart energy, smart security, smart medical
care, and smart transportation. According to the user’s
needs, by clicking the corresponding button in the interface,
jump to the corresponding page to expand the specific oper-
ation; the system also includes a search function and enter
the keywords in the search box to find what users need.

The system displays the map of all streets and districts in
the city, by dragging the mouse to browse the location-
related content required by the user, and the black dots on
the map are the monitoring distribution locations. If you
need to check the monitoring situation of a certain location,
you need to double-click the black dot at the location, that is,
you can operate the monitoring equipment at this location,
and you can also call the historical video of the monitoring
of the location to realize the visual management of the smart
city [24].

4. Results and Discussion

After the initial display of the system interface, the resource
scheduling performance of the system is verified. Two types
of task numbers are allocated to each cloud computing node,
namely, the case of 300 tasks, which is a small number of tasks,
and the case of 10,000 tasks, that is, a large number of tasks. At
the same time, the use of a certain city smart management and
control system is compared with the new smart city manage-
ment platform and system based on the city information
model, the comparison results are shown in Figure 4. It can
be seen from Figure 4(a) that if the number of tasks is small,
it will not affect the completion time of the resource schedul-
ing task, the completion time of each system task is almost
the same, and the task completion time is parity. In

Figure 4(b), the number of tasks is large, the number of tasks
is increasing, and the time spent in resource scheduling of each
system has increased. Compared with the other two systems,
system resource scheduling takes the shortest time and has
absolute advantages in resource scheduling.

The number of cloud computing resource nodes will also
affect resource scheduling. In 60 cloud computing nodes,
5000 tasks are allocated for scheduling, and the three sys-
tems are still compared, the comparison results are shown
in Figure 5.

In the smart city management system, the resource utiliza-
tion rate represents the resource scheduling evaluation index
in the cloud computing platform, and it is also the busy and
idle degree of the resources in the system. The ultimate goal
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of the cloud computing platform is to maximize the utilization
of resources and to share resources efficiently; comparing the
overall utilization of the three systems, the results are shown
in Figure 6. As can be seen from Figure 6, the overall utiliza-
tion of the system is the best, close to 100%, while the overall
utilization of the other two systems is lower, below 90%. It
can be seen that, compared with similar systems, the system
has a high overall utilization rate [25].

5. Conclusion

The author proposes the information extraction and data
planning of smart city based on the Internet of Things, con-
structs the overall structure of the system, and realizes the
scheduling of cloud computing resources through the cul-
tural particle swarm algorithm. The system can realize the
effective management of smart city and monitor the city
management situation in real time, and the resource sched-
uling effect is good. Even if the number of scheduling tasks
is huge, it still maintains a relatively fast speed to complete
the scheduling and has a good resource scheduling effect
compared with similar systems. The design of the system
lays the foundation for further research on smart city man-
agement. In future research, we can start from more detailed
aspects, such as systematic research on smart medical care or
smart security, in order to create better theoretical support
for the healthy development of cities in the future.
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In order to solve the integration value of information technology and education, it is mainly reflected in the container for storing
and disseminating information, the problem is that learners lack the proper self-learning ability, and the author proposes an
interactive knowledge visualization system based on the Internet of Things and augmented reality technology. According to the
applicable characteristics of augmented reality technology applied to IoT data presentation and interaction, the method can
analyze and describe its application possibility. In the design of interactive electronic technology computer-aided teaching
system based on NET platform, the system hardware structure consists of user interface layer, business selection layer, and
data management layer. Users such as teachers and students enter their identity information at the user interface layer to log
in to the system and enter the business selection layer and click the corresponding program according to their application
requirements, the service selection layer transmits the user’s selection instruction to the data management layer, and the data
management layer selects the corresponding resources according to the user’s needs and feeds it back to the user. The
interaction of the system is mainly reflected in interactive teaching and information interaction, and interactive teaching is
reflected in the online teaching of teachers and students. Information interaction is embodied in the information transmission
of the system information interaction model. Experimental results show that after applying the system, the number of students
with high self-efficacy increased from 11 to 21 and the proportion increased from 21.4% to 34.8%. The system designed by the
author has strong antipressure ability, can respond to the application instructions of a large number of users in real time, and
has a good interactive teaching effect, which improves the self-efficacy of students.

1. Introduction

With the development of information technology and the
promotion of educational modernization, diverse learning
technology tools have been applied in educational fields such
as educational technology and learning design [1, 2]. In
recent years, under the background of “Internet+education,”
Internet-related technologies and education have been con-
tinuously integrated, and the application of information
technology in education has become more and more fre-
quent. However, research shows that the current integration
value of information technology and education is mostly
reflected in the container for storing and disseminating
information, that is, in the teacher-student dialogue struc-
ture centered on teachers, equating electronic teaching mate-
rials running on learning tools such as tablet computers,

digital collaboration software, or online concept maps to
the digitization of paper teaching materials and using learn-
ing tools as auxiliary teaching aids for demonstrating con-
tent in teaching. The Internet of Things has been widely
used in many industries, sensing, and collecting a large
amount of data all the time. Large-scale IoT systems contain
many modules, and each module is provided with diverse
information by multiple IoT devices, which makes tradi-
tional data presentation methods such as LEDs, meters,
and displays incapable of detecting and synthesizing outliers
for a large number of devices. To support for analysis, per-
formance evaluation, problem location, etc., it is impossible
to freely switch between different fine-grained information
presentations, which brings challenges to data monitoring,
analysis, and equipment maintenance. It is urgent to support
the Internet of Things in a user-friendly way. At the same
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time, augmented reality (AR) technology has a strong ability
to superimpose virtual content on reality. Under such cir-
cumstances, it is necessary to explore the use of AR technol-
ogy to optimize and expand the presentation and interaction
of IoT data. Augmented reality (AR) technology is an
emerging technology that superimposes computer-
generated virtual information into the real world and is an
important branch of virtual reality technology. It improves
the user’s perception of the real world and provides a new
way for humans to communicate with the world and has
received extensive attention from researchers in recent years.

Although advanced educational technology is used to
reinforce the traditional educational model, such a complex
and abstract body of knowledge is thrown at students with-
out any division, learning is only seen as the output object of
the teacher’s external knowledge, tools and people go their
separate ways, and learners struggle with heavy low-level
thinking activities, and it is difficult to intuitively perceive
the essence of things from the metaphorical natural repre-
sentation to construct the main cognitive schema. The con-
struction of classroom teaching in the future should break
the above situation; that is, the application of information
technology should reflect the learner-centered constructivist
design concept, and the external presentation of knowledge
should echo the learner’s internal cognitive structure [3–5].
As a new way of integrating information technology and
curriculum, visual cognitive tools are used to imitate the
thinking process from the aspect of information processing
to reduce cognitive load and help learners to process infor-
mation to build their own cognitive pattern [6]. At present,
with the development of information technology, the
research on cognitive tools has developed from the initial
conceptual exploration stage to the empirical case applica-
tion research stage based on cognitive tools [7]. As a new
medium or knowledge presentation method, most of the
knowledge in visualization research does not solve the prob-
lem of how to construct knowledge through visualization
technology in group knowledge [8, 9]. Visual cognitive tools
are the product of the combination of knowledge visualiza-
tion theory and educational cognitive tools; in education
and teaching, visual cognitive tools use its inherent semantic
network tools, dynamic modeling tools, and information
interpretation tools to realize concrete cognition and visual-
ize the internal knowledge structure of learners; thereby, it
has the effect of constructing the cognitive structure scientif-
ically, promoting the explicitness of the invisible knowledge
and reducing the cognitive conformity of the learners. How-
ever, whether it is the research on the construction of knowl-
edge visualization model or the specific application of visual
cognitive tools, researchers tend to explore the application of
knowledge visualization technology.

2. Literature Review

At present, in many fields of society, the education field has a
strong degree of integration and compatibility with the NET
platform [10]. The integration of the NET platform and the
computer teaching system has greatly improved the teaching
effect of the school, solved the problem of “difficulty in

hands-on” for students, lowered the threshold for students
to learn knowledge, and promoted the innovative develop-
ment of the teaching system [11]. With the popularization
of information technology education, there are more and
more types of educational technology tools; however, some
studies have shown that the integration value of information
technology and education is mainly reflected in the con-
tainer for storing and disseminating information, and
learners lack the ability to learn independently [12]. The
construction of classroom teaching in the future should
reflect the learner-centered constructivist design concept,
and the external presentation of knowledge should echo
the learner’s internal cognitive structure [13, 14]. In the past,
traditional classroom teaching was mainly conducted by
teachers in front of the blackboard, which not only limited
the classroom time but also had poor interaction between
teachers and students, and students’ learning enthusiasm
was low, Exploring methods to improve teaching quality
through online interactive teaching and making effective
eduacational resources play a full role are problems worth
thinking about at the moment.

The essence of knowledge visualization is a graphical
process for interaction and negotiation among group mem-
bers and the interaction and mutual transformation of
explicit knowledge and tacit knowledge, which is the aggre-
gation of group thinking and structural cognition [15].
However, in the interpretation, construction, and develop-
ment of group knowledge, knowledge visualization has not
effectively solved the problem of how to better represent
prior cognition through visualization for group knowledge
construction; for teachers and students, knowledge visualiza-
tion is only regarded as a new medium or a way of present-
ing knowledge, and new research needs to be carried out
based on this. The role of cognitive tools is to refer to tech-
nical tools that can build contexts shared by multiple people
to facilitate interactive behavior among learners; that is, with
the help of the sharing and intercommunication technology
of knowledge technology tools, learners can realize the link-
age of self-constructed knowledge among learners through
interactive behaviors such as “knowledge sharing,” “conflict
of opinions,” “negotiating knowledge,” and “reaching con-
sensus” and construct a trinity of classroom technology
learning environment of “learner group-technology tool
application-classroom subject” [16, 17].

NET platform can be understood as a bridge between
contacts, information, and related devices [18]. Microsoft.-
NET is also known as the Microsoft XML Web service plat-
form. This platform ensures that the system realizes
communication, interaction, and information sharing based
on the Internet, regardless of whether there are differences in
operating systems and programming languages. XML Web
services can enable applications to communicate and share
data in the Internet [19]. From the user’s point of view, the
.NET platform is transparent. Users only need to input
applications and commands, and the program will run
quickly and respond to the user’s operating instructions.
There is no threat to the .NET platform due to time, space,
or external environmental factors, the operation is simple,
and the data processing performance is excellent. The author
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designs an interactive electronic technology computer-aided
teaching system based on .NET platform, in order to realize
the interactive electronic technology computer-aided
teaching.

3. Methods

3.1. Design of Interactive Electronic Technology Computer-
Aided Teaching System

3.1.1. System Hardware Design. The interactive electronic
technology computer-aided teaching system based on the
NET platform belongs to the Web application program of
Microsoft.NET, and the system structure uses the B/S mode,
which can reduce the development cost [20]. The user login
interface of the system is the same; through a simple login
method, users with different identities can enter the system
at different locations with user names that match their iden-
tities. Under normal circumstances, the client does not need
to install other software, it can be used only by installing a
browser, the connection between the server and the client
is reduced, the danger of using program codes is reduced,
and it is beneficial to the security of the system database.

The interactive electronic technology computer-aided
teaching system based on the NET platform is composed
of a three-layer structure system, followed by the user inter-
face layer, the business selection layer, and the data manage-
ment layer. Users such as teachers and students can enter
their own identity information at the user interface layer to
log in to the system and enter the business selection layer
[21]. Teachers, students, and other users can click on the
corresponding program in the business selection layer
according to their own application requirements, and the
business selection layer transmits the user’s selection
instructions to the data management layer. The data man-
agement layer selects the corresponding educational
resources to feed back to the user according to the user’s
needs.

3.1.2. User Interface Layer. The user interface layer is mainly
used to manage user information and provide human-
computer interaction functions for users and systems [22].
Among them, the user registration module, login module,
and management module are included. When a user regis-
ters, real-name authentication is required; after the user reg-
isters the information, the user information is stored in the
data management layer of the system. The user login module
has two units: front and back. The front unit is the user login
interface; the user enters his identity information in the pro-
gram of the login interface and then clicks the submit button
to enter the service selection layer of the system. The back-
end unit uses .NET technology to respond to user operations
and verifies the correctness of the user’s input identity in a
timely and rapid manner according to the .NET form verifi-
cation plug-in, so as to avoid theft and intrusion by illegal
users. The user management module provides users with
functions such as modifying and viewing user information.
There are three identities of teachers, students, and system
administrators in the user interface layer, among which the

system administrator has the right to manage the identity
information of teachers and students.

3.1.3. Business Selection Layer. The business selection layer is
set between the user interface layer and the data manage-
ment layer and belongs to the middle layer of the system
[23]. The business selection layer includes functions such
as teaching and learning, self-assessment, questioning,
assignment, and resource management. When the user
enters the service selection layer from the user interface
layer, the user can click the corresponding program accord-
ing to their needs, and the service selection layer transmits
the user’s selection instruction to the data management
layer. The business selection layer mainly completes the effi-
cient access to the data management layer through .NET
technology [24]. There are certain differences in the selec-
tion of services by users with different identities; taking the
resource management function as an example, the schematic
diagram of the teacher applying the resource management
function in the service selection layer is shown in Figure 1.

In Figure 1, the teacher enters the user name and pass-
word at the user interface layer and enters the system service
selection layer and enters the resource channel at the system
service selection layer; in the resource channel, you can
select courses or modify courseware according to your own
needs, and you can also upload the courseware to the course
resources for subsequent application [25].

3.1.4. Data Management Layer. The data management layer
belongs to the core of the system, and the relationship
between different data tables in the data management layer
fully reflects the relationship between the applications in
the overall system. The data in the data management layer
belongs to teaching resources; after obtaining the program
selection instructions of the business selection layer, the data
management layer selects the corresponding educational
resources according to the user’s needs and feeds it back to
the user. There are 12 tables in it, in the following order: user
table for saving user information, department table for sav-
ing department information, course data table for saving
course data, announcement of the information table used
to save announcement information, courseware table used
to save courseware, homework table used to save homework
information, online communication table used to save the
interactive information of online communication, user
response information table used to save the user’s response
information, users select courses table used to save the user’s
selection of courses, user log in information table for saving
user login information, operational history information table
for saving user operation history information, and online
exam question table for saving online exam questions.

3.2. System Interactive Design. System software design
mainly revolves around interactive design, which is mainly
reflected in interactive teaching and information interaction.

3.2.1. Interactive Teaching. The interactive teaching use case
diagram of the interactive electronic technology computer-
aided teaching system based on the NET platform is shown
in Figure 2.
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The interactive teaching use case diagram describes the
interactive teaching function of the system. As can be seen
from the use case diagram, teachers share through chat tools,
video, audio, student management, lesson plans, program
sharing, auxiliary teaching resources, and whiteboard teach-
ing realizing interactive teaching with students. The most
direct interactive communication method between students
and teachers is the chat tool. Students are the recipients of
interactive teaching.

3.2.2. Information Interaction. The data generated by IoT
devices has the characteristics of real time. Combined with
the support of AR technology for real-time natural interac-
tion, it opens up new possibilities for more intuitive and
panoramic data analysis and interactive behavior. Through
the nature of AR superimposing virtual content in the phys-
ical space, it will be possible to realize the seamless integra-
tion of the two aspects of interaction based on the physical
device and the AR device and provide real-time feedback
on the results of the interaction, providing invaluable infor-
mation for detection and analysis operations in complex sys-
tems or lack of support. At the same time, interaction can
also provide important contextual information for IoT data
presentation and provide an important basis for data screen-
ing. The interactive electronic technology computer-aided
teaching system software program based on NET platform
includes interactive management server, database server,
Web server, and node program. The interaction manage-
ment server is mainly used to assist and manage the infor-

mation interaction between members and groups in the
study group; its functions mainly include the following
aspects:

Course group management: for example, user login, reg-
istration, logout, and user identity management

Control information release: add and remove study
group member information and stop course management

Discussion management: transfer the discussion infor-
mation uploaded by each user to the clients of different
group members

The functions of the node program include the follow-
ing: acquisition and recovery of video and audio data, com-
pression and decompression, and acquisition and
transmission; group members apply for the transmission of
learning information; group member information manage-
ment; and transmission of learning information under text
discussion.

Based on the above analysis, the information interaction
model of the interactive electronic technology computer-
aided teaching system based on the .NET platform is shown
in Figure 3.

As can be seen from Figure 3, the information interac-
tion between the interaction management server and the
nodes is mainly realized through the UPD/TCP hybrid con-
nection mode and the TCP connection mode.

3.2.3. Data Association. The AR-based IoT data presentation
has spatial integration capabilities, distance-based informa-
tion screening capabilities, and diverse information

Teachers'

Username,
password Selecting courses

Modify the courseware

Upload
courseware

Illegal login

Resources Courses Course
resources

Username,
password Selecting courses Upload

courseware

Illegal login

Figure 1: Schematic diagram of the resource management function of the service selection layer.

Student

Use chat

Teacher

Use video

Use audio

Using student management

Use lesson plans

Use app sharing

Use supplementary
instructional resources 

Teaching with
a whiteboard

Figure 2: System interactive teaching use case diagram.
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presentation methods, which can support the overlay pre-
sentation of IoT device data in complex systems with its
related data, historical data, and reference data, and supports
switching between different fine-grained freely, making it
possible to associate data with multidimensional and multi-
level of detail.

(1) Presentation of linked data: by analyzing the correla-
tion of data (input and output relationship, influence
relationship, similar relationship, etc.), comprehen-
sive parameter input, device connection, etc., to
present the relationship between data, a single data
can be placed in its environment to assist in making
changes and accurate judgment

(2) Control presentation: the historical data and indica-
tor data are superimposed on the data presentation
of the concerned equipment and its associated
equipment to support on-the-spot comparative anal-
ysis of the current data

(3) The associated presentation with global data: corre-
late the presentation of local data with the visualiza-
tion of global data to provide context for local data
analysis

3.3. Key Technologies of Augmented Reality Technology.
Augmented reality technology is developed on the basis of
computer graphics, computer image processing, and
machine learning. It superimposes the entity information
originally in the real world into the real world through some
computer technology to be perceived by human senses, so as
to achieve a sensory experience beyond reality. In order to
enable users to interact with virtual objects, augmented real-
ity systems must provide high frame rate, high resolution
virtual scenes, tracking and positioning devices, and interac-
tive sensing devices.

As an immersive learning method, augmented reality
technology can integrate rich resource information and
other data into the real scenes that users can observe, pro-
vide teachers and students with an immersive learning envi-

ronment, stimulate students’ interest in learning, and
increase subjective positivity. At the same time, augmented
reality technology can build and display the three-
dimensional model of the target object, and students can
enhance their understanding of the target object by observ-
ing the model from different perspectives and interacting
with the virtual model. In addition, the real-time interaction
of augmented reality system weakens the limitation of loca-
tion and space. Teachers can guide students in class or
remotely, which makes up for the lack of equipment in the
real environment and realizes resource sharing.

3.4. System Test

3.4.1. Module Function Test. Take the students of a certain
class of senior two in a university as an example, applying
the system in the information technology course of this
school; when students and teachers enter the system through
the user login interface, set up six module functions: user
management, administrator authority test, student self-
learning, student courseware application, teacher course
management, and teacher Q&A interaction; test whether
the corresponding module functions of this system are effec-
tive. The test results are shown in Table 1. According to the
test results in Table 1, the application results of the system
for six different functions are consistent with the ideal effect,
indicating that the module function validity test of the sys-
tem has passed.

3.4.2. Interactive Test. The interactive test is mainly tested
from two aspects: one is human-computer interaction,
which is reflected through the user login system, and the
user can access the system according to the login interface.
The second is the interactive teaching between teachers
and students; the author takes the students submitting the
answer board and the teacher receiving the answer board
and replying as an example and verifies system interactivity.
When the students submit the answer board in the system,
the teacher can reply to the questions raised by the students
online, which shows that the system has better interactivity.

Interactive management server

Network

Node 1

Node 2

Node n

Node12

Node 11
UDP/TCP hybrid connection to complete
the interaction of text information and
multimedia information between nodes

TCP connection to complete the information
exchange between the node and the server

Figure 3: Information interaction model.
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4. Results and Discussion

Since the user role of the system is not only a student, the
permission settings are diversified, and the data processing
volume is also huge. When students and teachers use the
system to teach interactively, use Microsoft Web Application
Stress Tool as a test tool, set the number of threads to 50,
and the number of threads reflects the details of the amount
of data processed by the system; the system was stress tested
and the results are shown in Table 2.

Self-efficacy is used to describe the control effect of stu-
dents on their own behavior, reflecting students’ autono-
mous learning ability. In this subsection, the number of
groups with high self-efficacy, the number of groups with
general self-efficacy, and the number of groups with low
self-efficacy are used to describe the application system,
whether the interactive learning style of students and
teachers has a positive impact on students; the results are
shown in Figure 4.

As can be seen from Figure 4, after the application of the
system, the number of students with high self-efficacy
increased from 11 to 21, and the proportion increased from
21.4% to 34.8%; it can be understood that the application of
the system has increased the number of people with high
self-efficacy. The number of students with general self-
efficacy and the number of students with low self-efficacy
decreased slightly, indicating that after the application of
the system, the interactive teaching method improved the
self-efficacy of students, the students’ autonomous learning
ability was greatly improved, and the system application
effect is better.

5. Conclusion

This paper proposes an interactive knowledge visualization
based on the Internet of Things and augmented reality tech-
nology. With the maturity of information and communica-
tion technology and the rapid development of the Internet,
the intelligent, interactive, and integrated education man-
agement is the core direction of the current education

Table 1: System module functional test results.

System module function
settings

Ideal effect
System application

results

User management If the user login information is incorrect, it will prompt The desired effect

Admin privilege test Editing user information for students and teachers The desired effect

Student self-study
Select the courses you need to study, take exams, etc., and upload the exam papers

independently
The desired effect

Student courseware
application

Students can choose their own courseware to realize online learning The desired effect

Teacher course
management

Teachers can edit the relevant content of their own courses The desired effect

Teacher Q&A interaction Teachers can respond online to questions uploaded by students The desired effect

Table 2: System stress test results.

Test process Operation content Input Server details Test results

1 Start the system

2 Log in

3 Set Stresstesting, click Start Number of threads 110 Access is successful No exception occurred

4 The first test, set Stresstesting 160 threads Access is successful No exception occurred

5 The second test, set Stresstesting Number of threads 210 Access is successful No exception occurred

6 The third test, set Stresstesting Number of threads 260 Access is successful No exception occurred

7 Stop test
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Figure 4: System application effect test results.
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system research and development field. This paper designs
an interactive electronic technology computer-aided teach-
ing system based on NET platform. The hardware structure
of the system is composed of a user interface layer, a busi-
ness selection layer, and a data management layer. Teachers,
students, and other users enter their identity information at
the user interface layer to log in to the system and enter the
business selection layer and click the corresponding pro-
gram according to their application requirements. Select
the corresponding resource to feed back to the user. The
interaction of the system is mainly reflected in interactive
teaching and information interaction. Interactive teaching
is embodied in the online teaching between teachers and stu-
dents; information interaction is embodied in the informa-
tion transmission of the system information interaction
model.

For the environment where the Internet of Things has
been widely used, AR technology can be integrated into the
production, use, and maintenance process without making
changes to the existing infrastructure or only adding identi-
fication marks, camera equipment, etc. and presenting data
and data analysis results. This provides important assistance;
by applying collaborative operation in a distributed IoT
environment, it can break through the barriers in space
and reduce the time and labor costs of collaboration; for
hard-to-reach and high-risk environments, it can also pro-
vide intuitive and effective remote enhancements and
remote operation. Augmented reality technology has broad
application space in Internet of Things data presentation,
data association, data interaction, data simulation, remote
enhancement, collaborative operation, etc. More diverse
forms of presentation and interaction help to build a more
intelligent and easy-to-use IoT system.
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Aiming at the lack of theoretical basis for the development of cultural tourism resources, an application method of artificial
intelligence-based sensor technology in the recommendation model of cultural tourism resources is proposed. Sensor network
is an application-based network. Compared with traditional wireless communication network, it has the characteristics of large
node scale, self-organized multihop, unattended, and no communication infrastructure. Combined with artificial intelligence
sensor technology, this paper attempts to construct an evaluation index system and evaluation model for cultural tourism
resources, and uses this model to conduct a comprehensive evaluation of cultural ecotourism resources in the western region.
The experimental results show that the E value of the evaluation result of cultural tourism resources in the western region is
6.346, which has a good development value. Secondly, from the specific evaluation results of each level, the western region has
the highest cultural tourism standard, which has 6.605. Cultural tourism resources, landscape resources, and development
conditions scored lower. Among them, cultural tourism resources and landscape resources have the highest score (7.186), and
the economic and cultural field has the lowest score (6.092). Among the cultural tourism development conditions, the policy
conditions are high (6.823), but the location conditions are very low, only 4.879 points. Therefore, it is found that the model
takes cultural tourism landscape resources, cultural tourism environment resources, and cultural tourism development
conditions as the content of cultural tourism resources evaluation, which is comprehensive and has strong hierarchy and
pertinence; fuzzy comprehensive evaluation method has strong objectivity to determine the weight and the value classification;
and weighting evaluation model of cultural tourism resources has rationality and generalizability and can provide a scientific
basis for the classification and evaluation of cultural tourism resources and the planning and development of cultural tourism.

1. Introduction

The initial definition of resources is the original given of
nature, and later expand it as natural resources and cultural
resources and clarifies the utility characteristics of resources
[1]. Among them, natural resources can generate economic
value at a certain period of time and location to improve
the natural environmental factors and conditions of human-
ity and future welfare; cultural resources are the material and
spiritual products that condense human nondifferent labor.
It includes substances and intangible cultural wealth accu-
mulated in historical evolution [2]. Tourism resources are
based on functional properties, which means that there are

certain areas that can be attractive to tourists and can use
and generate a variety of things and factors that use and pro-
duce economic, social, and environmental benefits. Includ-
ing the development and utilization of natural humanistic
tourism resources and potential nature of tourism attractive
to be developed [3]. Cultural tourism resources are the child
concept of tourism resources. On the narrow sense, cultural
tourism resources are a type of tourist resource for cultural
and tourism organic combinations; in a broad sense, any
tourism resources that can provide cultural experiences for
tourists, including historical, art or scientific value cultural
relics, architecture site remains and oral traditions, perform-
ing art, social customs, etiquette, festive, practical experience
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and knowledge, and craftsmanship. It is the form of tradi-
tional cultural expressions such as cultural tourism
resources [4].

In recent years, tourism is booming, and the technical
cooperation between tourism and information technology
(IT) has also matured [5]. In smart tourism services, IT tech-
nology such as the Internet, Artificial intelligence software,
big data, wireless sensor network, and near-distance com-
munications (NFCs) have been used to provide accurate
travel information and extensive travel experiences for visi-
tors [6]. For example, visitors can download the discipline
of the leisure park and book a time slot of its play facilities
or facilities. This can shorten the time of visitors waiting in
line and improve the overall utilization and visitor satisfac-
tion of the facility. In order to further improve the efficiency
of tourism management and services, optimize passengers’
travel experience, combine Artificial intelligence software
and big data, and explore the construction of cultural tour-
ism resources recommended models, design and efficient
recommendation, and strategies. The logical model of cul-
tural industry development system is shown in Figure 1 [7].

2. Literature Review

For this research question, Ibrahim and Adamu reviewed the
spatial distribution and characteristics of national cultural
tourism resources in Dounana, Nigeria [8]. The MoVR sys-
tem 4 proposed by Yusuf et al. used 60GHz millimeter wave
to realize wireless transmission between the rendering host
and the display helmet in the separated VR system [9].
FlashBack proposed by Wisutruangdat renders the whole
VR application in advance, discretizes the continuous virtual
space into a large number of panoramas of different loca-
tions and stores these panoramas in a layered cache based
on the design of external storage devices [10]. Bi and Wang
measured the delay performance of current mainstream
immersive VR systems and defined more accurate delay

indicators: initial delay and stashing delay (as shown in
Figure 2) [11]. Kwiatek-Soltys and Bajgier-Kowalska used a
method based on image compression: frame data of different
VR scenes were compressed into JPEG format according to
the same compression ratio, and the scene consuming more
storage space after compression would be more complex
[12]. Eunice and Mwangi used the BRISQUE value com-
monly used in graphics to evaluate the scene complexity
[13]. Thong et al. analyzed the problems and risks of AI
application in cultural industry and proposed corresponding
preventive measures [14]. Palanca-Tan described the pro-
duction integration, communication integration, and con-
sumption integration of Artificial intelligence and cultural
industry and carried out path optimization design for its
integration innovation [15]. Iaromenko et al. proposed the
use of intelligent cultural product supply chain to solve the
supply-side problem of cultural industry [16]. Wang et al.
deeply discussed the intelligent innovation paradigm and
development boundary of cultural creative industry [17].
Based on the AI industry advantages of the Guangdong-
Hong Kong-Macao Greater Bay Area, Hamad et al. pro-
posed a new idea of promoting the cultural industry devel-
opment of the Guangdong-Hong Kong-Macao Greater Bay
Area with Artificial intelligence [18].

This paper is based on the existing ecotourism resource
evaluation indicators: models, attempts to build a cultural
tourism resource evaluation index system, evaluation model,
and finally use model evaluation of western cultural tourism
resources. The experimental results show that in the highest
score of cultural tourism environmental resource indicators,
cultural tourism is more desirable, but the environmental
environment, the environmental environment, and commu-
nity economy is poor, which is also the need in the develop-
ment of cultural tourism development in the western region
as the direction of efforts. Finally, through the simple appli-
cation of cultural tourism resource evaluation model, this
model is found to be evaluated by cultural tourism and

Political and legal subsystem

Knowledge subsystem 

Power subsystem 
supply test

Social service subsystem

Technology application 

Enterprise competition 

Dynamic subsystem 
requirements test

Consumption

Marketing 

Figure 1: Logical model diagram of cultural industry development system.

The VR performer HMD move

Initial delay Corresponding move in VR

Setling delay
t0

Figure 2: Initial delay and demystified delay.
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landscape resources, cultural tourism environmental
resources, and cultural tourism development conditions as
cultural tourism resources, more comprehensive and strong
hierarchical and targeted sex, and fuzzy comprehensive eval-
uation method has strong objectivity for the determination
of weight, which has better performance.

3. Research Methods

3.1. Introduction to Artificial Intelligence Software. Gener-
ally, artificial intelligence software refers to techniques that
represent human intelligence through ordinary computer
programs. In the intelligent tourism integrated system, the
application of artificial intelligence software technology
mainly includes machine learning, intelligent perception,
intelligent reasoning, and intelligent action, but these appli-
cations are closely related to big data, mobile internet, and
cloud computing technologies.

3.1.1. AI Software and Mobile Internet. The Internet is the
premise of all technology. It is so ubiquitous that it is almost
impossible to find a device that is not connected to the Inter-
net. The essence of the mobile internet is still the Internet. It
simply allows internet users to connect to the cloud of the
Internet without geographical restrictions.

3.1.2. Artificial Intelligence Software and Big Data. They
complement and promote each other. Big data mainly refers
to the mass, multidimensional, multiform, etc. According to
the above analysis, it can be seen that big data is one of the
foundations of artificial intelligence software. It can be said
that there is no so-called intelligence without big data. Data
can bring a lot of information, but it is difficult to see the
information and value contained in data if you just observe
the disorderly data. The algorithms in artificial intelligence
technology can make big data meaningful and valuable.
The bridge between artificial intelligence software and big
data is machine learning. The process of machine learning
mainly includes data collection, algorithm design, algorithm
implementation, algorithm training, and algorithm verifica-
tion. It can be seen that data is the premise of machine learn-
ing, and the application of artificial intelligence software
technology must be supported by relevant data. At the same
time, effective information and value can be mined through
the analysis of data by algorithms in machine learning.

3.1.3. AI Software and Cloud Computing. Cloud computing
refers to the decomposition of huge data processing pro-
grams into countless small programs through the network
“cloud”, and then the results of these small programs are
processed and analyzed by the system composed of multiple
servers and returned to users. In simple terms, cloud com-
puting is mainly distributed storage and distributed comput-
ing. Through the above analysis, we know that artificial
intelligence software needs the vast amount of data for train-
ing and learning, the cloud is used for artificial intelligence
software to calculate the force on the support, cloud comput-
ing is a powerful booster behind artificial intelligence soft-
ware, while cloud computing makes your business
ecosystem, and cloud computing platform resources integra-

tion requires the application of artificial intelligence software
technology.

3.2. Establishment of Cultural Tourism Resources Evaluation
Index. The purpose of cultural tourism resource evaluation
is to identify cultural ecotourism resource type characteris-
tics, analyze resource organization structure, determine
resource value, and evaluate resources. For a long time,
scholars are only studied for overall ecological tourism
resources, and their corresponding evaluation indicators
are also some comprehensive evaluation indicators. How-
ever, the existing evaluation index establishment basis and
principles have the same reference value for this study. Fol-
low the basic principles of concise science, systemic, repre-
sentative, comparability, operability, qualitative and
quantitative, combined with cultural tourism resource classi-
fication scheme, refer to the existing literature and related
documents, evaluation indicators, and use frequency The
degree statistics method, theoretical analysis, expert consul-
tation law and tourist investigation method, three aspects
of cultural tourism landscape resources, cultural tourism
environmental resources and cultural tourism development
conditions, and construct the following cultural ecotourism
resource evaluation index system. Among them, cultural
tourism landscape (B1) is the core constituent elements of
cultural tourism, their scarcity, uniqueness, and aesthetic
value directly determines the attraction of cultural tourism,
and is the core and foundation of cultural tourism resource
evaluation system. At the same time, the emphasis on eco-
logical tourism has also determined the cultural tourism
environment (B2) to distinguish important signs from other
tourism types, and cultural landscapes can only reflect their
unique aesthetic value in the corresponding cultural ecolog-
ical environment. Experience the value, so the cultural tour-
ism environment (mainly human environment) should also
be an important part of cultural ecotourism resource evalu-
ation. Furthermore, in a sense, the resources are useful to
human beings, and the evaluation of resources must be
inseparable from social needs, and thus combined with the
source of cultural tourism, location conditions, policy condi-
tions, etc. (B3) to analyze the value of cultural tourism
resources to reflect the nature of resources and then make
more objective evaluation [19].

3.3. Cultural Tourism Resource Recommended
Model Construction

3.3.1. Indicator Measure and Judgment. According to the
cultural tourism resource evaluation target, refer to the eval-
uation method of ecotourism resources in the relevant liter-
ature, using the fuzzy comprehensive evaluation method,
divide the index standards into excellent, good, medium,
poor, standard adoption of decimal score, full classification
10 points, and each level of fractions are: 10-8, 8-6, 6-4, 4-
2. In a specific evaluation, the score of each indicator can
be determined according to the actual data or expert [20].

3.3.2. Indicator Weight Calculation. Calculate the current
level of analytical method (AHP method) to calculate the
weight. The first step is to construct the judgment matrix.

3Journal of Sensors



RE
TR
AC
TE
D

According to the cultural tourism evaluation index system,
the invitation experts score, determine the comparative rela-
tionship between two or two factors related to the upper
layer in the same layer and construct the judgment matrix.
Each matrix should be satisfied:

P =

P11 P12 P13 P1n

P21 P22 P23 P2n

⋮⋮⋮⋮

Pn1 Pn2 Pn3 Pn4

8>>>>><
>>>>>:

: ð1Þ

Pij = 1and Pij = 1/f ji, Pij shows the determination value
of the relative importance of the element Pi pairs Pj for Pk,
and the value of Pij is shown in Table 1.

Use Wi = ði = 1, 2, 3Þ, Wij = ði = 1, 2, 3, j = 1, 2,⋯, 11Þ
represents B and C layer indicators, and the value range is
from 0 to 1 and ∑Wi = 1,∑W1j = 1,∑W2j = 1. The larger
the value, the more important it indicates that the indicator
is in its indicator layer. The smaller the value, the lower the
importance. The second step is to solve the matrix feature
value. According to the confirmation matrix of the con-
structed, the characteristic vector corresponding to the max-
imum feature root is obtained, which is the weight of each
evaluation factor. The maximum characteristic root and fea-
ture vectors of each matrix are calculated using the accumu-
lation method, and the specific methods are as follows:

(1) Standardize columns in the matrix P, obtained

Pij =
Pij

∑Pij
ð2Þ

(2) Add and count by line

Wi =〠Pij ð3Þ

(3) Standardization weight

Wi =
W
∑Wii

ð4Þ

(4) Calculate the maximum characterization of the
matrix

λ = 1
∑n

n=1 p,Wið Þ/Wi½ � ð5Þ

(5) Judgment matrix consistency test

The ratio analysis method uses the ratio of the consis-
tency index (CI) of the judge matrix and the corresponding
random consistency index (RI), and the random consistency
ratio (CR) is tested, and it is considered that when CR <0.10,
the determination matrix is satisfactory consistency in:

CI = λ − nð Þ
n − 1ð Þ ð6Þ

CR = CI ÷ RI ð7Þ
RI can be obtained by judging the corresponding order

(n) of the matrix.

3.3.3. Evaluation Model Establishment. Big data, Artificial
intelligence software, mobile internet, cloud computing,
etc. in the smart tourism integrated system, in the smart
tourism system, which constructs Artificial intelligence soft-
ware cultural tourism resource recommendation model,
respectively. Reference Fuzzy Mathematics Medium Parti-
tion Functions and Fuzzy Comprehensive Evaluation
Methods, using weighted and multi-indicators comprehen-
sive evaluation model are used to calculate cultural tourism
resource evaluation value. Construct the tourism integrated

Table 1: Pij takes the value.

The value taken
for Pij

Meaning

1 Factor Pi is equally important as Pj

3 Factor Pi to Pj are slightly important

5 Factor Pi to Pj is significantly important

7 Factor Pi is much more important than Pj

9 Factor Pi to Pj is extremely important

2,4,6,8
The importance of factor Pi to Pj ranged
between 1-3,3-5,5-7, and 7-9, respectively

Pij = 1/f ji Represents the unimportance of factor Pi to Pj

Data awareness layer

Data analysis layer

Artificial intelligence software layer

System application layer

Figure 3: Tourism integrated system model based on artificial
intelligence software.
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system model based on artificial intelligence software as
shown in Figure 3.

(1) The first layer is the data perception layer, which
mainly introduces how the data of tourism demand
side and tourism supply side are connected with
the network, mainly the application of mobile Inter-
net technology

(2) The second layer is the data analysis layer, namely,
the big data analysis layer, which mainly contains
four key steps: data collection, data cleaning, data
processing and data analysis. There are two main
methods to collect big data: one is through sensors
and the second is the crawler that collects Internet
network data information

(3) The third layer is the artificial intelligence layer,
which is mainly the application of artificial intelli-
gence technology in the intelligent tourism inte-
grated system, mainly including machine learning
intelligent perception, intelligent reasoning and
intelligent action. Machine learning should build a
suitable learning model according to the actual situ-
ation of different scenic spots, regions, and each sce-
nic spot as well as the specific goals they want to
achieve

(4) The fourth layer is the system application layer, that
is, the application of tourism integrated system. The
whole tourism integrated system is not a simple sys-
tem but a complex one, which integrates big data,
artificial intelligence mobile internet, cloud comput-
ing, and other technologies

(5) Select the evaluation factor C layer of the evaluation
index system as an evaluation factor set C = fC1, C2
,⋯,Cmg

(6) Determination of the indicator value. Most of the
indicators in the indicator system can be obtained
or calculated from the statistics of each tourism
resource location. Indicators are difficult to quantify
in the indicator system, and the various indicators
are scored in the way of the expert to inquire and
answer questions. On this basis, referring to the
description and calculation of the indicators of
Table 1, according to the corresponding standards
and methods, the score of Ci is determined, and
the results are represented by Aiði = 1, 2,⋯,nÞ. In
order to simplify the calculation, it is considered that
as long as the measured value of ui is within the stan-
dard section of the score corresponding to a certain
score, the membership degree between this interval
is 1, and the partition degree of other intervals is 0,
so the score of ui , that is, a score value on this scoring
standard section

(7) Take Biði = 1, 2,⋯,WmÞ as the corresponding weight
value, and establish an equity set W = fW1,W2,⋯,
Wmg

(8) Prior to progressive, the weight value of each evalu-
ation index and the score value are submitted to
the following empowerment and multi-index evalua-
tion model, and finally derive the value of an ecolog-
ical tourism resource evaluation value

E = 〠
z

b=1
〠
t

i=1
CiWið ÞBb

" #
ð8Þ

Where E is the total index score; Ci is the score of the
Item 2 of the single item; Wi is the weight given by the i-
th second level indicator; Bb is the weight given by the first
level indicator; t is the number of second level indicators; z
is the number of items in the first level.

(9) According to the comprehensive score of cultural
tourism resources (E), cultural tourism resource
development value is divided into 4 grades

3.3.4. Artificial Intelligence Software Clustering Model of
Tourism and Cultural Resources. On the basis of statistical
analysis of artificial intelligence software of tourism cultural
resources, the optimization design of artificial intelligence
software model of tourism cultural resources is carried out,
and a kind of artificial intelligence software model of tour-
ism cultural resources based on big data information fusion
and clustering scheduling is proposed. The feature quantity
of cross frequent term rules of tourism cultural resources is
extracted, and the state parameter description of artificial
intelligence software of tourism cultural resources is as fol-
lows:

Mv =w1 〠
m×n

i=1
Hi − Sið Þ +Mhw2 〠

m×n

i=1
Si −Við Þ +w3 〠

m×n

i=1
Vi −Hið Þ:

ð9Þ

By observing the distribution of tourism cultural
resources, the grouped control model of tourism cultural
resources integration is as follows:

x = 〠
N

i=1
Siψi = ψs, ψ = ψ1, ψ2,⋯, ψN½ �: ð10Þ

Among them, ψs is the initial probability distribution of
tourism cultural resources,ψs = fπi, i = 1, 2,⋯,Ngis the uti-
lization rate of tourism cultural resources, and for tourism
cultural resource information set S, the attribute relation of
resource information distribution is expressed as P ⊆ A
according to the above functional analysis. Under the con-
straints of fuzzy clustering of tourism cultural resources,
the constraint factors of attribute classification evaluation
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of tourism cultural resources can be obtained as follows:

ind Pð Þ = x, yð Þ ∈U2 a xð Þ = a yð Þ,j
∀a ∈ P

( )
: ð11Þ

The fuzzy correlation degree features of tourism cultural
resources are calculated, and the c-means clustering method
is adopted for big data fusion processing of the extracted
correlation features of tourism cultural resources. At the sig-
nificance level, the c-means clustering model is as follows:

Lζ =
f xð Þ − yj j − ζ f xð Þ − yj j ≥ ζ

0, f xð Þ − yj j < ζ

(
: ð12Þ

3.4. Recommended Strategy of Cultural Tourism Resources.
The main goal of the recommendation strategy is to recom-
mend a series of POIs during the process of users. The rec-
ommended strategy consists of the following three phases:
(1) prefiltration: at this stage, the system first learns the
user’s information, which is based on social network analysis
to get the relevant location and interest, and selects a tourist
attraction of tourist attractions that may be interested in
users; (2) sort: dynamic knowledge based on social network

behavior, allocating three different scores, namely, interest,
emotion, and popularity for tourist attractions selected in
the previous phase; (3) after filtration: at this stage, the three
fractions are combined according to the user’s location and
the probability of cultural attraction and travel ontology.

3.4.1. Prefiltering Phase. The purpose of this phase is to
determine a tourist attraction subset of specific users based
on location, popularity, and user interest ðÔ ⊆OÞ. First, the
user position is obtained according to the latitude and longi-
tude, and the closer to the user’s tourist attraction consti-
tutes subset A. Then, by analyzing the user data log, you
can get the subset B of the tourist attraction of the visitor,
that is, a subset of the highest flush. Finally, when the user
selects a tourist attraction using the machine learning tech-
nology, the last subset C is obtained by learning the user pro-
file. The machine learning technology is a simple Bayesian
classifier, which is a probability classifier based on the Bayes-
ian theorem. The machine learning technique used calcu-
lates the association probability of each object relative to
the user profile: adding a tour attraction with a given thresh-
old λ to the subset C. The initialization set C is empty set, for
any o ∈ 0 existence λ ≥ 0, when satisfying the relationship of
the following formula o ∈ 0, the tourist attraction 4 is added

Table 2: Evaluation results of index level (1).

Fuzzy aggregation (Ci) Deblurring
Excellent Good Centre Poor Pc

Historic site landscape C1 0.144 0.402 0.423 0.030 6.315

Architecture and block views C2 0.432 0.301 0.201 0.062 7.186

Landscape of religious worship places C3 0.2333 0.331 0.222 0.211 6.157

Economic and cultural places and landscape C4 0.242 0.311 0.201 0.244 6.092

Cultural tourism landscape resources B1 0.228 0.339 0.272 0.119 6.142

Note: In the specific calculation process, each level is evaluated as a mean, Tables 3 and 4 and Figure 4.

Table 3: Evaluation results of the index level (2).

Fuzzy aggregation(Ci) Deblurring
Excellent Good Centre Poor Pc

Ecological tourism settlement environment C5 0.512 0.311 0.100 0.076 7.513

Regional factor environment C6 0.364 0.382 0.165 0.087 7.036

Regional facilities and material environment C7 0.132 0.341 0.211 0.313 5.569

Community economic integrated environment C8 0.122 0.312 0.343 0.232 5.693

Cultural tourism environment and environmental resources B2 0.315 0.341 0.177 0.166 6.605

Table 4: Evaluation results of the index level (3).

Fuzzy aggregation(Ci) Deblurring
Excellent Good Good Poor Pc

Customer source conditions C9 0.256 0.322 0.213 0.207 6.244

Location conditions C10 0.075 0.202 0.312 0.410 4.879

Policy conditions C11 0.334 0.323 0.265 0.077 6.823

Conditions for cultural tourism development B3 0.251 0.298 0.254 0.196 6.203
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to the collection C.

P x ojð Þ = P x ojð ÞP xð Þ
P oð Þ ≥ λ: ð13Þ

4. Result Analysis

4.1. Model Application: Western Cultural Tourism
Resources Evaluation

4.1.1. Research Background. This item is conducted on two
different scenic spots in the western part during the May 1
Golden Week. This study adopted a method of combining
a field interview survey. According to the design and
research questionnaire of cultural tourism resource evalua-
tion index system, randomly extract tourists and surround-
ings in the scenic spot for the visit subjects, on-site filing,
on-site interviews, and live recycling. 320 questionnaire were
issued, 242 valid questionnaires were recovered, and the
recovered efficiency was 75.62%. The surveillance include
182 men (56.88%) and 138 women (43.12%), aged from 18
to 71 (Table 2).

4.1.2. Evaluation Results. According to the previous article,
the judge matrix is established, and the weight is determined,
and the E value is finally obtained.

From the above evaluation results, we can see that, first,
the evaluation results of cultural tourism resources in the west-
ern region have good E value 6.346, which has good develop-
ment value. This result will provide an important agreement
for the leading industrial status and tourism development con-
cept of continuing to strengthen the tourism industry in the
western region. Secondly, from the specific evaluation results
of each level, the standards of cultural tourism in the western
region is the highest, 6.605. Cultural tourism resource land-
scape resources and development conditions score are rela-
tively low. Among them, cultural tourism resources
landscape resources are the highest (7.186), the lowest score
of the economic and cultural field (6.092). This has a high con-

sistency with the current development status and the author’s
research location. The cultural tourism landscape of the scenic
spot is won by the ancient city building and the street, but
there is a lack in the landscape development of economic
and cultural places. Among cultural tourism development
conditions, policy conditions are high (6.823), but the location
conditions are very low, only 4.879 points. This means that the
location and traffic disadvantages in the western region are
still important to restrict the development of western cultural
tourism, and the strong support of government policies is to
promote the strong power development of cultural tourism
resources in the region. Similarly, in the highest score, cultural
tourism environmental resource indicators, cultural tourism
gathering environment and regional elements are ideal, but
the regional facilities environment, the comprehensive envi-
ronment of community economy is poor, which is also work-
ing in cultural tourism development in the western region
direction. Finally, through the simple application of cultural
tourism resource evaluation model, this model is found to be
evaluated by cultural tourism and landscape resources, cul-
tural tourism environmental resources, and cultural tourism
development conditions as cultural tourism resources, more
comprehensive and strong hierarchical and targeted sex, and
fuzzy comprehensive evaluation methods have strong objec-
tivity for the determination of weight.

5. Conclusions

From the perspective of Artificial intelligence software,
explore the construction of smart tourism data analysis
model. A cultural tourism resource recommendation model
based on Artificial intelligence software is proposed. The
system is experimentally verified using a real data set. The
experimental results show that the system has better perfor-
mance. In a future study, the system will be implemented to
real application scenarios, further verify the effectiveness of
the system and make corresponding improvements in a tar-
geted manner.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

References

[1] K. B. Tokarska, C. F. Schleussner, J. Rogelj, M. B. Stolpe, and
N. P. Gillett, “Recommended temperature metrics for carbon
budget estimates, model evaluation and climate policy,”
Nature Geoscience, vol. 12, no. 12, pp. 964–971, 2019.

[2] V. P. Sriram, A. Mathur, C. J. Aarthy, B. Basumatary, and
H. Pallathadka, “Model based using artificial intelligence soft-
ware to overcome the human resource problem in the
healthcare industry,” Annals of the Romanian Society for Cell
Biology, vol. 25, no. 4, pp. 3980–3992, 2021.

[3] T. Mothoagae and N. Joseph, “The design of a Bayesian net-
work model for increasing the number of graded tourism
establishments,” African Journal of Hospitality Tourism and
Leisure, vol. 9(5, no. 9(5), pp. 793–809, 2020.

[4] T. M. Ikusemiju and O. B. Osinubi, “Improving the cultural
and historical tourism resources for sustainable development

1 2 3 4 5 6 7
6.1

6.2

6.3

6.4

6.5

6.6

pb

Cultural tourism resources

Criterion layer 

Figure 4: Standard layer evaluation results.

7Journal of Sensors



Retraction
Retracted: Signal Optimization of Electronic Communication
Network Based on Internet of Things

Journal of Sensors

Received 17 October 2023; Accepted 17 October 2023; Published 18 October 2023

Copyright © 2023 Journal of Sensors. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

This article has been retracted by Hindawi following an investi-
gation undertaken by the publisher [1]. This investigation has
uncovered evidence of one ormore of the following indicators of
systematic manipulation of the publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research reported
(3) Discrepancies between the availability of data and the

research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

The presence of these indicators undermines our confidence
in the integrity of the article’s content and we cannot, therefore,
vouch for its reliability. Please note that this notice is intended
solely to alert readers that the content of this article is unreliable.
We have not investigated whether authors were aware of or
involved in the systematic manipulation of the publication
process.

Wiley and Hindawi regrets that the usual quality checks did
not identify these issues before publication and have since put
additional measures in place to safeguard research integrity.

We wish to credit our own Research Integrity and Research
Publishing teams and anonymous and named external
researchers and research integrity experts for contributing to
this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their agree-
ment or disagreement to this retraction.Wehave kept a recordof
any response received.

References

[1] B. Feng, W. Li, and L. Wang, “Signal Optimization of Electronic
CommunicationNetwork Based on Internet of Things,” Journal of
Sensors, vol. 2022, Article ID 3711776, 8 pages, 2022.

Hindawi
Journal of Sensors
Volume 2023, Article ID 9829451, 1 page
https://doi.org/10.1155/2023/9829451

https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9829451


RE
TR
AC
TE
DResearch Article

Signal Optimization of Electronic Communication Network
Based on Internet of Things

Bo Feng ,1 Wei Li ,1 and Lina Wang 2

1Shijiazhuang Institute of Railway Technology, Shijiazhuang, Hebei 050041, China
2School of Future Information Technology, Shijiazhuang University, Shijiazhuang, Hebei 050035, China

Correspondence should be addressed to Wei Li; k17401229@stu.ahu.edu.cn

Received 7 August 2022; Revised 27 August 2022; Accepted 12 September 2022; Published 24 September 2022

Academic Editor: C. Venkatesan

Copyright © 2022 Bo Feng et al. This is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In order to solve the problem that many people communicate at the same time, there are many external interference factors, and
the signal is prone to instability in the process of electronic communication, the author proposes a signal optimization method for
electronic communication network based on the Internet of Things. The method takes the cloud trust mechanism as the dynamic
evolution trust relationship between various Internet of Things electronic communication services, performs explicit and implicit
uncertainty conversion, calculates the objective function of data communication network performance, and confirms the control
strategy. The positioning information of the network nodes in the communication is added to the communication data packet,
and the most stable electronic communication path in the network is obtained to form the network topology structure. The
Krasovsky method is adopted, and the working state of the nodes of the communication network is divided into the congested
state and the normal state, the probability of the two is calculated, and the range of the transition balance is determined, so as
to realize the optimization of the stability of the network topology. Experimental results show that the transmission rate of this
method has been maintained at about 180Kb/s; although there is fluctuation, the fluctuation value is small and the
transmission rate is very stable. Conclusion. It can improve the accuracy of electronic communication of the Internet of Things
and is less affected by external interference factors, and the communication transmission rate is faster.

1. Introduction

The development of communication technology is insepara-
ble from electronic communication technology, and the
design of electronic communication technology system
involves various fields of social life and production [1, 2].
The impact of big data analysis on mobile communication
network optimization has two sides, it can not only provide
a way to find, analyze, and solve problems formobile commu-
nication network optimization but also has a strong complex-
ity, which increases the complexity of fault analysis. Themain
goal of mobile communication network optimization is to
analyze and collect relevant data, apply scientific and reason-
ablemethods, reduce the interference of external factors, elim-
inate faults, and ensure the stability and security of mobile

communication networks [3, 4]. In the context of big data,
the structure of the mobile communication network is more
complex and the functions are more powerful, and only by
fully understanding and mastering the performance of the
mobile communication network, in order to improve the effi-
ciency of troubleshooting, create a safe and stable communi-
cation environment for users.

In the era of big data, the massive generation of various
data has enriched people’s life activities to a large extent, and
the work efficiency is getting higher and higher, which puts
forward higher requirements for the operation quality and
carrying capacity of mobile communication networks [5]. In
the era of big data, the update speed ofmobile terminals is very
fast, and the cutting function ismore andmore powerful; if the
quality of the mobile communication network does not meet
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the standard, it will inevitably have a serious impact on the
user experience [6]. Therefore, the design of the mobile com-
munication network on the Internetmustmeet the premise of
user usage and reduce the interference of external factors, so as
to maximize the technical flexibility of the mobile communi-
cation network. With the continuous development of infor-
mation technology, a large amount of data is generated every
day; through incomplete unification, the amount of data gen-
erated is almost rising in a steep straight line [7]. Therefore,
one of themost important problems faced by big data analysis
in the optimization ofmobile communication networks is that
the data is too large.

Cloud computing technology is mainly based on
resource model and information technology, which is a
new computer technology [8, 9]. Because of the characteris-
tics of cloud computing itself and its advantages in practical
applications, cloud computing has become an advanced
technology used in current computer networks. The charac-
teristics of cloud computing are mainly manifested in strong
reliability, versatility, low risk, and virtualization. Among
them, virtualization is regarded as the most important fea-
ture. Virtualization is realized by means of various hardware
facilities and networks, and there is also a very important
premise, that is, a resource sharing environment needs to
be created first. People can access shared resources at any
time, so that they can get various services provided by cloud
computing. Figure 1 shows the online monitoring of trans-
mission lines based on IoT wireless communication [10].

2. Literature Review

If a communication company wants to achieve network
optimization, it is necessary to do a good job of data acqui-
sition optimization first, in order to further improve the
acquisition quality, in order to ensure that the collected data
is more authentic and accurate, and in order to meet the
needs of network optimization [11, 12]. Therefore, in the
actual optimization, the service base should be scientifically
designed according to the specific situation of the network,
and then, the entire work of data collection should be opti-
mized, so that the relevant personnel can better complete
the data sorting and analysis work. Data collection will be
affected by many factors, and the location of the base is the
most important factor; this requires that the most suitable
location and service base should be selected according to
the actual situation of the area during optimization, so as
to improve the quality of data analysis and collection and
provide effective guarantee for the reception of service base
signals [13]. In addition, during optimization, the collection
of user-related information should be further strengthened
according to the actual operation of the network and data
collection, and then, the collected information should be
used as a basis to create a corresponding data network.

Cloud computing has an obvious feature in application,
that is, by storing data in the cloud, it can expand the storage
space and facilitate people to call; therefore, in order to
achieve network optimization under cloud computing, it is
necessary to optimize cloud applications [14, 15]. Faced with
this situation, it is required that the network can be perfectly

integrated with cloud computing during actual operation,
improve the network operation mode, continuously
strengthen cloud applications, and further improve the stor-
age and use of cloud resources, thereby expanding the scope
of network services and increasing the types of services.
After the integration of cloud technology and network, rele-
vant staff also need to analyze cloud data, optimize the struc-
ture and procedures of the network itself, and then improve
the efficiency of network operation [16].

Song et al. aimed at the communication process of in-
vehicle Internet (VANET), due to the problem that the
channel state becomes fast and nonstationary due to the dual
motion of the transceiver. A nonstationary channel method
for vehicular communication is proposed [17]. An integral
term is introduced to ensure the continuity of the fading
phase of the output channel, and the time-varying character-
istics of the transceiver are considered to complete the accu-
rate calculation of the Doppler frequency parameters. In
order to improve the two-dimensional servo stability of laser
communication, Cheng et al. used the gyroscope correction
optimization method, applied the centroid optimization
method, gyroscope, CCD (charge-coupled device), the
dynamic performance optimization of the two-dimensional
servo system is realized by introducing the method of fast
convergence of small values in the same direction [18].
However, the previous research methods can only achieve
normal communication; if many people communicate at
the same time and there are many external interference fac-
tors, the communication stability will be poor; to this end,
the author adds the location information of the communica-
tion network node into the communication data packet, and
the most stable communication path is obtained to realize
the optimization of communication stability.

3. Methods

3.1. Cloud Trust-Driven IoT Communication Objective
Function and Dynamic Model Construction. In cloud com-
puting, the cloud trust mechanism can realize the dynamic
evolution trust relationship between IoT and communica-
tion services, as well as explicit and implicit uncertainty
transformation, which is also one of the important condi-
tions for realizing communication security [19, 20].

Assuming that the data communication network is com-
posed of N nodes and L edges, the link sets of nodes are rep-
resented by χ, ℘, respectively, and the specific link
lt ∈ ℘,i = 1, 2⋯ L information flow model is shown in
Figure 2 [21].

Among them, λstðtÞ is the input rate of external informa-
tion flow of link li, λtiðtÞ is the other link in the network, the
rate at which information flow is forwarded through lt , and
μi represents the information service rate of li [22]. Set xiðtÞ
≥ 0 to be the number of packets at time t at li (including
the number of packets received and queued); that is, λsiðtÞ
= βiλiðtÞ and 0 ≤ βi ≤ 1 are variables of li flow control, λiðtÞ
represents the input rate of source li information, λsiðtÞ =
∑IðlÞ μIGl½xlðtÞ�, μIGl½xlðtÞ� represents the dynamic informa-
tion output of link l at time t, 0 ≤Glð·Þ ≤ 1, l ∈ ℘ represents
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the transmission state xiðtÞ of link l , and as many factor
functions such as link communication protocol, IðiÞ and Oð
iÞ, respectively, represent the set of links that input informa-
tion to link li and output information to link li [23].

If xiðtÞ represents the variable of the li ∈ L state model,
then the description formula of the xiðtÞ dynamic model is

_Xi tð Þ = −μiGi X tð Þ½ � +〠
l ið Þ

μlGl Xl tð Þ½ � + βiλi tð Þ: ð1Þ

In the computer network, the method of packet switch-
ing is used to shorten the average waiting time of users,
and to improve the information flow in the network is the
main goal of control and optimization. If the reduction in
average latency is equal to the reduction in the number of
users staying in each network, the number of packets on
the link will also be reduced by the formula

min J1 tð Þ =〠
l∈℘

ðt f
to

xl tð Þdt, ð2Þ

min J2 tð Þ =〠
l∈℘

ðt f
to

φjβjλj tð Þ
� �

dt: ð3Þ

In the formula, φj > 0 represents the network access
income of receiving unit information, t0 and t f represent
the start and end time of the control interval, and the perfor-
mance objective function selection determines the overall
performance and control strategy [24].

3.2. Electronic Communication Stability Optimization

3.2.1. Analysis of Stability Factors of Electronic
Communication Network. In the process of optimizing the
topology stability in the electronic communication network,
at the node position, the network node positioning informa-
tion in the communication process is added to the grouping
of the communication data, so as to obtain the most stable
communication path in the electronic communication net-
work, the topology model of the electronic communication
network is formed, so as to obtain the topology and distance
relationship between the communication signals, and the
main factors affecting the topological stability of the com-
munication network are described through this relationship.
The steps are as follows:

In the stability optimization process of the network
topology in the electronic communication, the range of the
communication signal is set to a circle with R as the radius,
and the signal B of the electronic communication is within
the coverage of the signal A of the communication signal;
use u1 to indicate the communication speed to A, use u2 to
indicate the speed of B communication transmission, and
use ðx0, y0Þ to indicate the original position of the communi-
cation signal A; ðx0′ ′, y0′′Þ represents the original position of
the communication signal B, and ðx1, y1Þ and ðx2, y2Þ repre-
sent the real-time positions of communication signals A and
B, respectively. The formula for calculating the distance
between A and B is

d = x0, y0ð Þ × u1 + u2ð Þt
x0′ ′, y0′′

� �
× x1, y2ð Þ∗ x2, y2ð Þ

A, Bð Þ: ð4Þ

Power supply
power system 

Data acquisition system 

Data analysis system 

Data transmission system

Sensor system

Figure 1: Online monitoring of transmission lines based on Internet of Things wireless communication.

𝜆sl (t) 𝜆tl (t)

𝜇l

Figure 2: Information flow model of the overall link.
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If the transmission distance of the electronic communi-
cation signal A at t is d1 and the distance of the electronic
communication signal B at t is d2, then the distance between
the electronic communication signals A and B is S. Accord-
ing to formula (4), the distance between communication sig-
nals can be calculated, and the topology model of
constructing electronic communication network can be
obtained. The specific formula is

S0 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x0 − x0′

� �2

d1 A, Bð Þ + y0 − y0′
�� ��2
d2 A, Bð Þ

vuut
: ð5Þ

In the formula, ðx0 − x0′Þ and ðy0 − y0′Þ represent
constants.

By fusing formula (4) and formula (5), formula (6) can
be deduced to represent the topology and distance relation-
ship between electronic communication signals. The specific
formula is

ω =
x0 − x0′

� �2
+ x1 − x2ð Þ0
�� ��2
d

× S0: ð6Þ

When the electronic communication signals A and B
change during the transmission process, the distance is diffi-
cult to keep stable and also changes. Therefore, adding ω in
formula (6), using formula (7) to describe the main factors
affecting the topological stability of the communication net-
work, the specific formula is

p2 =
t �S1 ≥ �S2
��È É

ω
: ð7Þ

In the formula, �S1, �S2 represents the node degree distri-
bution sequence of the topological upper layer of the elec-
tronic communication signals A and B, and the topological
stability of the network is described by formula (7), which
is the basis for the optimization of communication stabil-
ity [25].

3.2.2. Stability Optimization Implementation. The Krasovsky
method is used to define the main factors affecting the topo-
logical stability of the electronic communication network
within the stable range, and the working state of the nodes
of the electronic communication network is divided into
the congested state and the normal state. The range of the
probabilistic transition balance between the two is calcu-
lated, thereby realizing the optimization of network topology
stability. The specific process is as follows:

The state node of normal communication transmission
mainly uses α to represent the probability to convert into a
congested state node. In the crowded state, β is used to rep-
resent the probability of converting to a normal state node.
piðtÞ is used to represent the availability probability of the
ith node in the network at time t, and the main factors
affecting the stability of electronic communication are set
in the stable range by the Krasovsky method. The specific

formula is

dpi tð Þ
dt

= αpi tð Þ
1 − pi tð Þ½ �ki,λ − βpi tð Þ

p2
k: ð8Þ

In the formula, ki,λ represents the heterogeneous topo-
logical structure mode in the communication network.

Taking Equation (8) as the basis, the equilibrium point
between the crowded state and the normal state is deduced.
The specific formula is

αpi tð Þ
ki,λ

= −β × pi tð Þk: ð9Þ

Based on formula (9), the value of the equilibrium point
is calculated by formula (10). The specific formula is

p0 = 1 − βki
αki,λ

× dpi tð Þ
dt

× αpi tð Þ
ki,λ

: ð10Þ

In the formula, ki represents the frame structure of the
communication network data.

Randomly select m transmission nodes of the network in
electronic communication, add the calculation result of for-
mula (10) to formula (11), and establish a Jacobian matrix.
The specific formula is

F Pð Þ = ∂f pð Þ
∂p0

= ∂f m
∂p1

× ∂f m
∂pm

� �
: ð11Þ

In the formula, ∂f ðpÞ represents the in-degree value of
the electronic communication network node, ∂PT represents
the out-degree value of the electronic communication net-
work node, ∂p1 represents the data overflow of the electronic
communication network node buffer, and ∂f m represents
the highest connection degree value of the node in the
network.

The above Jacobian matrix is a diagonal symmetric
matrix, based on the establishment of the matrix, formula
(12) is used to convert the stability optimization model of
the network topology in the communication, and it is trans-
formed into the working state balance problem of the net-
work nodes. The specific formula is

F̂ Pð Þ = FT Pð Þ + Ft Pð Þ
p0

= 2 ∓ α − 2αpi tð Þ½ �: ð12Þ

In the formula, FTðPÞ represents the communication
link bandwidth of the network.

Using Krasovsky’s method, the F̂ðPÞ is brought into the
set communication network stability limit, and the specific
formula is

α − 2αpi tð Þð Þki − βki =
F Pð Þ
F̂ Pð Þ × pi tð Þ: ð13Þ

In the formula, the condition α ⩽ β must be satisfied.
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Through the formula (13), the concept conversion bal-
ance range of the electronic communication network (con-
gested state and normal state) can be obtained. The specific
judgment formula is

i = 〠
n

i=1

α − β

2α ⊗
α − 2αPi tð Þ½ �ki − βki

F Pð Þ : ð14Þ

By setting a reasonable range of electronic communica-
tion network conversion balance, the stability optimization
of electronic communication network can be realized.

3.3. Simulation Proof

3.3.1. Experimental Environment. In order to verify the effec-
tiveness of the proposed method, the simulation environ-
ment is set as follows: “Pentium” (R) “Dual-Core” CPU,
2.8GHz, 4GB “RAM,” Windows 732 bit, and “MATLAB
R2013a.” The simulation analysis is carried out in the simu-
lation platform Net Logo, and the data rate of the user is set
to 200Kb/s, the bandwidth is 4M, the communication
radius is 15m, and the network area size is 1000 ∗ 1000.
The specific experimental data are shown in Table 1.

4. Results and Discussion

4.1. Analysis of Experimental Transmission Accuracy. The
communication transmission accuracy optimized by the
proposed method is analyzed, and the specific results are
shown in Figure 3.

By observing Figure 3, it can be seen that when the num-
ber of experiments is 10, the communication accuracy of the
proposed method is 98%. Although there were slight fluctu-
ations in the experimental results after that, the difference
was not large and remained above 95%, and only when the
number of experiments was 40, accuracy was greatly
reduced, with an average of 88%, after a record investigation.
It was found that the reason for this phenomenon was that
the test user made mistakes in the transmission process,
resulting in inaccurate part of the experimental data, the
experimental results obtained in the end have deviations,
and when the number of experiments reaches 50, the exter-
nal interference disappears, and the accuracy recovers to
more than 95%. Until the end of the experiment, the accu-
racy of the proposed method is maintained at more than
95%, indicating that the proposed method data transfer
can be performed efficiently.

4.2. Comparative Analysis of Transmission Rate. Under the
same conditions, the communication transmission efficiency
is selected as the comparison result of this experiment, and
the number of experiments is 60 times. Then, the proposed
method is compared with the nonstationary channel simula-
tion method for Internet of vehicle communication, and the
dynamic performance optimization system of servo stability
system for mobile laser communication equipment is used
for comparison. The specific comparison results are shown
in Figure 4.

By observing Figure 4, it can be seen that the transmis-
sion rate of the proposed method has been maintained at
about 180Kb/s. Although there is fluctuation, the fluctuation
value is small, and the transmission rate is very stable. The
nonstationary channel simulation method for IoV commu-
nication is maintained at about 130Kb/s, and the fluctuation
is also small and relatively stable, but the transmission rate is
low. However, the dynamic performance optimization sys-
tem of the servo stabilization system of mobile laser commu-
nication equipment has a transmission rate of 90Kb/s when
the number of experiments is 10, and the subsequent exper-
iments show large fluctuations, and the curve fluctuates up
and down, which cannot meet the actual needs.

The load simulation is carried out in the simulation envi-
ronment, by simulating the simultaneous communication
state of multiple users, it is observed whether the communi-
cation process will be crowded, and the transmission effi-
ciency will be reduced. The specific results are shown in
Figure 5.

By observing Figure 5, it can be seen that when simulat-
ing the communication of 100 users at the same time, the
transmission rates of the three methods are almost the same,
and the difference is not large. When simulating 500 users,
there is a small difference in the transmission rate among
the three, while when simulating 2000 users, the transmis-
sion rates of the three methods have significant differences.
At the end of the experiment, the transmission efficiency of
the proposed method is reduced to 85%, the nonstationary
channel simulation method for IoV communication is
reduced to 65%, and the dynamic performance optimization
system of the servo stabilization system of mobile laser com-
munication equipment is reduced to 50%. Although all three
methods increase with the number of communications, as a
result, the transmission rate of communication is reduced,
but the proposed method decreases less than the other two
methods, which shows that after the proposed method opti-
mizes the transmission stability, not only the communica-
tion accuracy is high but also the transmission rate is also
obvious.

4.3. Comparative Analysis of External Interference. In order
to further prove the application effect of the proposed

Table 1: Experimental environment.

Experimental parameter name Numerical settings

Experimental scene (L·W) 150m ∗ 100m
Number of network nodes (N) 30~50
Maximum transmission radius 15m

Threshold radius (r) 7.5m

Moving speed (u) 0.5m/s~5m
Pause time Os

Weight factor W1 =W2 = 1
Starting distribution Evenly distributed

Data transfer interval 3 s

Experimental test time 500 s
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method, the external interference signal is artificially created,
at the same time, in order to avoid the communication dis-
tance being too close, and the artificially created interference
signal has no effect or cannot clearly reflect the strength of
the communication interference signal and increase the
communication distance so that the transmission signal is
in a state of weak transmission. The proposed method is
compared with the nonstationary channel simulation
method for IoV communication and the dynamic perfor-
mance optimization system of the servo stabilization system

for mobile laser communication equipment under the same
conditions. The specific results are shown in Figure 6.

By observing Figure 6, it can be seen that under the influ-
ence of external interference signals, the proposed method
adopts the Krasovsky method, and the main factors affecting
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Figure 3: Data transmission accuracy results after stability
optimization of the proposed method.
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Figure 4: Comparison results of transmission rates of three
methods.
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the topology stability of the electronic communication net-
work can be determined as a fixed range; therefore, although
the communication signal dropped slightly, when it dropped
to 80%, it almost stopped dropping, maintaining the current
signal state, during data transmission, and there is no data
loss, while the nonstationary channel simulation method
for IoV communication shows a significant drop, and when
it drops to 60%, there is a slight data loss. However, the
dynamic performance optimization system of the servo sta-
bilization system of the mobile laser communication equip-
ment drops to 50%. During the communication process,
the data is seriously lost and even cannot be transmitted.

5. Conclusion

The author proposes the optimization of electronic commu-
nication network signals based on the Internet of Things and
proposes a cloud trust-driven Internet of Things electronic
communication stability optimization method. When the
accuracy of communication signals drops to 80%, almost
no longer drops, maintaining the current signal state, and
the transmission rate has been maintained at about
180Kb/s, indicating that after stability optimization, not
only the accuracy of communication transmission is high,
and when multiple people transmit, the transmission rate
is faster and the stability is stronger. In future research, it
is not only necessary to make the communication process
more stable but also to improve the speed, scope, and com-
plexity of communication, so as to cope with the uncertainty
of scientific development and communication scenarios.
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In order to further improve the automation setting of distribution system, this paper proposes an optimization research of
distribution automation system based on artificial intelligence wireless network technology. This method uses artificial
intelligence wireless network technology to optimize the automation of distribution system and improve the automation ability
of distribution system. The experimental results show that when the number of iterations in the training process reaches 338,
the mean square error is 0.001. Conclusion. The optimization research method of distribution automation system based on
artificial intelligence wireless network technology can more effectively improve the automation level of distribution system.

1. Introduction

Distribution automation is an important means to improve the
reliability of power supply, and it is also an important part of
smart grid. From the end of the twentieth century to the begin-
ning of the twenty-first century, there was also an upsurge of
pilot construction of distribution automation. However, many
early built distribution automation systems did not play their
due role, mainly due to two reasons: technology and manage-
ment. Technical problems include immature technology in
the early stage, backward communication means, and defects
in the early distribution network. The management problems
mainly include the lack of standards and norms to guide the
planning, design, construction, operation and maintenance of
distribution automation, and the pursuit of one-step “large
and comprehensive” results in excessive planning and insuffi-
cient later operation and maintenance.

After nearly 10 years of exploration and practice, the distri-
bution automation technology has matured, and the communi-
cation technology has made revolutionary progress. Power
enterprises have formulated a series of standards and specifica-
tions for the design, construction, operation, and maintenance
of distribution automation.With the construction of smart grid,

distribution automation system has ushered in a new round of
construction climax. The State Grid Corporation of China
reviewed the distribution automation project plan in three
batches, completed the practical acceptance of all 4 urban distri-
bution automation pilot projects in the first batch, and com-
pleted the project acceptance of all 19 urban distribution
automation pilot projects in the second batch. This round of
distribution automation system has made essential progress
over the previous round in terms of automation technology,
testing technology, project management, and practicality.

Industrial wireless technology is a new wireless communi-
cation technology for information interaction between devices.
It is suitable for use in harsh industrial field environment. It has
the characteristics of strong anti-interference ability, low-
energy consumption, and good real-time communication. It
is a special kind of sensor network [1]. At present, the widely
used industrial wireless technologies include wireless LAN,
Bluetooth, and ZigBee. Through the research of Bluetooth net-
work communication protocol, an embedded network node
with ARM9 processor and Bluetooth adapter as the core is
designed, which has the functions of analog-to-digital conver-
sion and switching input and output. In the embedded Linux
system on ARM9 platform, the device driver is written, the
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BlueZ protocol stack is transplanted, and the communication
program is developed on the protocol stack to realize the func-
tions of searching devices, discovering services, establishing
connections, and sending and receiving data. Therefore, artifi-
cial intelligence wireless network technology is used to further
optimize the distribution automation system, so as to better
carry out the distribution operation and achieve the effect of
high automation.

2. Literature Review

With the construction of smart grid and the development of
communication technology, distribution automation technol-
ogy, as an important part of smart grid, it hasmade great prog-
ress and has made many constructive progress in distribution
automation master station, terminal, communication net-
work, and testing technology, which has laid a solid founda-
tion for the practical application of distribution automation
system. Compared with the previous round of distribution
automation research, at present, the greatest progress of the
distribution automation master station lies in two aspects:
the establishment of an information interaction bus in line
with IEC61968 standard and the unified standard information
interaction with other information systems. It has a complete
and practical fault handling application module.

In practical application, the distribution automation sys-
tem needs to interact with the upper level dispatching automa-
tion, production management system, power grid geographic
information system, marketing management information
system, and 95598. In the last round of distribution automa-
tion construction, the private protocol of “point-to-point” as
shown in Figure 1 is used to realize the interconnection of dis-
tribution automation system and other application systems.
Not only many interfaces need to be maintained, but also
because the private protocol adopted is not standard, the inter-
changeability is poor, and the expansion is difficult. In the fig-
ure, EMC is an energy management system.

In the construction of smart grid, the distribution auto-
mation system adopts the information interaction bus con-
forming to IEC61968 standard according to the principle
of “unique source data and global information sharing”
and completes the information exchange and service sharing
between the distribution automation system and other appli-
cation systems through the bus mode based on message
mechanism, as shown in Figure 2. It not only greatly reduces
the number of interfaces, but also has the advantages of stan-
dardization, strong interchangeability and easy expansion.
On the premise of meeting the safety protection regulations
of power secondary system, the information interaction bus
has the ability to realize information interaction through the
forward/reverse physical isolation device through the pro-
duction control area and the management information area.
Follow IEC61968 standard and adopt service-oriented archi-
tecture (SOA) to realize the publishing and subscription of
relevant models, graphics, and data [2].

The concept of cognitive radio was first proposed because it
has good perception, reasoning, and learning ability [3]. These
capabilities enable cognitive radio technology to dynamically

adjust the spectrum usage to further improve the spectrum effi-
ciency. This undoubtedly alleviates the current shortage of
spectrum resources. However, with the further development
of communication technology, wireless networks that intro-
duce the concept of cognition are changing in the direction
of complexity, isomerization, and dynamics. Some traditional
network management methods are no longer suitable for the
complex situation faced by the current network. Therefore, in
order to effectively manage the network to meet these chal-
lenges, reconfiguration technology is introduced into cognitive
wireless networks. Reconfiguration technology maintains the
performance of cognitive wireless networks by changing a
series of wireless parameters and adjusting the corresponding
network behavior. This maintenance can not only ensure the
network performance, but also take into account the needs of
users when the environment and system requirements change
dynamically. The reconfiguration technology applied to cogni-
tive wireless networks can provide a more flexible and adaptive
network management method for the network, but corre-
spondingly, the implementation of reconfiguration technology
in cognitive networks also needs to rely on the unique percep-
tion ability, prediction ability, and learning ability of cognitive
networks. The two complement each other and further
improve the system performance. The decision-making of
reconfiguration is the key part of the realization of reconfigura-
tion technology. The reconfiguration decision first obtains the
network parameters that need to be changed by analyzing the
factors that affect the performance and then deploys the recon-
figuration through calculation to map these changes to the
actual network structure. This not only ensures that the system
can adapt to the dynamic environment, but also saves the time
of system operation.

With the mutual penetration and combination of com-
puter network technology, wireless technology, and intelligent
sensor technology, a new concept of networked intelligent sen-
sor based on wireless technology has emerged. This networked
intelligent sensor based on wireless technology enables the
data of industrial sites to be directly transmitted, published,
and shared on the network through wireless links. Wireless
communication technology can provide high bandwidth wire-
less data links and flexible network topology for the communi-
cation between various intelligent field devices, mobile robots
and various automation devices in the factory environment,
effectively make up for the shortcomings of wired networks
in some special environments, and further improve the com-
munication performance of industrial control networks.
Therefore, compared with other application fields (military,
commercial, medical, etc.), wireless sensor networks are very
suitable for industrial applications. The concept of micro sens-
ing and the wireless connection of nodes make it of high the-
oretical and practical significance in the field of industrial
measurement and control [4].

According to the above research, this paper proposes a
method of distribution automation systemoptimization research
based on artificial intelligence wireless network technology. This
method uses wireless network technology to optimize the distri-
bution system automation, and further improves the wireless
network technology through reconfiguration decision, so that it
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can better improve the distribution automation system, so as to
achieve the purpose of automation improvement.

3. Research Methods

3.1. Distribution Automation System

3.1.1. System Architecture. The power distribution automation
system architecture of the super large data center is composed
of two parts: the main workstation and the subworkstation [5].
The subworkstation is connected to the full end power equip-
ment through RS485 bus, and the equipment is connected to
the automatic control system network according to Modbus
communication protocol, and uploaded to the main worksta-
tion. Based on the power data uploaded by the substation, the
main workstation calculates and generates the optimal safe
power supply path scheme and sends control commands to
the power equipment through the subworkstation to transfer
the power loss load to the safe power supply path. After the
command is issued, the high-voltage switchgear executes the
corresponding commands to complete the switching action
based on the sampling unit, storage unit, calculation unit,
comparison unit, and control unit.

3.1.2. AI Safe Power Supply Path Search Algorithm. The algo-
rithm equates the network topology relationship to the inter-
connection matrix that can be recognized by the computer.
When a fault occurs, identify and mark the fault area, bypass
the fault area through intelligent search, and distribute the
load of the fault area to other power sources [6, 7]. Based on
the above principles, the search algorithm can accurately con-
vert the electrification of the power system under different
fault conditions into a mathematical model in real time and
give it to the computer for overall calculation and scheduling,
and then, the scheme generated by the calculation results can
be dispatched by the terminal high-voltage switch through the
way of communication commands, so as to meet the disaster
tolerance requirements of the power system in the super large
data center. After using the AI algorithm of safe power supply
path, the power equipment in the whole park can be dis-
patched as a whole, so as to better tap the potential of equip-
ment capacity and shorten the return period of investment.
The secure path search algorithm is shown in Figure 3.

3.1.3. Load Classification Mechanism. Although the data center
business is absolutely not allowed to be interrupted, different
equipment and business types still have different importance,
such as centralized cooling unit and core business are relatively
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Figure 1: Interconnection between “point-to-point” systems.
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Figure 2: Interconnection between systems using information interaction bus conforming to IEC61968 standard.
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important. The priority of the system is considered from the
following aspects:

(1) Priority for important power equipment: The power
supply needs to be restored 4 minutes after the power failure
of the centralized refrigeration station to ensure the continu-
ity of cooling in the machine room. (2) Transmission/net-
work export priority: After the power interruption of the
transmission/network machine room in the park, a “data
island” will be formed, which will disconnect the connection
with the external network, and the guarantee level is also
higher than that of the ordinary data machine room. (3) Pri-
ority of important business: The data room that hosts multi-
ple regions and users also has a higher guarantee level than
other ordinary data rooms.

In case of power supply interruption, the distribution
automation system gives priority to the use of mains power
to restore power supply to important loads. In case of insuf-
ficient load, the distribution automation system will imme-
diately send the oil engine starting signal to the oil engine
paralleling cabinet. After starting the minimum paralleling
number that meets the remaining load, control the oil engine
feeder cabinet to switch on, and put the generator into
power supply. In this way, the safety of power supply can
be guaranteed in the shortest time.

Taking a data center as an example, the differences between
using ATS, standby automatic switching system, and using dis-
tribution automation system are compared. The action logic of
ATS and standby automatic switching system commonly used
in the traditional power industry is to start and put the oil
engine into operation immediately when the load power supply
loses power in two ways. If the power supply structure is mul-
tichannel incoming line, the oil engine will still be started when
the municipal capacitance is sufficient [8, 9]. The distribution

automation system will give priority to judge whether the
municipal capacitance canmeet the requirements of power loss
load. If it meets the requirements, the control switch will
directly input the municipal power, and on this basis, the load
grading guarantee function is realized.

3.2. Framework Basis of Reconstruction Decision

3.2.1. System Architecture. In order to reflect the unique per-
ception process, reasoning process, learning process, deci-
sion process, and action process in cognitive wireless
networks, the proposed reconfiguration decision architec-
ture includes several modules: reasoning engine, learning
engine, rule engine, decision engine, and action engine.
Figure 4 shows the interconnection of each module.

In order to make reconstruction decisions, we must first
know the complete external environment information and
wireless control parameter information [10, 11]. This infor-
mation is collected by sensing technology and stored in the
wireless environment mapping (REM) database in a form that
the system can understand. REM database classifies and stores
these data in order to provide a data basis for reconstruction
decisions and dynamically updates them throughout the oper-
ation process.

The rule engine deduces the interaction relationship
between wireless parameters and system performance based
on the comprehensive consideration of environmental infor-
mation, wireless parameter, information and relevant policy
rule information and inputs these associated information into
the database. The reasoningmodel with predictive ability estab-
lished based on these correlation information can adaptively
select the appropriate configuration in the dynamic environ-
ment to meet the system performance requirements [12].

Start
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Figure 3: Flow chart of secure path search algorithm.
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In order to realize the initiative of cognitive wireless net-
work and save reconstruction time, the inference engine will
first establish a priori analysis model with the help of a series
of rules obtained by the rule engine and the expert system
algorithm in artificial intelligence technology. This model
can directly deduce the possible cognitive network reconstruc-
tion methods when facing the simple network structure. The
learning engine optimizes the results produced by the reason-
ing engine by learning experience from historical information
and environmental information and then stores the optimiza-
tion results in the database and serves for the next decision-
making. Learning engine is mainly involved in the decision-
making of reconstruction in complex network structure, in
order to make up for some shortcomings of reasoning engine
in the face of complex data processing. The decision engine
maps the calculation results of the previous reasoning engine
and learning engine into reconstructed decisions and passes
them to the action engine. The action engine mobilizes the
system to change parameters and adjust wireless behavior
according to the decisions.

3.2.2. Reconstruction Decision Algorithm Based on Artificial
Intelligence Technology. In order to better use the reconfigura-
tion decision algorithm to further improve the wireless network
technology, artificial intelligence technology is introduced in
this paper. Reasoning engine and learning engine are the main
parts to complete the reconstruction decision in cognitive net-
work [13]. The inference engine manages the system behavior
and configuration by mapping the existing knowledge to the
current environmental conditions. The learning engine opti-
mizes the operation in the cognitive network by learning histor-
ical information and experience. In addition, the learning
engine and the reasoning engine interact and promote each
other: The learning process enriches the knowledge to be used
in the reasoning process and optimizes the output of the reason-
ing engine. The inference engine provides more training data
and instances for training and initializing the new learning
engine.

In terms of the subtle relationship between learning and
reasoning, artificial neural network (realizing the learning pro-
cess) combined with rule-based expert system (realizing the
reasoning process) can realize a complete reasoning learning
process and complete the reconstruction decision with the sys-

tem requirements as the goal [14, 15]. Firstly, the rule expert
system infers based on the rules derived from the rule engine.
At the same time, these rules are used as training data input
based on neural network learning engine. In this way, when
the new environmental information is input into the trained
learning engine, the learning engine can produce a series of
new rules. With the help of these new rules, the reasoning
engine can optimize the reconfiguration decision. The work-
ing condition of the reasoning engine in the reconstruction
decision-making process is shown in Figure 5.

3.2.3. Reconstruction Decision Algorithm Combining Reasoning
and Learning. The advantages of learning engine are reflected
in three aspects [16]. Firstly, the learning engine can learn the
environment information to generate new rules and update
the rule storage in the database in real time. Secondly, fuzzy
search can be applied to approximate reasoning in the learning
process, which improves the reliability of reasoning. Finally, the
learning engine can extract the objective function and optimize
the reasoning results by optimizing the objective function.

3.3. Steps of Reconstructing Decision Algorithm. Step 1
Initialization.

Initialize the rule space andmap the rules to the three-layer
artificial neural network model. The preceding part of the rule
(wireless parameter part) is mapped to layer 1 (input layer).
The latter part (describing the system performance part) maps
to the third layer (output layer). The hidden layer in the middle
represents the mapping relationship between the input layer
and the output layer.

Step 2 Set the activation function, and the function
expression is shown in

yk pð Þ = sigmoid 〠
n

i=1
xi pð Þ × ωik pð Þ

" #
: ð1Þ

Step 3 Use back propagation algorithm for training.
Step 4 Iteration.
Step 5 Apply the trained neural network model for rea-

soning and decision-making [17].

Learning engine Action engine

Decision engineLearning engineRule engine

RulePerception

Figure 4: Architecture basis of reconstruction decision.
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4. Results and Analysis

In the simulation process, the four parameters of data trans-
mission rate (DR), transmission power (TP), frame length
(FS), and noise level (n) represent wireless parameters, and
the throughput (T) of the system is taken as the measure-

ment parameter of system performance [18]. The simulation
shows the influence degree of wireless parameters on system
performance in three cases: when using neural network
combined with rule expert system algorithm to make recon-
struction decision, when using the worst configuration, and
when using the best configuration, it refers to the parameters
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Figure 5: Workflow of reasoning engine in the process of reconstruction decision-making.
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that can produce the best or worst system performance. The
algorithm simulation of neural network combined with rule
expert system starts from the most conservative configura-
tion (equivalent to the worst configuration). Then, it adap-
tively adjusts parameters to meet the needs of system
performance [19].

Input the parameters (data transmission rate, transmis-
sion power, frame length, and noise) that need to be recon-
structed into the trained neural network system, and adjust
them with the reconstruction decision algorithm based on
the changes of system performance [20]. The setting sce-
nario is as follows: the simulation duration is 180 s; the
transmission rate is maintained at 10mbit/s from 20 s to
90 s, 13mbit/s from 90 s to 130 s, and 3mbit/s from 130 s
to 180 s; and the noise is 0.81 dbm from 40 s to 70 s,
10.3 dbm from 70 s to 110 s, 8 dbm from 110 s to 150 s, and
3.2 dbm from 150 s to 180 s. In this process, as the environ-
ment changes, the reconstruction algorithm based on artifi-
cial intelligence will adjust to maximize the throughput
through the parameter performance relationship obtained
above. The error is shown in Figure 6.

It can be seen that the mean square error of the method
used in this paper is 0.001 when the number of iterations in
the training process reaches 338, indicating that the method
used in this paper can effectively reduce the error.

5. Conclusion

This paper presents a method of distribution automation
system optimization research based on artificial intelligence
wireless network technology. This method combines the
development prospect of wireless network technology in
the current era of artificial intelligence, and applies it to
the distribution automation system, so as to further optimize
and improve the distribution automation system. The exper-
imental results show that the mean square error of the
method used in this paper is 0.001 when the number of iter-
ations in the training process reaches 338. It shows that the
method used in this paper can effectively reduce the error.
It proves that the method used in this paper can effectively
improve the automation of distribution system and make it
more effective in distribution work.
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The increasing demand for network and high-performance devices requires large data throughputs with minimal loss or
repetition. Network on chips (NoC) provides excellent connectivity among multiple on-chip communicating devices with
minimal loss compared with old bus systems. The motivation is to improve the throughput of the NoC that integrated on
multicores for communication among cores by reducing the communication latency. The design of the arbiter in the crossbars
switch of an NoC’s router has a vital role in judging the system’s speed and performance. Low latency and high-speed
switching are possible with high performance and good switching equipment at the network level. One of the significant
components in NoC under SoC design is the arbiter, which governs the system’s performance. Proper arbitrations can avoid
network or traffic congestions like livelock and buffer waiting. The proposed work in this paper is to design an efficient and
high productive arbiter for multicore chips, especially SoCs and CMPs. The proposed arbiter is showing good improvement in
the throughput at higher data rates; an average of more than 10% throughput improvement is noticed at higher flit injection
rates independent of the VCs implemented. Further, the critical delays are reduced to 15.84% with greater throughputs.

1. Introduction

High-performance computing devices are the most regular
devices at a compact level in the day-to-day lifestyle of
humans in the present era. Recently, even large computing
equipment becoming handy and lightweight requires the
integration of larger hardware components at a large scale
into compact modules resulting in an SoC (system on a
chip). The design of an SoC [1, 2] is a common phenomenon
in the modern manufacturing of major electronics. To meet
the QoS (quality of service) of these manufacturing technol-
ogies at a scaling of nanometer level, factors like latency,
power dissipation, error rate, and software error rates [3,
4] need to be appropriately managed [5]. Embedded SoC is
application-oriented and requires an uncompromised com-
munication interface for different environments on the chip,
like processor(s), memory, control module, sometimes form

firmware to the software. Due to the great demand in pro-
cessing speed, the manufacturers had increased the number
of processors integrated on a single chip considerably, start-
ing from dual core to many cores [6]. MPSoC [7] are the
new-generation manufacturing methods from the past one
and a half-decade, giving a reasonable throughput for multi-
tasking. Figure 1 shows a job run of a typical application-
oriented MPSoC. Smart MPSoC contains integrated hard-
ware [8].

Before mapping the data to be handled by multiple pro-
cessors, it is essential to configure and evaluate the require-
ments as per the specific task. To map different cores on a
single chip, like processor(s), DRAM(s)/SRAM(s), DSP(s),
video processors, and DMA, the established bus technology
has many compromises.

NoC is a simple solution for such compromises to over-
come. An NoC reduces the burden of calculation from the
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Figure 1: Job run of MPSoC.
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transmission. An efficient NoC requires good routing, net-
work interfacing, and switching. A crossbar with a well-
structured arbiter design is inevitable. The major contribu-
tion of the work it to improve the throughput of the arbiter
in critical traffic timings that was achieved through a flexible
priority resolver. The proposed arbiter is tested under syn-
thetic traffic (ST) and uniform random traffic (URT) condi-
tions. For both conditions, improvement in the throughput
was observed. If the communication latency between the
cores is reduced, then the time taken for data traversal is
reduced; hence, this method can produce more throughput
in a small time.

The major challenge in the existing models is handling
the data when a network congestion occur, like a deadlock
or a livelock. The existing model arbiter has fixed arbitra-
tions for all the traffic conditions and is suffering if traffic
conditions are unpredictable. The proposed model has a
flexible priority resolver that can adjust the arbitrations
according to the traffic. The proposed arbiter is showing
good improvement in the throughput at higher data rates;
an average of more than 10% throughput improvement is
noticed at higher flit injection rates independent of the
VCs implemented. Further, the critical delays are reduced
to 15.84% with greater throughputs.

The process of mapping is information exchange
between multicores or processing elements in the specified
architecture. An efficient rouging on the NoC will execute
the same without any deadlock or livelock. In the proposed
model, the NoC with a flexible priority arbiter is enabling
efficient information exchange between all cores in MPSoC.
Many deep learning and AI platforms are in urge for high
data processing systems; hence, this paper aims for such
design [9–11].

Section 2 presents multicore architecture design and
NoC interconnections and problems in design. Section 3
covers NoC crossbar switching with a well-organized arbiter
design. Section 4 includes simulations of the proposed work
and analysis. Section 5 is the conclusion containing limita-
tions and plans of the work.

2. Multicore Systems

Multicore architectures are the best inevitable design for
high-performance computers to handle large and complex
data. Its architecture and design provide all the rising perfor-
mance needs. Figure 2 illustrates the basic building blocks of
heterogeneous SoC. And Figure 3 depicts device-level
visualization.

2.1. Multiprocessor Architecture. The basic design of all mul-
ticore processors is to integrate the required data memories
and instruction memories, i.e., L1 cache, secondary memo-
ries, i.e., L2 cache, on the chip itself. That is shown in
Figure 2.

A proper link between different modules is required so
that it should not degrade the performance of SoC. This is
not achievable with the age-old bus systems. [3]. Either an
SoC is general or application-specific; the NoC provides an
exceptional solution for on-chip communication [12, 13].

2.2. The Communication Interface: NoC. As NoC is emerg-
ing as the leading solution to interface all on-chip devices
in an SoC [14, 15], the design elements should be keenly
followed. Like, choosing topology for implementation,

MPEG core

VGA core

Code converters
ADC and DAC

SoC

CPU

Central processing unit

DSP
digital signal processor

Figure 3: Device-level visualization of SoC.
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Figure 4: Fundamental NoC structure.
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(a) (b)

Figure 5: (a) A 3 × 3 mesh in 2D with one core connected to one router. (b) A 3 × 3 torus in 2D with one core connected to one router.
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maximum sustainable and error-free routing, and flow-
control system [16, 17] are the vital elements in the design
of an NoC. Figure 4 presents the basic block level under-
standing of the network on chip. Application-specific
ONoCs (Optical NoCs) are even embedding the optics in
microelectronics [18].

The aim of an NoC as the heart of SoC is to provide an
efficient, mostly stand-off free, power, and throughput aware
communication amidst different cores of the system on chip
[19]. Modern SoC designs are coming with FinFETs, which
can improve communication speed [20].

2.3. The NoC Architectonic. Network on chip architectonic
contains many building blocks; among most important are
topology, interface, and routing selection, for an efficient
communication establishment.

2.3.1. Selection of Topology. The selection of the topology
decides the area, power consumption, and speed of commu-
nication between the connected cores; it should be picked
according to the need. That is as Application Specific (AS)
or non-AS designs of SoC. Topologies like “Star,” “Mesh,”
“Torus,” “Octagon,” “Spidergon,” and “Tree” in 2D and 3D
[21–23]. Mesh and Torus (sometimes folded) are the regular
in power considerations, shown in Figure 5. The average dis-
tance between cores should be minimum concerning a hop
count.

2.3.2. Interface Design. An interface provides communica-
tion between the core and the network with an assured

throughput. An NI (network interface) will do assemble
and disassemble packets and communicate them with the
core. Proper choosing of network topology and routing tech-
niques will improve the efficiency of the network interface.

2.3.3. Routing. The communication path from the source
core to the destination core through NoC, without any con-
gestions or blockages, is the aim of routing [24]. Defining a
proper routing algorithm is needed to decide the latency in
communication. Figure 6 illustrates a block diagram of the
complete NoC architecture.

2.4. Crossbar Switch. After finalizing the routing and packing,
it is required to switch the data according to the algorithm
defined by NoC. Each data packet is Muxed thorough I × O
crossbar (Figure 6). Per one cycle, one defined data packet
can go through.

Figure 6 is a heterogeneous MPSoC architecture in
which each tile contains different processing elements like
memory block, DSP block, reduced instruction set com-
puter, CPU, and graphic processor. An efficient networking
architecture requires communicating data sharing among
all the modules/processing elements. A single block of net-
work interface/router is expanded in dotted line, which con-
sists of a mechanism for data exchange in all four directions
of connections. This is explained in section II-C: 2-3, D-E,
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respectively. The performance of the router directly depends
on the efficiency of the crossbar switch and arbiter design.
Hence, to achieve a low communication latency, these two
are playing a very important role.

2.5. Arbiter. The arbitrations are dependent on the selection
of virtual channels or the wormhole method. The arbiter is
generally responsible for allowing the channel usage for all

the inputs according to the routing strategies. Prioritization
is more vital because it decides the speed of communication.
In this research, we used a flexible priority such that livelock
will be mostly avoided. Once all the input data reached the
crossbar, the stages of the arbiter will be terminated
accordingly.

Kameda et al. [25] had proposed an SFQ design for val-
idating the crossbar. The idea is to increase the throughput
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Figure 10: (a) Existing arbiter, (b) proposed flexible arbiter, and (c) arbitration simulation result.
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to a considerable level by avoiding collisions. The experi-
ment is limited to the usage of frequency and is more accu-
rate at 40GHz. Prioritization is a parallel processing type.
The RRA design leads to high speed with frequency
limitation.

Lee et al. [26] had reported a decentralized arbiter with
high speed (HDRA). This design is aimed only at the most

censorious path delays to minimize the production cost.
The VOQs introduced in the design will reduce the blocking
of the head of the line. HRDA is a derived version of PPA
(O(log 4 N)structure), PRRA, and IPRRA as given in
Figure 7.

When the integration of the cores in SoC increases, the
design suffers from a large amount of complexity to find

VCA unit

Stage-1 Stage-2

V:1
Arbiter

PO(Priority out)

V:1
Arbiter
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Figure 11: VCA arbitration.
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all the decentralized nodes by NoC and end assembly will
become an issue.

Giorgos et al. [27] have suggested a simple design with-
out much changes in the existing design, but with intelligent
adoption. The approach is merging of the switching alloca-
tion, i.e., MARX which combines the multiplexer and arbiter
as depicted in Figure 8. This design focuses majorly on the
performance of the entire system, which increases the com-
plexity in design. The Merged ARbiter and multipleXer
(MARX) combines the architectures of an arbiter and
multiplexer.

3. Arbiter Design

The significant component in NoC under SoC design is the
arbiter, which governs the system’s performance. Proper
arbitrations can avoid network or traffic congestions like
livelock and buffer waiting with both synchronous and asyn-
chronous communication [28]. The proposed work in this
paper is to design an efficient and high productive arbiter
for multicore chips, especially SoCs and CMPs. The switch-
ing of the arbiter is shown in Figure 9. The design is a mesh
topology and can communicate in four directions with a
local transfer, which deserves a buffer count of five.

RR (round robin) arbiter model is the most commonly
used method for NoC router design because of its ease and
straightforwardness. Let us use RQn: request, GTn: grant,
and PRn and PRn̂: priorities of current and immediate future
cycle. Kinn and Koutn decide the priorities between arbiter
buffer or cells. Then, according to RRA design, the grant will
be issued only when PRn is 1 as follows:

GTn = RQn · PRn + Kinnð Þ, ð1Þ

Koutn = RQn · PRn + Kinnð Þ, ð2Þ

PR∧
n = GTn−1 + PRn · Kinn: ð3Þ

Thus, the channel allocation for the next stage of traffic
purely depends on the current running stage and followed
by a subsequent request of existing channel using data. This
is valid only if at least one present state exists. This drawback
was modified with a priority resolver in our design, which
estimates the density of the future traffic depending on the
input requests to the router (possibly N:E:W:S direction)
and load on previous router which directed the current

transfer as shown in Figure 10. It has two efficient prioritiza-
tions chosen dynamically as fixed or rotating [29–32].

3.1. VCA Arbiter. Congestion avoidance, like a deadlock and
livelock, can be handled by the arbiter. Flit bifurcation in
routing is done based on the size of the data, the head flit
may be one, but the body flits are packet size-dependent.
The count is calculated before it reaches the VC (virtual
channel). The allocation unit of the VC is done with a head
flit. VCA unit allocates the channel for the data packets to
travel through different routers. The mechanism of the two
stages is illustrated in Figure 11.

3.2. Switching Arbiter. Once VC is allocated to the packets,
the central part is to do switch allocation (SA), which leads
to reaching the packet to the destination by competing with
all the other VC allocated packets. Here, all the flits need to
be allocated. To reduce the delay in communication to the
destination, a flexible priority resolver is introduced in this
proposed architecture. This reduced the computation com-
plexity of allocation among all the VC allocations shown in
Figure 12. Switch traverse (ST) and link traverse (LT) will
lead the granted allocation packets to reach the specified
destination.

3.3. Proposed Arbiter. Most of the existing arbiter designs
follow a round robin which rotates the output grants
received and precedes the rest Figure 10(a). This will
increase the burden on the arbiter as the flits increase for
large throughputs. The proposed arbiter has a flexible prior-
ity resolver which estimates the traffic/load on the arbiter
about to come Figure 10(b). Unlike normal RRA, the specific
rotation or fixed orientation is predefined here; hence, the
time calculation of arbitrations can reduce, and throughput
will increase.

The priority resolver has flexibility depending on the
traffic, like fixed, rotating. If traffic is less and the expected
latency in switching is less, then fixed priority can be chosen;
if not, rotating priority can be chosen to distribute equal pri-
ority to all switching flits. The structure of the algorithm is as
follows.

3.4. Proposed Arbiter Algorithm. The algorithm below spec-
ifies the arbiter’s input request and grants according to flex-
ible priority, depending on the load/traffic buffer channel
rout calculation; VCA, SA, ST, and LT are the significant
concerns in computing the travel delay. In the proposed
arbiter, important computations are done in the stage of

Step 1: check all input buffer requests.
Step 2: is the load/traffic more than regular transfer with respect to previous router data.
Step 3: chose to assign priority as rotation if traffic increases else, fixed.

Step 4: map i/p-port to o/p-port of arbiter for packet transfer.
Step 5: check for replication of the same packet assigned to various arbiters.

Step 6: check packets of o/p-port mapping to i/p-port according to the assignment.
Step 7: verify for the multiple iterations.

Step 8: issue grant.

Algorithm 1
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priority resolving hence expected low latency with high
throughput. First, it verifies all allocated buffers in step 1,

finds the density of the traffic load and enables the priority
resolver if found large loads in steps 2-3, and assigns
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mapping of source and destinations by eliminating redun-
dant allocations in steps 4-5. Check the transfer from lower

end node to higher in the same process for finding multiple
iterations; if all good, enable the transfer in steps 6–8.
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Figure 14: Throughput under synthetic traffic. (a) FIR vs. throughput with two VCs, (b) FIR vs. throughput with four VCs, and (c) FIR vs.
throughput with eight VCs, respectively.
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ing router, the flexible priority will be assigned. If a deadlock
like conditions of multiple data packets path requests one
channel then the priority resolver of arbiter decides the grant
to which packets. So flexible priority-based dynamic arbitra-
tions will be implemented. The initial conditions for the reso-
lutions are to read all the requests of input ports that want
grant for the same output port and then the arbiter encounters
a K × K matrix developed by flexible priority resolver with bits
arranged in a triangular array. The grant will be issued to the
requested based on the highest priority resolved matrix to
the same output port. The row in the matrix competes input
requests and its priorities. The scheduling module will study
the priorities of each input port request. The arbiter receives
updated within the scheduling matrix when the maximum
priority input is served by means of making the request which
gets the earlier access. Row and column receive inversed for
much less precedence for the next round of arbitration. The
simulation end result for the arbitration is shown in
Figure 10(c) which gives precedence with apropos to the grant
generation. The arbiter is implemented using VHDL in Xilinx
Vivado 2021.2.1 and simulated with Vivado-IDE.

4. Throughput Assessment

In this paper, the proposed arbiter is designed on a baseline
router of NoC, where the RC, VC, and SA are not much
modified. Prior prioritizations greatly reduce the burden of
arbiter computation and competition for the allocations
through a flexible priority resolver. To maximize the
throughput, we used a 3 × 3 2D mesh. Input ports of all
routers have four buffers of 32-bit length. The network is
implemented using VHDL in Xilinx Vivado 2020.2 and sim-
ulated with Vivado-IDE. To compute the load calculations,
we used a URT and synthetic traffic pattern. The throughput
is VC number dependent; as the number of VCs increases,
the throughput increases as illustrated in Figures 13 and 14
for URT and synthetic traffic, respectively. The prioritized
circuit verifies the traffic load in all interfacing directions
and preestimates the best suitable path for transmitting the
flits without locking them more time at the buffer. First,
the system is tested with low flit injection ratio to high flit
injection ratio with uniform random traffic (URT) and then
with the synthetic traffic, with more than 10% throughput
improvement noticed. Table 1 shows the flit injection ratio
versus throughput of existing model and the proposed
model. Flexible priority resolver usage in the proposed
model has larger throughput at higher flit injection ratios
with various traffic conditions. It is observed that there is
around 3% to 30% throughput increase with respect to low
FIR to high FIR.

Table 2 shows the synthesis results of the arbiter in com-
parison with the existing RRA arbiters, which offers a 12%
less occupation of the area and a 15.81% reduction in critical
latency.

The future expansions in this model are to work for
more throughputs at lower flit injection rates. Further, the
area optimization techniques are expected to be imple-
mented for better performance.

5. Conclusion

The main feature of the proposed model is to provide high
throughput and efficient on-chip communications for multi-
core architectures. With the proposed arbiter design, it is
observed that the area occupation of buffers and critical
delays were considerably reduced; hence, the waiting time
of the flits at the arbiter buffers will be less, and the total
communication time will decrease. Further, as the priorities
are resolved before the flits get granted to the arbiter, the
load of the arbiter will significantly reduce, and communica-
tion will be efficient. Thus, the proposed model improves the
throughput in multicore systems like SoC with an efficient
arbiter at NoC. This work has a limitation, i.e., area occupa-
tion of the die and productivity (throughput) have no more
remarkable improvement at low traffic/load in comparison
with the existing models. The proposed arbiter is showing
good improvement in the throughput at higher data rates;
an average of more than 10% throughput improvement is
noticed at higher flit injection rates independent of the
VCs implemented. Further, the critical delays are reduced
to 15.84% with greater throughputs. Besides, the design
proves that at higher flit rates the throughput is increasing
considerably. Hence, new hopes are increasing to do further
research to accommodate more packets per cycle without
compromising the system performance. The future design
extensions of the proposed model are expected to handle
the exceptions in data transmission over on-chip networks
and reduce further latency.
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In order to solve the intensifying problem of heavy metal pollution of soil in mining areas, a method for monitoring air quality and
soil environment in mining areas based on the Internet of Things is proposed. Using meta-analysis method and health risk
assessment method, the impact of mining on soil heavy metal content in Southwest China was quantitatively analyzed, and the
relationship between soil heavy metal value and its potential influencing factors was discussed, as well as the heavy metal
pollution, ecological risk, and health caused by soil mining activities. Risks were assessed. The results showed that artificial and
oral intake were the main modes of soil heavy metal exposure, with the highest daily intakes for noncarcinogenic risk children
and the highest daily intakes for carcinogenic risk adult females. The noncarcinogenic risk (HQ>1) of soil As and Pb exposure
to children was 3.74 and 1.44, respectively. The carcinogenic risk values of As, Cd, Cr, and Ni in soil were all higher than 10-6,
indicating that the carcinogenic risk was within the tolerance range of human body. Children were exposed to the combined
noncarcinogenic risk (HI = 3:83), and the risk values of the three types of recipients were 1:19 × 10−4, 1:21 × 10−4, and 1:06 ×
10−4, respectively. The correlation between heavy metal content and environmental factors was obtained. It is verified that the
system in this paper can effectively monitor the meteorological environment and soil environment, and at the same time, it
reveals the pollution law of heavy metals in the soil of the mining area, which provides supporting conditions for future
mining and heavy metal pollution management.

1. Introduction

In recent years, the rapid exploitation of mineral resources
in China has not only promoted the development of social
economy, but also caused serious soil pollution. Soil pollu-
tion is a pollution caused by a kind of toxic substances pro-
duced as a result of unreasonable human activity through
the way such as atmosphere, the earth surface, or under-
ground runoff into the soil. When the soil accumulation
exceeds the self-purification capacity of the soil itself, the
composition, structure, and function of the soil will change,
and microbial activities will be crimped, which can harm
human health eventually through the food chain. Data col-
lection is shown in Figure 1 [1]. Heavy metals refer to ele-
ments with a density greater than 5 g cm-3, which gradually
accumulate after entering the soil. When exceeding a certain
standard, they are absorbed by soil colloid. After physical or

chemical reactions, they will form a pollutant. These pollut-
ants cannot be degraded by microorganisms. They have
great toxicity, and they are easy to enrich in the soil, result-
ing in serious soil heavy metal pollution. This kind of pollu-
tion has the characteristics of long-term, hidden, and
irreversible, which will affect the normal agricultural pro-
duction and life. It is a kind of soil pollution that is difficult
to treat. Researches show that the area of soil heavy metal
pollution in China has reached 50 million mu and the con-
tent of heavy metals in soil shows a rising trend, mainly
Cd (cadmium), Pb (lead), Hg (mercury), and other heavy
metals [2]. Heavy metal pollution not only destroys land,
but also causes certain harm to human health. For example,
excessive intake of Cd will lead to hypertension and cardio-
vascular and cerebrovascular diseases. Arsenic (As) is recog-
nized as a carcinogenic heavy metal, which has obvious
accumulation in the human body. It can cause red blood cell

Hindawi
Journal of Sensors
Volume 2022, Article ID 5419167, 7 pages
https://doi.org/10.1155/2022/5419167

https://orcid.org/0000-0002-2416-6318
https://orcid.org/0000-0001-6028-5659
https://orcid.org/0000-0002-6980-1960
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/5419167


RE
TR
AC
TE
Ddissolution, damage normal physiological functions, and can

cause cancer and teratogenesis in serious cases. Excessive Pb
in children will cause mental decline and growth retardation.

The era of big data has arrived, and big data has been
involved in all walks of life. The data resources mastered
by all walks of life are important wealth in the future. The
government use big data thinking to solve specific problems.
The big data thinking and technology are applied in envi-
ronmental governance to provide data support for environ-
mental public governance. Through data collection, real-
time monitoring, the citizen participation in the form of
management, and environmental governance, it can provide
scientific and accurate thinking for the government
decision-making in public environment monitoring and
early warning [3].

2. Literature Review

At present, local provinces and cities in China are constantly
developing the level of environmental protection informa-
tion, and they are trying to establish information centers to
coordinate environmental data resources. Ahmad et al. sum-
marized the technologies involved in the application of envi-
ronmental big data [4]. In the platform category, the local
platform architecture mainly included Hadoop and Map R.
The cloud architecture mainly included AWS and Azure.
In the database category, the SQL category included Green-
plum, No SQL category included HBase, and New SQL
included Spanner. Data warehouse technology included
Hive. In data processing, batch processing technologies
included Map Reduce, and data flow processing technologies
included Storm. Query languages included Hive QL.
Machine learning included Mahout. And log processing
included Splunk. Yang et al. summarized the key technolo-
gies of industrial energy and environment big data [5]. They
put forward that big data was a long industrial chain. Data
collection stage mainly based on industrial Internet of
Things technology. Data preprocessing stage included data
extraction and cleaning. Big data storage and management
phase included development of distributed file system opti-
mization storage, innovation of database technology, and
maintenance of big data security. Data analysis and mining
stage mainly developed various machine learning algorithms
and database methods. In the parallel stage of data computa-
tion, Hadoop architecture should be adopted. FLASH and
other ways were adopted to achieve data visualization.
Hamidović et al. emphasized the importance of heteroge-
neous data sources in environmental big data. They pro-

posed that the real environmental big data should break
the traditional data sources, namely the data of environmen-
tal departments themselves, and related departments
included more emerging Internet data and smart facility
data [6].

In the research, the process of big data technology was
attempted to apply in environmental monitoring and early
warning. Combining theoretical knowledge and empirical
practice, the environmental big data was established in the
field of public governance environment. Through specific
case analysis, in view of the environmental problems, envi-
ronmental public service solution and effective governance
based on large data was put forward. By using big data in
high efficiency value in the process of management decision,
environmental big data was established, and environmental
big data system and governance mechanism were formed,
providing a constructive reference for the government in
the construction of basic environmental public services. It
helped government departments to carry out accurate regu-
lation and optimize the government’s environmental public
service level [7, 8].

By using meta-analysis method and health risk assess-
ment method, the quantitative analysis of the mining impact
on soil heavy metal content in Southwest China was made,
the effect of the relationship between soil heavy metals value
and its potential impact factors was discussed, and the soil
heavy metal pollution, the ecological risk, and the health risk
caused by mining activities were evaluated. In the research,
the carcinogenic risk caused by heavy metal pollution in
mining area was analyzed to solve the problem of analyzing
the harm caused by soil heavy metal pollution to human
body.

3. Research Methods

3.1. Meta-analysis. In meta-analysis, the collected data were
divided into two groups according to the treatment group
and the control group, and pairwise pairing was performed.
By using model calculation method, the relationship
between the treatment group and the control group was
expressed by a numerical value, which was the effect size
(ES). In the research, the background values, sampling num-
bers, and standard deviations of heavy metals in soils of
Southwest China recorded by China Environmental Moni-
toring Station (1990) were selected as the control group.
The mean value, sampling quantity, and standard deviation
of soil heavy metal content extracted in the literature survey
were the treatment group [9, 10]. In the research,

Data analysis

Decision making
 and forecasting

Data processing

Data collection

Data mining
(processing and processing)

DaDa

Figure 1: The process of big data processing environmental information.
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logarithmic reaction ratio ðln RÞ was used to measure the
effect value. And its calculation formula was as follows.

ES = ln R = ln
Xt

Xc

� �
= ln Xtð Þ − ln Xcð Þ: ð1Þ

In Formula (1), Xt represented the average value of soil
heavy metals extracted from the literature. Xc represented
the background value of heavy metals in soils of provinces
in Southwest China. If the effect value was higher than 0, it
indicated that mining increased the content of heavy metals
in soil. The intrastudy variance (vi) corresponding to each
effect value could be calculated using the following formula.

vi =
S2t

NtX
2
t

+
S2c

NtX
2
t

: ð2Þ

In Formula (2), St and Sc were the standard deviations
(SD) of the mean value and background value of soil heavy
metals. Nt and Nc were the number of heavy metal groups
in soil survey of the control group and the treatment group,
respectively. In meta-analysis, there were two types of
models: fixed effect and random effect. The former only took
into account intrastudy differences, while the latter took into
account both intrastudy and interstudy differences. The soil
heavy metals in mining areas investigated in the research
were located in different geographical locations and natural
environments, and there were certain differences between
studies. Therefore, the random effect model was selected to
calculate its effect value [11, 12]. This model took into
account not only intrastudy variance but also interstudy var-
iance (τ2), which was estimated by maximum likelihood
function (REML). The weight wi of each study was calcu-
lated as follows:

wi =
1

vi + τ2
: ð3Þ

The weighted wi of each study could be used to calculate
the comprehensive effect value (ES+) after weighted average.
And the calculation formula was as follows:

ES+ =
∑k

i=1 wi + ESIð Þ
∑k

i=1wi

: ð4Þ

In Formula (4), wi and ESi were the weighted and
unweighted effect value of the ith pair of data, respectively.
k was the number of pairs between the control group and
the treatment group. At the same time, the 95% confidence
interval (CI) of the comprehensive effect value was calcu-
lated. If the 95% confidence interval (CI) of the comprehen-
sive effect value was greater than 0, it was believed that the
mining in Southwest China had a significant increase in
the content of heavy metals in soil (p < 0:05). If 95% confi-
dence intervals were all less than 0, mining in Southwest
China did not significantly increase the content of heavy

metals in soil (p < 0:05). If the 95% confidence interval con-
tained 0, it was believed that mining in Southwest China had
no significant impact on the content of heavy metals in soil
(p < 0:05) [13, 14]. In order to more conveniently explained
the influence of mining on the content of heavy metals in
soil in Southwest China, the percentage change of the con-
tent was calculated by the following formula:

PI = eES+ − 1
À Á

× 100%: ð5Þ

3.2. Health Risk Assessment Method. The health risks were
assessed by using a National Environmental Protection
Agency health risk assessment model, which linked soil
heavy metal pollution with human health and quantitatively
assessed the health risks of the exposed recipients. Carcino-
genic and noncarcinogenic risks were quantified based on
daily heavy metal intake in children, adult women, and adult
men. The calculation methods of daily intake under skin
contact (ADIder), hand-oral intake (ADIing), and oral-nasal
respiration (ADIinh) were as follows, and the specific mean-
ings of parameters are shown in Table 1.

ADIder =
C × SA × ABS × AF × EF × ED × CF

BW× AT
, ð6Þ

ADIing =
C × IR × EF × ED × CF

BW ×AT
, ð7Þ

ADIinh =
C × InhR × EF
PEF × BW× AT

: ð8Þ

The noncarcinogenic risk was expressed by the hazard
quotient (HQ) of heavy metals, and the comprehensive non-
carcinogenic risk was expressed by the total hazard index
(HI) of individual heavy metals. Rfdder, Rfding, and Rfdinh
were the reference doses [mg (kg day)-1] of heavy metal
intake in skin contact, hand-oral intake, and oral-nasal
respiratory exposure, respectively. The reference values are
shown in Table 2. If HQ or HI < 1 indicated that there
was no noncarcinogenic risk, otherwise, heavy metal expo-
sure presented a noncarcinogenic risk. The comprehensive
noncarcinogenic risk calculation formula was as follows.

HI =〠
i=1

HQi =〠 ADIder
Rfdder

+
ADIing
Rfding

+
ADIinh
Rfdinh

 !
: ð9Þ

The carcinogenic risk (CR) was the possibility of devel-
oping cancer after exposure to soil heavy metals in the whole
life cycle. SFder, SFing, and SFinh were soil heavy metal carci-
nogenic tilt factors [mg (kg day)-1] under skin contact, hand-
oral ingestion, and oral-nasal respiratory exposure, respec-
tively. See Table 2 [15, 16]. If CR < 10−6, there was no carci-
nogenic health risk. Between 10-6 and 10-4 was the range of
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human tolerable cancer risk; higher than 10-4 indicated the
existence of serious carcinogenic health risks, which should
be paid attention to. The comprehensive carcinogenic risk
calculation formula was as follows.

TCR =〠
i=1

CRi = ADIder × SFder + ADIing × SFing + ADIinh × SFinh:

ð10Þ

4. Results Analysis

4.1. Descriptive Statistics and Spatial Distribution of Heavy
Metal Content in Soil. The descriptive statistics of soil heavy
metals in Southwest China are shown in Table 3. The aver-
age contents of heavy metals except Cr and Ni exceeded
the national risk screening values of soil Environmental
Quality Standards for corresponding agricultural lands
(GB15618-2018). The average of soil As and Cd contents
exceeded the national risk control value (Table 3). The over-
standard rates of As, Cd, Cr, Cu, Hg, Ni, Pb, and Zn (the
percentage of the number of investigation groups exceeding

the national risk screening value in the total investigation
group) were 75.58%, 82.93%, 2.78%, 46.24%, 32.61%,
4.35%, 63.49%, and 50.43%, respectively. Among them, soil
Cd had the highest overstandard rate, and its average over-
standard multiple was 16.22. Soil As and Pb had higher
overstandard rate, with overstandard multiple of 8.20 and
4.31, respectively. The exceedance rate of Cr and Ni in soil
was less [17, 18]. The median of each heavy metal content
was lower than the average value, and the 95th percentile
value differed greatly from the maximum value, which
exceeded the corresponding control value (Table 3). This
indicated that the mining of mineral resources in Southwest
China led to a certain accumulation of heavy metals in soil,
among which Cd accumulation was the most and Cr accu-
mulation was the least. The results showed that the distribu-
tion area of high content in soil was not only related to soil
high background value, but also related to mining. Mineral
resources were widely distributed in these areas, and a large
number of heavy metal elements were released in the mining
process, so the distribution of heavy metals showed obvious
similar regional spatial distribution characteristics. As a
whole, the content of heavy metals in soil around mining
area in Southwest China was relatively high.

4.2. Influence of Mining on Soil Heavy Metals under Different
Land Use Types in Southwest China. Table 4 shows the
parameter significance of the influence factors of soil heavy
metals investigated in the mining area in Southwest China.
The land use types investigated in the research mainly
included abandoned land soil, arable land soil, and wood-
land soil. On the whole, the average effect of mining on
heavy metals under different land use types from high to
low was as follows: wasteland soil > cultivated soil > wood-
land soil (Table 4). The average effect value of heavy metals
in soil of abandoned mining areas was 2.59 (Table 4). Com-
pared with soil background value, its content increased by
1232.98%. The average effect of mining on cultivated land
and forest land was 1.43 (95% CI: 1.30–1.56) and 0.87

Table 1: Parameter significance and selected values of daily intake of heavy metals in soil.

Parameter Meaning Unit Child
Adult

Female Male

C Heavy metal content mg kg-1

SA Skin surface area exposed to soil cm2 9310 15310 16970

ABS Skin absorption factor Dimensionless 0.001 0.001 0.001

AF Adhesion coefficient of soil to skin mg (cm2 day)-1 0.2 0.07 0.07

EF Exposure frequency Day year-1 345 345 345

ED Exposed fixed number of year Year 6 24 24

CF Conversion factor kg mg-1 10-6 10-6 10-6

InhR Daily respiration rate m3 day-1 11.78 14.17 19.02

IR Soil digestibility mg day-1 200 100 100

BW Weight kg 27.7 54.4 62.7

PEF Particulate emission factor m3 kg-1 1:36 × 109 1:36 × 109 1:36 × 109

AT
Average non-carcinogenic time Day ED × 365 ED × 365 ED × 365
Average time to carcinogenesis Day 25550 25550 25550

Table 2: Reference doses and carcinogenic tilt factors of soil heavy
metals exposed by different pathways [mg(kg day)-1].

Rfdder Rfding Rfdinh SFder SFing SFinh

As 1:23 × 10−4 3 × 10−4 3 × 10−4 3.66 1.5 15.1

Cd 1 × 10−5 1 × 10−3 1 × 10−3 6.3 6.1 6.3

Cr 6 × 10−5 3 × 10−3 2:86 × 10−5 20 0.5 42

Cu 1:2 × 10−2 4 × 10−2 4:02 × 10−2 — — —

Hg 2:1 × 10−5 3 × 10−4 8:57 × 10−5 — — —

Ni 5:4 × 10−3 2 × 10−2 9 × 10−5 42.5 1.7 0.84

Pb 5:25 × 10−4 3:5 × 10−3 3:52 × 10−3 — 8.5×10-3 —

Zn 6 × 10−2 0.3 0.3 — — —

Note: —: no parameter.
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(95% CI: 0.34–1.40), respectively (Table 4). This showed that
arable land was more affected by mining activities than for-
est land. Figure 2 shows the effects of mining on soil heavy
metals under different land use types in Southwest China,
which showed that the influence of mining on abandoned
land was higher than that of arable land and woodland soil.
In arable soil, Cd (2.60), Hg (2.19), and Pb (1.86) were
mainly affected by mining, and the effect values of Cd
(2.60), Hg (2.19), and Pb (1.86) were higher (Figure 2).
Compared with the background value, the content increased
by 1246.37%, 793.52%, and 542.37%, respectively.

4.3. Influence of Mining on Soil Heavy Metals in Different
Provinces in Southwest China. Table 5 shows the overall het-
erogeneity of heavy metals in soils of mining areas in South-
west China. The p value of overall heterogeneity
ðQt = 129330:05, p < 0:0001Þ of soil heavy metals caused by
mining in Southwest China was lower than 0.05. As can be
seen from Table 5, the significance level (p value) of the
overall heterogeneity of individual heavy metals was all less
than 0.05, so it was necessary to introduce explanatory vari-
ables for analysis [19, 20]. The number of heavy metal
groups in A, B, C, D, and E and Xizang were 323, 72, 280,
22 and 10, respectively. According to the survey statistics,
except Cr, mining in A mine significantly increased the con-

tents of other heavy metals. The average effect values of Cd,
Pb, Zn, and As in soil were 3.21, 2.33, 1.75, and 1.45, respec-
tively. Compared with the background value, the heavy

Table 3: Descriptive statistics of soil heavy metals in mining areas in Southwest China extracted from the literature (mg kg-1).

Minimum 25 percentile Median Mean 75 percentile 95 percentile Maximum Screening value a Regulated value a

As 4.8 20.59 38.03 164.01 155.64 477.58 2423.57 20 100

Cd 0.19 1.03 3.46 9.73 11.15 46.53 66.17 0.6 4

Cr 18.06 50.92 82.45 101.13 125.95 186.13 683.57 250 1300

Cu 9.69 41.45 88.43 214.62 148 457.33 4480.87 100 —

Hg 0.06 0.22 0.59 3.12 1.27 18.84 35.1 1 6

Ni 12.87 36.41 57.8 74.72 74.25 164.55 656.11 190 —

Pb 9.44 72.65 250 732.14 748.39 2650.86 8816.34 170 1000

Zn 24.26 129.52 311.9 1483.57 1485.06 4924.12 36995.2 300 —

Note: Soil Environmental Quality Standard (GB15618-2018); descriptive statistics were obtained from the average of soil heavy metal content extracted from
literature.

Table 4: Parameter significance of influencing factors of soil heavy metals in the survey location of the mining area in Southwest China.

Influencing factors Number of observation group Effect value Upper limit Lower limit Heterogeneity

Land use type

Soil 33 0.87 0.34 1.40 Qm = 567:38,
df = 3,

(p < 0:0001)
The soil 531 1.43 1.30 1.56

Abandoned soil 38 2.59 2.10 3.09

Minerals

Non-ferrous ore 538 1.70 1.57 1.82 Qm = 691:83,
df = 3,

(p < 0:0001)
Coal mine 123 0.65 0.38 0.92

Ferrous ore 46 0.54 0.10 0.98

Geographical partition

A 323 1.83 1.66 1.99

Qm = 678:03,
df = 5,

(p < 0:0001)

B 72 1.81 1.46 2.16

C 280 0.93 0.75 1.11

D 10 1.43 0.48 2.37

E 22 0.94 0.31 1.58

Note: Qm is the heterogeneity caused by this influencing factor. Df is the degree of freedom. p < 0:05 shows that the influence of this factor is significant. The
upper limit and lower limit are the maximum and minimum value of 95% confidence interval, respectively. The number of observation group refers to the
number of heavy metal groups investigated.
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Figure 2: Influence of mining on heavy metals under different land
use types in Southwest China.
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927.79%, 326.31%, and 475.46%, respectively. The mining
of a mine significantly increased Cd (3.78), Pb (2.96), Zn
(2.27), and Hg (1.75) in soil than the other four heavy
metals. Compared with soil background value, its content
increased by 4281.6%, 1829.8%, 867.94%, and 475.46%,
respectively. The mining of B and C both resulted in a high
increase of Hg in soil. In Guizhou mining, soil Hg (2.49) had
the highest effect value, while soil Cu (0.25) had the lowest.
Compared with the background value, the content of Hg
in soil increased by 1106.13%. Mining in Chongqing also
significantly increased the content of Hg in soil, with an
effect value of 2.14.

4.4. Evaluation of Ground Accumulation Index of Heavy
Metal Content in Soil by Mining. The evaluation results
showed that the average ground accumulation index of the
eight heavy metals from high to low was Cd >Hg > Pb >
Zn > As > Cu > Ni > C. The pollution degree of heavy metals
in soil caused by mining was different. Cd was strongly pol-
luted. Hg and Pb were moderately to strongly polluted. Zn
and As were moderately polluted. Cu was slightly polluted.
Ni and Cr were pollution-free. The evaluation results of
potential ecological risk index showed that the average eco-
logical risk index of 8 heavy metals from high to low was
Cd/Hg > Pb/As > Cu/Zn/Ni/Cr. Soil heavy metals Cd and
Hg were in extremely strong ecological risk, and the risk
degree was higher than other heavy metals. The comprehen-
sive ecological risk of soil heavy metals was extremely high,
accounting for 39.72%, and Cd and Hg were the main con-
tributing factors to the ecological risk. The results of health
risk assessment showed that manual and oral intake was
the main way of soil heavy metal exposure, with the highest
daily intake for children under noncarcinogenic risk and the
highest daily intake for adult women under carcinogenic
risk. The exposure of soil As and Pb had a noncarcinogenic
risk to children, with a risk value of 3.74 and 1.44, respec-
tively. The carcinogenic risk values of As, Cd, Cr, and Ni
in soil were all higher than 10-6, indicating that the carcino-
genic risk was within the tolerance range of human body.
Children were affected by the combined non-carcinogenic
risk, and the risk values of all three types of recipients were
1:19 × 10−4, 1:21 × 10−4, and 1:06 × 10−4, respectively.

Based on the results, As, Cd, Hg, and Pb should be pri-
oritized in the mining area of Southwest China. Children
are a priority group of residents. Compared with the previ-
ous studies on soil heavy metals in single mining areas and
a few mining areas, the above results can provide more effec-
tive decision support for soil pollution prevention and con-
trol and soil environmental quality protection in mining
areas in Southwest China.

5. Conclusion

In the research, by using meta-analysis method and health
risk assessment method, the quantitative analysis of the min-
ing impact on soil heavy metal content in Southwest China
was made, the effect of the relationship between soil heavy
metals value and its potential impact factors was discussed,
and the soil heavy metal pollution, the ecological risk, and
the health risk caused by mining activities were evaluated.
To a certain extent, the research results quantitatively
assessed the impact of mining on soil heavy metals in South-
west China. Although some meaningful conclusions have
been drawn, there are also shortcomings, mainly in the fol-
lowing aspects.

(1) The fact that heavy metal content in the soil accumu-
lates or increases is influenced by many factors,
which is not just mentioned in the research. There
are many other possible factors, such as pH, soil
organic carbon, and mine production. The relevant
data involved in the investigation is less, which is
not easy to extract and need more case researches.
Therefore, it has not yet been discussed in the
research, and these factors should be taken into
account in future research

(2) The impact of soil heavy metal pollution on human
body is not only related to the amount of heavy
metal exposure, but also related to the biological
availability of heavy metals ingested by human body,
which should be paid attention to in future research

Mining has promoted the development of local econ-
omy, but the pollution of heavy metals in mining soil has
also affected the normal production and life of human
beings. And the accumulation of heavy metals in soil is also
a relatively complex process. In the future further analysis, in
addition to analyzing the increase of soil heavy metals
caused by mining, comprehensive consideration should be
given to the migration mechanism and form existence of
heavy metals themselves in the soil, so as to provide more
and more effective information for improving soil environ-
mental quality and building green mines.
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Table 5: Overall heterogeneity of all heavy metals caused by mining in Southwest China.

Heavy metals As Cd Cr Cu Hg Ni Pb Zn

Qt 8128.49 8290.86 4169.17 7437.63 4101.64 1339.61 30428.23 27456.61

p <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001
Note: Qt represents the overall heterogeneity of the data and p represents the level of significance.
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In order to solve the problem of heavy workload of landscape plant modeling, the lack of efficient auxiliary or automatic methods
for establishing three-dimensional models for various landscape plants, and the general three-dimensional models of landscape
plants which cannot reflect the natural growth of plants and the interaction between the environment, this paper proposes a
method of three-dimensional simulation of landscape design based on image sensors. This method includes the construction of
three-dimensional image simulation landscape feature analysis function and rationality judgment model, so as to provide
theoretical support for landscape design. The experimental results show that the matching number and matching rate of
landscape feature points obtained by the traditional deep evaluation method are lower than those obtained by the 3D image
simulation method used in this paper, and the steps of image feature points matching are relatively simple. With the gradual
expansion of the scope, the accuracy of the three-dimensional image simulation judgment method used in this paper is
gradually improved, up to 89%, while the traditional method is always maintained at about 40%. Conclusion. The 3D
simulation landscape design method based on image sensor has higher accuracy and wider application prospect.

1. Introduction

Landscape architecture planning and design plays an impor-
tant role in society, economy, and ecology and is an impor-
tant part of building a “beautiful China.” Good garden
design helps people to live in harmony with the environment
and build a good ecological and aesthetic environment. The
ecological effect of garden needs the living plant environ-
mental function to complete, and plants also have irreplace-
able landscape making function and aesthetic value in
garden aesthetics. The planning, design, and application of
garden plants involve ecology, plant geography, plant phys-
iology, floriculture, and other disciplines. The design shall
comply with the planning requirements such as the classifi-
cation standard of urban green space and consider the
regional characteristics, ornamental, and other factors. In
order to fully consider these factors in the design, landscape
designers have already made extensive use of computer-

aided design and virtual simulation technology to carry out
the planning, design, and display of plant landscape in
three-dimensional landscape design software [1]. At present,
three-dimensional landscape design software can realisti-
cally display the three-dimensional image form of plants,
but there are still some deficiencies in simulating the growth
process of plants and the dynamic effect of interaction with
the environment [2]. Virtual plants can effectively improve
the efficiency and quality of landscape plant configuration
design [3]. Realize the dynamic visualization of landscape
plants, and intuitively display the morphological appear-
ance, growth process, and interaction with the outside world
of landscape plants (including light, soil, diseases and pests,
plant communities, and other elements). The virtual simula-
tion of garden landscape plants can provide scientific basis
and prediction for plant configuration, environmental pro-
tection, and plant maintenance [4]. Although many achieve-
ments have been made in the research of virtual landscape
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plants, there are still some problems affecting the application
of virtual landscape plants in practice. These problems
mainly include the following: (1) the workload of landscape
plant modeling is large, and there is a lack of efficient auxil-
iary or automatic methods to establish three-dimensional
models for all kinds of landscape plants; (2) the general
three-dimensional model of landscape plants can not reflect
the natural growth of plants and the interaction between the
environment.

In view of the problems existing in the above methods,
the rationality of landscape design is analyzed by using the
three-dimensional image simulation judgment method,
which can quickly and accurately judge the rationality of
landscape design and provide guarantee for environmental
beauty [5].

2. Literature Review

Lb et al. combine the time series drawnmodeling of the NARX
neural network with mass routing protocol based on simple
vector quantization and transfer of small amounts of molten
data to the gravity of the suction to remove and improve the
time and place and enhance data collection efficiency. How-
ever, the actual melting of this sample is not good and its effi-
ciency is not very high [6]. Hussein modified the integration
model based on the changing dimming c-application agglom-
eration. Adaptive clustering of the unknown C values is used
for data collection. Adaptive coefficients are shown to show
clusters of various shapes and sizes. The principle of Kalman
filter and neural network process prediction based on multi-
layer perceptrons is used in error comparison to improve
melting reliability. However, the performance of these models
is low, and it is difficult to meet the needs of the actual options
[7]. Lin and Zhang divided the virtual plant modeling
methods into four categories: plant overall shape simulation,
plant organ three-dimensional modeling, plant growth pro-
cess simulation, and plant structure function parallel simula-
tion [8]. L-system is a kind of virtual plant modeling method
which has been widely studied and expanded. A formal math-
ematical expression system L-system for plant topological
structure is proposed. L-system is a string rewriting system,
which can describe the morphology and growth of plants. L-
system describes the topological structure of plants and
expresses the topological relationship between various organs
of plants in the form of symbols [9]. Mckinley et al. extended
the L-system, proposed open L-system and stochastic L-
system that can interact with plant growth environment, and
developed l-studio system [10]. The l-studio system has been
able to complete the functions from virtual plant modeling
to 3Dmodel generation and visualization and can dynamically
simulate the growth of plants and the interaction with the
environment [11]. In the early development of computer sci-
ence, researchers began the research of automatic computer
program generation and made a lot of achievements in com-
piler, software modeling, auxiliary program development,
and so on. Recently, with the improvement of computer per-
formance and the development of artificial intelligence, the
research on the automatic generation of executable software
programs by computers has also made great progress. Belloro-

bles et al. proposed a computer program automatic generation
algorithm of genetic algorithm with guidance [12]. The target
recognition algorithm based on 3D point cloud has made
many application achievements in the research of obtaining
plant point cloud and reconstructing 3D plant model by using
Kinect, leapmotion, and other devices [13]. Laser 3D scanning
technology is widely used in plant detection, automatic driv-
ing, 3D modeling, high-precision measurement, and scene
restoration [14].

Based on current research, this paper provides a way to
create a triangle to identify the advantages of landscape design.
The principle of using an orthophoto pair to create three-
dimensional landscapes is to draw three-dimensional and
three-dimensional landscapes in an orthophoto pair. The spe-
cial steps are to create a harmonious orthophoto to meet the
needs of the city three-dimensional landscape design, create
a triangle at the same time, and bring it to create a comparison
of three-dimensional images of the city. And it is regarded as
the contrast image of three-dimensional urban landscape
design. Depending on the location, the value of the change,
the direction of the slope, the slope, and other conditions,
the relative angle of the three landscapes of the different shapes
should change, and all things must be accomplished. The
structure of the three-dimensional landscape will be reno-
vated, additional vegetation will be painted, and the three-
dimensional landscape will be renovated according to the city
plan. The results of the experiments show that this method
collects data samples accurately, quickly and accurately to
evaluate the quality of landscape design in difficult areas and
to beautify the environment.

3. Method

3.1. Ant Colony Algorithm. The best selection of aesthetics by
3D landscape mode plays an important role in the immediate
improvement and layout of the landscape [15]. During the
design of a three-dimensional landscape, the choice of a path
is covered by legal planningmethods in a challenging environ-
ment, and practical ant colony algorithm is used to complete
the model. Starting with the actual problem, the spatial scope
of the selection process is defined, and the adjacent weight,
representing the optimal scale of the problem, is given in a
complete picture. The person of the ant is considered to be
the agent in order to visualize the ants and to complete the
point characteristics of each path of the whole image with
the best possible resolution. At the same time, each ant in
ant colony algorithm is set to have the following characteris-
tics: traverse the complete path in the complete graph at a
time, all ants left characteristic pheromones on the path they
passed, and the path selected by the ants is correlated with
the characteristic pheromone. The specificity of ants is related
to pheromones. In order to prevent the heuristic information
from being buried due to too many feature pheromones, the
pheromone should be updated after the ant traverses a com-
plete cycle, so the amount of information in the path (i, j) in
the t + n period can be adjusted by equation (1).

τij t + nð Þ = 1 − ρð Þ · τij tð Þ + Δτij tð Þ, ð1Þ
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where

Δτij tð Þ = 〠
m

k=1
Δτkij tð Þ: ð2Þ

Among these, ρ is the volatile matter of pheromone, and
M is the number of ant colony determined depending on the
magnitude of the optimization problem. In general, the higher
the value ofm, the higher the accuracy of the optimal solution.
In order to confirm the true efficacy of the ant colony algo-
rithm, it is necessary to modify the necessary pheromone
sequencing further. As each ant crosses a path with known
patterns, the pheromone concentration of each edge covering
along the path should be adjusted according to the length of
the process. The sequence of pheromone renewal is as follows.

Δτlij =
Q

CK ,

0:

8
<

:
ð3Þ

Equation (3) is a mathematical formula for pheromone
renewal rates. CK represents the entire length of the formation
by K ant. Q has an uncertain value and is usually set to 1.

3.2. Research on Rationality Judgment Method of
Landscape Design

3.2.1. 3D Image Data Acquisition. In daily life, due to the
influence of weather factors and architectural factors,
whether the landscape design is reasonably distributed can-
not be guaranteed [16]. To this end, the data acquisition pro-
cess of 3D image landscape is designed, as shown in Figure 1.

It can be seen from Figure 1 that the implicit data and
normal data of landscape distribution are collected for the
collection of 3D image garden landscape data, the data is
then entered into the data for distribution, and the necessary
conclusions are drawn based on the data created land-
scape [17].

3.2.2. 3D Image Simulation Landscape Feature Analysis
Function. The three-dimensional modeling system analyzes
the filtering process to see if the data meets the planning
standards, including the refinement of the landscape design
[18]. This analysis process is the guarantee of the data accu-
racy of the design rationality judgment model, and it is also
the key to improve the judgment accuracy, as shown in
Figure 2.

According to the analysis process in Figure 2, the overall
image and local image of the landscape are represented by X
and Y , respectively, the number of feature points of the land-
scape image set M and each image in X and Y is counted,
and the pixel positions of the overall image and local image
X and Y projected on image h are calculated. The camera
matrix corresponding to the two-dimensional coordinate
points projected on the image on the landscape image is
used to mark the coordinate positions of the projection
points of the three-dimensional image feature points on
the landscape scene plane. Assuming that any point Xk1
and YK2 in the three-dimensional features X and y of the
landscape image have been obtained, the coordinates of all
feature points in Xk1 and YK2 are obtained by looking for
the approximate transformation F. The transformation f is
composed of the translation vector Z, the rotation matrix
R, and the scaling factor s [19], and F is evaluated and con-
verted into the minimum target function. Using the calcula-
tion flow in Figure 3, the translation vector Z, rotation
matrix R, and scaling factor S of landscape image feature
data are obtained.

From Figure 3, the translation vector Z, rotation matrix
R, and scaling factor s can be obtained, from which the char-
acteristic data of the whole landscape image can be obtained,
and the rationality of landscape design can be judged on this
basis.

3.2.3. Simulation Model Based on Rationality Judgment of 3D
Image. According to the data characteristics obtained above,
a three-dimensional image garden landscape design ratio-
nality judgment model is constructed, and the three-

3D image Landscape data Landscape database Include landscape
design data

Design speed Data volume Reasonable
design data

Figure 1: Data acquisition process of 3D image landscape.

3Journal of Sensors



RE
TR
AC
TE
D

3D image simulation model

Landscape status X,Y

Comprehensive state characteristics
of garden landscape

Segment

Threshold comparison

Legal data output

Similarity calculation

Figure 2: Flow chart of landscape state feature analysis.

Obtain the corresponding converted
value according to the minimum

objective function

Calculate 3D image center

Translation vector Z

Does not consider the scaling factor S
coordinate normalization processing

Keep the internal structure unchanged

Calculate the optimal rotation matrix R

R needs to satisfy
Det(R) = 1

Singular value decomposition to
obtain eigenvector matrix

Calculate the scaling factor S

Complete the collection of
matrix motion trajectory

features

Y

N

Figure 3: Calculation process.
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dimensional visualization method is used to display the
landscape design rationality judgment results [20]. Taking
the landscape design data as input, the simulation character-
istic parameters are determined, and finally, the rationality
judgment results are obtained. The construction of the
model is shown in Figure 4.

It can be seen from Figure 4 that the model for judging
the rationality of landscape design based on 3D image simu-
lation mainly includes two parts: one is the computer simu-
lation model of landscape; the other part is a three-
dimensional feature computer simulation model, which
can be used to obtain the inertia factor of simulation judg-
ment. Using this model, the obtained inertia factors are
judged positively by introducing the dynamic forward judg-
ment and reverse judgment methods, and then, the reverse
judgment of each characteristic structure is obtained, and
finally, the rationality of landscape design is judged.

3.3. Experiment. In order to measure the viability of a land-
scape design, it is necessary to conduct an experiment to ver-
ify the accuracy of the three-dimensional image structure.
Under the environment of Windows 8, construct the analy-
sis platform of the 12th phase image model of the three-
dimensional figure 76 of garden landscape distribution ratio-
nality. The three-dimensional images are reasonably col-
lected, identified, and analyzed, and the objective function
values of different matrices are calculated. If the cost of the
work is large, the determination and analysis of the garden
landscape is more accurate. If the cost of the work is small,
it shows that the decision of the optimal view of the land-
scape is not correct.

4. Results and Discussion

4.1. Result and Analysis of Matching Number and Matching
Rate of Image Feature Points. The advantages of landscape
design are compared with triangular models and depth mea-
surement models. Whether or not the number of design
points can filter the accuracy of the design triangle is impor-
tant in how to fit the corresponding points of the landscape
photos. At the same time, these two filtration methods are
used to compare the necessary numbers and speeds of land-
scape elements. The results are shown in Table 1.

As can be seen from Table 1, the number and compari-
son of landscape images obtained by standard measurement
depths is less than the three-dimensional image simulation
method used in the sentence. The tuning process is also very
simple. The process of simulating three-dimensional images
corresponds to the height of the structural elements, which
proves the total validity of the visualization. Based on the
comparison results in Table 1, two methods are used to com-
pare the simulation results of three-dimensional landscape
maps. It can be seen that the classification of the garden
landscape using the three-dimensional simulation method
is appropriate. The main reason when determining the high-
lights is to adjust with high precision and the details are
aggregated and distributed. The model details will be evalu-
ated according to the characteristics of the diagram and the
conclusions of the appropriateness of the garden landscape
design will be based on the results of the analysis.

4.2. Comparison Results and Analysis of Judgment Rate and
Accuracy. Collect data in the landscape environment, and
analyze the judgment rate of the traditional method and
the method in this paper, as shown in Figure 5.

As seen in Figure 5, the visual value of the process always
increases gradually over time in the range of 0~10 but is
always lower than that of three-dimensional simulation.
During the interval between 10 and 15, the cost of the pro-
cess always starts to decrease. In the next phase, the process
always floats up and down, and the speed is only about 1/2

Garden landscape computer simulation model

3D feature computer simulation model

Reasonableness judgment results of garden landscape

Garden landscape
design data input

Model for judging
the rationality of
garden landscape
based on 3D images

Figure 4: 3D image simulation judgment model.

Table 1: Matching number and matching rate of three-
dimensional image feature points by two judgment methods.

Group/
group

Traditional method 3D method
Matching
number/
piece

Matching
rate (%)

Matching
number/
piece

Matching
rate (%)

A 540 30.25 890 75.28

B 350 25.61 530 63.16

C 360 24.32 550 60.12

D 320 27.02 470 74.32

E 280 21.34 430 60.15

F 256 30.16 365 79.38
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of the fastest estimate for a 3D image model. This shows that
the pace of use of the traditional method of assessing the
optimal landscape of a garden is slow and sluggish. The
speed of 3D image simulation method is faster. The compar-
ative results of the accuracy of the conclusions are shown in
Figure 6. As seen in Figure 6, there are slight differences
between the conventional procedures used to measure the
quality of the construction. It can be seen from Figure 6 that
when the judgment range is less than 20%, there is little
difference in the accuracy of the rationality judgment of
landscape design between the traditional method and the

method in this paper. The truth of the judgment is always
higher than in this way. When the detection range is
20%~45%, the accuracy of the standard is always higher than
this model. However, as the scale has gradually expanded,
the accuracy of the three-dimensional image simulation
method used in this paper has gradually improved to 89%,
when the process is always in place around 40%. Therefore,
the process of drawing conclusions based on the modeling of
3D images is more accurate than the model of measuring the
quality of landscape design.

The number and contrast of landscape data obtained by
depth measurements are usually less than the three-
dimensional imaging modeling method used in this paper,
and the value of landscape optimization is slower and
slower. The fact that the three-dimensional simulation
method is faster to adjust the characteristics and filtration
speed proves that this filtration method is efficient.

5. Conclusion

This article presents 3D sensor landscape model based on
image sensors, which contain 3D image model to evaluate
the best view of the landscape. This method can extract
and analyze landscape design data, reduce the error of the
conclusions, and improve the speed with simple filter steps.
Attempts to identify the results of the experiment have
shown that this method is effective and capable of making
high decisions, which is an important theoretical basis for
the application of classifications properly. In particular,
there is no significant difference in the accuracy of the tradi-
tional process used to measure the efficiency of landscape
design when the filtration rate is within 20%, and the accu-
racy of the process is always higher than in this way. When
the detection range is 20%~45%, the accuracy of the stan-
dard is always higher than this model. However, as the
expansion has been gradually expanded, the accuracy of
the three-dimensional image simulation method used in this
paper has gradually improved, and the standard has been
kept around 40%.
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In order to explore how the power economy can realize the data transmission and processing of the management terminal, this
paper presents a data transmission and processing analysis of the power economy management terminal based on the Internet of
Things. This method explores the research on how to realize the data transmission and processing of management terminal in
power economy through the key technical problems and solutions of information recommendation based on the Internet of
Things. The research shows that the efficiency of data transmission and processing analysis of power economic management
terminal based on the Internet of Things is about 65% higher than that of traditional data analysis. Improve the overall quality
of employees in power enterprises and inject new vitality into the development of power economy.

1. Introduction

With the rapid development of information technology in
today’s society, the rapid development of massive data shar-
ing on the Internet has promoted the rapid arrival of the big
data era [1]. In recent years, with the rapid popularization of
the Internet of Things technology and a large number of
R&D and deployment of intelligent terminal equipment of
the Internet of Things, while the types and number of intel-
ligent Internet of Things applications are growing, the Inter-
net of Things systems and equipment are becoming more
and more popular in people’s daily life. The Internet of
Things devices and platforms have strong heterogeneity,
closed platform architecture, high coupling, poor scalability,
and a series of other problems, leading to fragmentation of
the Internet of Things applications, making the development
of big data platforms for intelligent Internet of Things appli-
cations costly and long cycle [2].

China Power Grid Corporation implements the new
energy security strategy of “four revolutions and one cooper-
ation,” puts forward the strategic goal of “an international
leading energy Internet enterprise with Chinese characteris-
tics,” and fully performs its political, economic, and social
responsibilities. Put forward the strategic goal of building

an international leading energy Internet enterprise with Chi-
nese characteristics, and it is required to carry out the digital
empowerment project, implement the digital transforma-
tion, and carry out the construction of “urban energy brain”
[3]. Under the above background, there is an urgent need to
study “big data of energy and power economy,” and it is
required to dig deep into the value of energy and power data
to continue to provide strong support for the steady and
healthy development of economy and society [4].

As a kind of clean energy, electric energy is widely used in
the world. It is a kind of energy integrated by higher technol-
ogy. At present, China’s power enterprises are showing a new
trend of large-scale power production, which not only pro-
motes the efficiency of power production but also increases
the economic benefits of power enterprises. The expansion
of power production scale has also expedited the develop-
ment of new power technologies. At present, China has made
certain technological breakthroughs in the field of power
generation, transmission, and transformation and realized
the synchronous improvement of production efficiency and
economic benefits. Under the guidance of power demand
and the government, the scale return of China’s power enter-
prises has changed in three stages, from increasing to con-
stant to decreasing. At present, most Chinese enterprises,
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especially the energy industry, have gradually stabilized their
demand for electric energy, and the change of electricity price
will not have a significant impact on the change of enterprise
production [5].

With the development of new technologies such as Inter-
net technology, information technology, and big data tech-
nology, the energy and power industry and enterprises
have invested a lot of energy and financial resources in infor-
mation development and have made great achievements in
big data application. However, there are still some deficien-
cies in the collection, management, and analysis of big data
in the energy and power industry. In the era of big data,
the energy and power industry has a large amount of data,
so it puts forward higher requirements for data collection,
storage, classification, and security management. In the past,
energy and power enterprises did not make good use of and
promote the massive data in the emerging stage, resulting in
the fact that the collection process of more data may be dif-
ferent from the actual situation. At the same time, they can-
not effectively distinguish the quality of the data. In the face
of expired or erroneous data, they cannot timely screen and
update, so the quality of the data cannot be guaranteed [6].

The data transmission middle tier platform is a bridge
connecting intelligent hardware terminals and web cloud
servers. The data middle tier platform is the core component
of the entire Internet of Things system. The middle tier plat-
form is closely related to the security and reliability of infor-
mation and acts as a solid bridge and link between the
application devices and sensing devices of the Internet of
Things. The biggest advantage of the data transmission mid-
dle layer platform is that it provides the most powerful sup-
port for the data transmission of the Internet of Things
applications, strengthens the application effect of the Inter-
net of Things, and improves the economic benefits of the
Internet of Things applications. The data transmission mid-
dle layer platform consists of three main parts [7]. The
design of IoT data transmission and processing middle layer
platform is shown in Figure 1.

2. Literature Review

Liang et al. said that from the perspective of the Internet of
Things system as a whole, the world is in a high-speed devel-
opment stage, including the standards and corresponding
services of the Internet of Things. The continuous improve-
ment of the Internet of Things-related technologies has
accelerated the rapid establishment and growing of the
Internet of Things knowledge system [8]. On this basis, the
standard system of the Internet of Things urgently needs a
unified standard, so as to continuously establish and
improve the product system. It is expected that the IoT sys-
tem market will achieve explosive growth worldwide in the
next few years. Yu et al. said that it can be predicted that
in the past five to ten years, the Internet of Things system
will be more rapidly popularized and used worldwide [9].

To this end, the developed countries in the West and
Asia quickly responded and issued many strategic policies
to escort the Internet of Things industry. The United States
has put forward the “smart earth” plan, which focuses on

the research of the core technology of the Internet of Things
applications. Yang et al. put forward a 14-point action plan
on the Internet of Things industry, and Japan put forward
the “u-japan plan” on the Internet of Things. These global
government plans regard the Internet of Things as one of
the primary strategic objectives of the current national eco-
nomic construction and scientific and technological devel-
opment [10].

Lin proposed that knowledge and information will be
obtained from the collection and analysis of complex and
huge digital data to improve the ability [11]. Jadaun et al.
said that India, with the second largest population in the
world, has also actively used big data in recent years, hoping
to create a more convenient and people-friendly smart and
civilized city [12]. As early as a few years ago, in the plans
of the British government and the Japanese government,
big data became one of the key decisions. The government
increased its investment in the big data industry and focused
on big data application technology to drive enterprises’
investment in the big data field.

Ron et al. think that the Internet of Things application
development platform is quite popular at this stage. At pres-
ent, bat has basically disclosed its Internet of Things big data
platform architecture, and some information can be queried
from the Internet. There are also many technical introduc-
tions about the Internet of Things big data platform, but
under its mechanism and environmental system, there are
limited things that can be used for reference for traditional
enterprises. Technology ultimately serves the business.
There is no need to pursue progressiveness. Each enterprise
should choose its own technology path according to its own
actual situation [13]. Jiang et al. believed that various tech-
nologies of the existing online framework are relatively
mature and have been applied in different workplaces [14].
However, these technologies are still relatively weak in terms
of performance and user experience. At the same time, there
is no complete set of private platform technical services in
the market, so the purchase price is expensive, and there is
no open source technology framework suitable for scientific
research and small enterprises. However, as an important
part of unstructured data, terminal data has not been well
processed. The transaction record and interactive record data
in unstructured data are mainly used by major enterprises

Data
communication

module

Load balancing
mechanism

Redis caching 
mechanism

Figure 1: Overall design of m-server platform.
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around the world for management and analysis using distrib-
uted systems, while the processing of terminal data types has
not been effectively promoted. For IoT data, tens of millions
of real-time data sent by terminals every day are discarded or
stored without reasonable analysis and eventually become
dead data. Therefore, how to use the existing distributed
methods to solve the problem of the Internet of Things data
is very necessary and meaningful.

Gong et al. believed that in the 21st century, electric
power enterprises have ushered in rapid development. With
the support of modern science and technology, the power
technology upgrading of electric power enterprises has been
realized. Chinese electric power enterprises have made a
series of adjustments to the existing structure and made cer-
tain development achievements [15]. At present, China has
built three nuclear power bases with a total installed capacity
of 8.7 million KW. On the whole, the construction and oper-
ation of China’s power grid are in good condition, showing
an increasing trend both in terms of scale and transmission
and transformation capacity. The new changes in power
economic operation are mainly reflected in the following
aspects: (1) the growth of power generation. With the sup-
port of Internet information technology, the interconnection
of China’s power grid system has been popularized. It not
only increases the exchange frequency of regional power
grids but also optimizes the cross regional allocation of
power resources. In this process, the electricity exchange
mode also presents a diversified development trend. In order
to supply power to power scarce areas and regions, most
power grid enterprises carry out high-power cross regional
and cross provincial power transmission for a long time.
This measure has improved the current situation of power
supply shortage in some areas to a certain extent. (2) Elec-
tricity demand continues to grow. Electricity is closely
related to economic and social development, and the change
of electricity consumption is an important “barometer” of
economic development. With the development of social pro-
duction and enterprises, the demand for electricity is increas-
ing, which is more prominent after the reform and opening
up. (3) The economic benefits of power enterprises grew
steadily. With China’s attention to the development of power
enterprises and the support of China’s policies, the economic
growth of power enterprises is in a sustained and stable state.

3. Method

3.1. Smooth Weighted Polling Algorithm. To realize software
load balancing on the data transmission middle layer plat-
form, algorithms need to be added to ensure that the load
can be evenly distributed. Select one server among multiple
servers as the master server of the load balancing server.
The master server installed with the load balancing server
(Nginx server) provides the only interface between the data
transmission platform and the outside world. The main
function of this interface is to distribute requests to subser-
vers. The Nginx used by the platform is a reverse proxy
server. A smooth weighted polling algorithm is added to
the Nginx server to achieve load balancing [16].

The external requests are processed through the polling
algorithm and then allocated to each subserver in turn.
The polling algorithm is too weak in monitoring the perfor-
mance of the subserver. After the request is allocated, there
will be floating load imbalance. It is improved on the basis
of the polling algorithm, and then, the smooth weighted
polling algorithm is implemented [17].

The flow of the smooth weighted polling algorithm is
shown as follows:

(1) In the process of configuring files, each subserver
needs to be configured with a weight C, which is
fixed. Next, the current weight NC of every subserver
is defined. The initial value of NC is O, and then NC
adjusts it according to polling. The value of NC will
eventually become the key to the selection of
subservers

(2) After the master server receives the external request,
it immediately traverses the subserver. The original
subserver weight NC plus the assigned weight C
refreshes the current subserver weight NC, as shown
in

NC = C + NC ð1Þ

(3) Definition: a new variable P; P is the sum of the
weights C of all subservers, as shown in

P = 〠
n

i=0
Ci ð2Þ

(4) After traversing and polling all the subservers once,
select one of the subservers m, and the current
weight NC of the subserver m is the largest among
all the subservers, as shown in

M =Max NCið Þ ð3Þ

(5) The current weight of the selected subserver m
minus the sum of all subserver weights P refreshes
the current weight value NC of the subserver m, as
shown in [18]

NC =NC‐P ð4Þ

The implementation of smooth weighted polling algo-
rithm is now complete. Adding a smooth weighted polling
algorithm to load balancing can not only distribute the load
services of subservers based on the weight ratio of each
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subserver but also maximize the average distribution of load
balancing. There will be no case that connected requests are
allocated to the same subserver at the same time.

The data transmission server is composed of multiple
cloud servers. The server is divided into three parts: the main
server, the subserver, and the file server. The servers in the
three parts handle different business logic and support dif-
ferent functions. The server responsible for receiving exter-
nal requests is the master server. The master server assigns
requests to the following subservers. The subservers operate

database access and file read/write based on the same file
server [19]. See Figure 2 for the relationship architecture
between various parts of the server.

The weight distribution of the subserver in the four
requests is shown in Table 1. According to the performance
of subserver 1, subserver 2, and subserver 3, the weight of the
subserver in the configuration is 2, 1, and 1, based on the
smooth weighted polling algorithm.

The initial value of the current weight NC of each sub-
server before the first request is sent is {0,0,0}, and the cur-
rent weight NC of the selected subserver for the first
request is {4,2,2}[20]. It can be known that the selected sub-
server is 1 for the first time. After selection, the current
weight NC of the subserver is refreshed to {-4,2,2}. Requests
after the first request follow this rule. When the number of
requests sent is accumulated to 4, the current weight NC of
the subserver will be refreshed to the initial weight NC of
{0,0.0}, and the current weight NC of the subsequent request
subserver will repeat this process. From Table 1, it can be
seen that when each request reaches 4 times, subserver 1 will
be selected twice, while subserver 2 and subserver 3 will only
be selected once, which is consistent with the weight C ratio
of each subserver. If the number of requests is 8, the number
of the selected subserver is {m1, M2, m3, M1, M1, M2, m3,
m1}, and the assigned subserver is not {m1, M1, M1, M1,
M2, M2, m3, m3}. The latter is assigned in a disorderly man-
ner [21]. When the distribution is uniform according to the
rules, load balancing optimizes the server performance to the
greatest extent. Different requests such as files and session
caches of the same client are allocated to different subser-
vers, which will affect the operation. In this platform, the file
server can be used as database step input and static file
storage.

Through mathematical statistical analysis, the corre-
sponding data distribution and probability density can be
obtained, and a threshold about the reference value Z can
be obtained by setting an appropriate proportional value.
Since the data distribution has no obvious characteristics
and influence relationship, starting from the law of central
limit point, it can be considered as normal distribution as
shown in formula (5), and the probability density of P is
shown in

P ~N μ, σ2À Á
, ð5Þ

Primary server

Subserver 1 Subserver 2 Subserver 3

File server

Figure 2: Relationship architecture between servers.

Table 1: Weight of four server requests.

Request
number

NC (before
selection)

Selected
server

NC (after
selection)

1st time {4,2,2} M1 {-4,2,2}

2nd time {0,4,4} M2 {0,-4,4}

3rd time {4,-2,6} M3 {4,-2,-2}

4th time {8,0,0} M1 {0,0,0}
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Figure 3: Data transmission capability for high concurrency
request orders.
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f Avg cð Þ, μ, σ2À Á
= 1ffiffiffiffiffiffiffiffi

2πσ
p exp −

1
2σ2 Avg cð Þ − μð Þ2

� �
:

ð6Þ
Through the theoretical calculation of maximum likeli-

hood estimation, it is obtained as shown in

bμ = P̂, ð7Þ

bσ2 = 1
n
〠
n

i=1
Pi − �P
À Á2, ð8Þ

P̂ = ∑n
i=1Pi
n

: ð9Þ

After estimating two unknown parameters, the distribu-
tion can be calculated according to the standard normal dis-
tribution, as shown in

P − μð Þ
σ

~N 0, 1ð Þ: ð10Þ

The heartbeat data in the data transmission may be
highly concurrent, and the heartbeat data format needs to
be agreed between the terminal and the web server during
the transmission process. This design adopts the Redis cache
mechanism to ensure the cache interaction with the MySQL
database during the heartbeat data transmission. The heart-
beat transmission data format is consistent with that stored
in Redis in the form of key value pairs. In the data format,
WD001 represents the key, and the time is the correspond-
ing time. The heartbeat data is stored in memory, which
makes the data processing speed very fast. The data trans-
mission capability for high concurrency requests is shown
in Figure 3.

3.2. Multisite Configuration of uWSGI. Deploy multiple web
service platforms on the same server to implement multiple
sites (that is, a set of programs that can bind multiple
domain names or subdomain names). Each site has inde-
pendent web services, which can greatly reduce the trouble
of maintaining and updating multiple Django platforms,
save server resources, maximize the sharing and utilization
of server resources, and reduce unnecessary expenses for
enterprises. uWSGI is the most convenient component for
deploying Python sites at present. It is very simple to config-
ure a single site. Deploying multiple sites on the same server
is a little more complicated. The configuration flow chart is
shown in Figure 4. Multiple sites here refer to multiple sites
using the same Nginx and uWSGI main process services,
which are usually distinguished by domain names [22].

Big data planning for energy and power economy: based
on the focus of social and economic development and the
overall strategy of the state grid, with energy and power as
the starting point, power data as the basis, integrating other
external data, big data as the focus, and service economy as
the entry point, the “energy and power economy big data”
system architecture is planned for the government, enter-
prises, and internal [23].

Technical model related to big data of energy and power
economy: (1) energy and power economy big data acquisi-
tion technology. With the wide application of big data tech-
nology, the growth of energy and power big data in quantity
is also huge. Through the application of energy and power
economic big data collection technology, the ultimate goal
is to collect data on the energy consumption characteristics
of different energy and power users and then analyze and
classify customers. Therefore, the data collection to be com-
pleted by this module mainly includes the user’s power con-
sumption, power consumption characteristics, voltage level,
regional characteristics, and other information, as well as
the user’s regional economic conditions, climate characteris-
tics, electricity price policies, and other relevant data infor-
mation that have an impact on the power load. After data
collection, the data can be extracted and input into the big
data platform for later data analysis. (2) Integrated manage-
ment technology for big data of energy and power economy.
After the big data is collected and input into the big data
platform, energy and power enterprises can classify and
manage the data in the big data platform and establish a spe-
cial data set targeted. The accuracy, integrity, and repeatabil-
ity of the data in the data set shall be verified and checked.
The wrong values shall be corrected, the missing ones shall
be supplemented, and the repetitive data shall be sorted
out and deleted. At the same time, the attributes and accu-
racy of the data shall be well managed, and the format of
the data shall be standardized and unified, so as to lay a good
foundation for later data analysis. (3) Analysis and process-
ing technology for big data of energy and power economy.
The analysis and processing technology for energy and
power economic big data is to filter and extract the massive
data information in the database, analyze and manage the
useful information pertinently, and apply the analysis results
to practical work, so as to provide data support and theoret-
ical basis for the production, operation, and other activities
of energy and power enterprises [24]. In the process of anal-
ysis and processing, users can be classified according to their

Begin

Create a virtual
python environment

Modify the uWSGI
startup script

Modify the Nginx
configuration file

Reboot uWSG1 and
Nginx 

End

Figure 4: Configuration flow chart.
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At the same time, different data sets based on regions,
industries, and categories can be established to provide ref-
erence for enterprise decision-making. (4) Presentation
technology of big data of energy and power economy. The
analysis results of power economic big data can be compre-
hensively displayed at different levels and different design
scenarios, and more diversified data representations can be
mined, so as to realize information transmission and
matching between related data and provide value-added
services in economic aspects for enterprises.

3.3. Wireless Bridge. Wireless bridge is the link equipment to
realize the wireless network connection and to realize the
wireless network bridging, that is, to establish a bridge to
transmit data and information among two or more commu-
nication networks. In the link layer, LAN interconnection is
realized to store and forward information, which is used for
long-distance wireless networking between digital devices.

The main working modes of the commonly used wireless
bridges in practice are point-to-point (PTP) and single
point-to-multipoint (PTMP). (1) Point-to-point (PTP) wire-
less bridge equipment is generally composed of a pair of
bridges and a pair of antennas [25]. The two antennas must
be placed in a relative orientation. The outdoor antenna is
connected with the indoor bridge through cables, and the
bridge is physically connected with the network. (2) Single
point-to-multipoint (PTMP) wireless bridge equipment can
interconnect the networks in multiple peripheral areas into
a whole. Its structure is relatively complex. It needs to use
omnidirectional antennas or a large number of wireless net-
work cards and antennas. Point-to-multipoint communica-
tion mode is mainly used in digital oil fields.

In this system, the Breeze ACCESS VL wireless bridge of
Israel ovitone company is used. It adopts OFDM orthogonal
frequency division multiplexing technology and has the
advantages of high throughput, long-distance transmission,
high reliability, anti-interference, and multipath effect,
which meets the needs [26]. It also provides 10/100mbps
Ethernet interface, which has low investment and operation
cost and convenient and fast installation, and its working
principle is shown in Figure 5.

4. Results and Analysis

With the continuous development of modern Internet infor-
mation technology, the traditional power enterprise opera-
tion system can no longer meet the needs of modern
society. It is necessary to establish a strong power grid sys-
tem, and the realization of the power grid system depends
on the support of information technology. As the core com-
petitiveness of power enterprises, excellent informatization

talents are the human guarantee to realize the intelligent
development of power enterprises. However, from the cur-
rent development of power enterprises and the application
status of informatization technology, some of them are still
in a backward state, which hinders the application of artifi-
cial intelligence technology in the power economy. The lack
of effective information feedback and exchange mechanism
has become an urgent problem to be solved in the construc-
tion of power informatization [27].

The Breeze ACCESS VL wireless bridge adopts orthogo-
nal frequency division technology (OFDM). When receiving
data, the transmitter first modulates the data signal, trans-
forms the frequency domain signal into time domain signal
through inverse Fourier transform, and converts the time
domain signal into baseband signal through digital to analog
conversion. The receiver converts its fast Fourier transform
into frequency domain signal of the same frequency and
demodulates it into the original data signal information [28].

The remote bridge sends video data and oil well data col-
lected by RTU module to the central bridge of the monitor-
ing center in the station. The central network bridge is
connected with the industrial control computer through
the switch. The data processing and analysis software
installed in the industrial control computer analyzes and
processes the video data and oil well data and displays the
results on the display screen of the monitoring center.

The Breeze ACCESS VL bridge consists of a base station
central unit Au and a user unit SU. The central unit of the
base station is connected to the backbone Ethernet through
the RJ-45 connector. The user unit SU can be connected to
the backbone Ethernet with RJ-45 connector, or the remote
network can be connected to the central point through the
central unit of the base station, so as to support multiple
workstations.

The base station central unit Au is installed in the base
station to communicate with the user unit (SU). Each base
station central unit includes indoor and outdoor unit parts.
The indoor unit is connected to the uplink equipment
through a standard IEEE802.3 Ethernet 10/100bastt (RJ-
45) interface and to the outdoor unit through a Cat-5 cable.
The outdoor unit is connected to the sector antenna.
According to the actual needs, the system uses a 120° sector
directional antenna to connect to the base station center
bridge, making full use of the spectrum to ensure efficient
and reliable data transmission.

The development of electric power enterprises has cer-
tain particularity. The traditional ideas of enterprise
employees will restrict the efficiency of electric power eco-
nomic operation and management to a certain extent. In
the final analysis, the competition among power enterprises
is the competition of human resources. Therefore, under the
background of market economy, we must innovate the form

Modulation A/D Demodulation

Input
signal

Output
signalIFFT FFT

Figure 5: Working principle of wireless bridge.
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of ideas, learn from the advanced management experience of
the United States and excellent enterprises, and adjust the
internal structure of enterprises to adapt to the development
environment of market economy. Regularly organize enter-
prise employees to receive professional training, and select
personnel with rich management experience and profes-
sional quality in the selection of power enterprise managers.

5. Conclusion

With the deepening of the application of Internet technology
in the energy and power industry, an integrated ecosystem of
energy and power applications will continue to be formed,
and energy and power big data will have richer connota-
tions. The integration and analysis of more internal and
external data of the energy and power industry will make
the energy and power economic big data form an important
value chain effect and promote the generation of new busi-
ness models and consumer service forms. At the same time,
the application of big data in energy and power economy
will also enter a new height with the continuous develop-
ment of big data technology. Electric power economic oper-
ation is related to the national economy and the people’s
livelihood and is an important force for national economic
growth. Electric power enterprises should strengthen the
adjustment of internal management mechanism of electric
power enterprises, optimize resource allocation, and pro-
mote the improvement of economic benefits of electric
power from the aspects of system construction, electricity
price adjustment, information construction, and so on.
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Deep learning approaches have significantly enhanced the classification accuracy of hyperspectral images (HSIs). However, the
classification process still faces difficulties such as those posed by high data dimensions, large data volumes, and insufficient
numbers of labeled samples. To enhance the classification accuracy and reduce the data dimensions and training needed for
labeled samples, a 3D fully convolutional neural network (3D-FCNN) model was developed by including a bottleneck attention
module. In such a model, the convolutional layer replaces the downsampling layer and the fully connected layer, and 3D full
convolution is adopted to replace the commonly used 2D and 1D convolution operations. Thus, the loss of data in the
dimensionality reduction process is effectively avoided. The bottleneck attention mechanism is introduced in the FCNN to
reduce the redundancy of information and the number of labeled samples. The proposed method was compared to some
advanced HSI classification approaches with deep networks, and five common HSI datasets were employed. The experiments
showed that our network could achieve considerable classification accuracies by reducing the data dimensionality using a small
number of labeled samples, thereby demonstrating its potential merits in the HSI classification process .

1. Introduction

The hyperspectral image (HSI) classification process is vital
for the use of hyperspectral remote sensing data. The spec-
tral resolution of HSI data ranges from visible light to
short-wave infrared, with wavelengths reaching the order
of nanometers. By exploiting the spectral characteristics of
HSIs, one can effectively distinguish various objects, which
has enabled the application of HSIs in a wide range of disci-
plines such as agriculture, early warning systems in disaster
management, and national defense. Deep learning models
for HSI classification are well developed. Many techniques,
such as auto encoder [1], deep belief network [2], recurrent
neural network [3], and convolutional neural network
(CNN) models (e.g., the network described by Gu et al.
[4]), are commonly used.

A convolution-related neural framework refers to a typ-
ical approach for deep learning [5–8] and HSI classification.
It employs three types of models for the processing of a vari-

ety of characteristics by the CNN. The first type represents a
1D-CNN that uses only spectral data to extract the charac-
teristics. This method requires a considerable number of
training samples. The second type involves a spatial
characteristics-based approach termed a 2D-CNN. Spatial
characteristics are written by using a sparse representation
method [9]; however, Makantasis et al. [10] developed a
classification framework that uses particular scenes. The
third type refers to the 3D-CNN approach that exploits
spectral and spatial characteristics. It uses information on
changes in local signals contained in spatial and spectral data
without any pre- and postprocessing operations. The 3D
convolution technique was initially employed to process
videos, and it is currently used extensively in the HSI classi-
fication process [11–15]. Other methods are referred to as
hybrid CNNs, and many such approaches have been devel-
oped for various uses [16, 17]. For instance, various hybrid
approaches that adopt 1D-CNN and 2D-CNN were pre-
sented by Yang et al. [18] and Zhang et al. [17].
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Previous studies on HSI classification based on deep
learning have primarily discussed the building of deep net-
works to enhance accuracy. However, the number of train-
ing parameters was proportional to the complexity of the
networks. For instance, approximately 360,000 training
parameters were used in the classification network proposed
by Zhong et al. [19]. Hamida et al. [20] proposed a 3D-1D
hybrid CNN method that employs a maximum of 61,949
parameters. In the network proposed by Roy et al. [21], a
3D-2D hybrid CNN used 5,122,176 parameters. The adop-
tion of such a high number of training parameters makes
it difficult to train the network and is liable to result in over-
fitting. Other key issues also require attention, such as high
data dimensionality, too few training-labeled samples, and
spatial variability of spectral characteristics.

In this study, we present a 3D fully convolutional neural
network (3D-FCNN) model with a bottleneck attention
mechanism. The downsampling and fully connected layers
are substituted by the convolutional layer. A 3D convolution
operation is adopted to replace the commonly used 2D and
1D convolution operations, and a bottleneck attention
mechanism is introduced to the FCNN to maintain end-to-
end classification. A pooling layer is employed for dimen-
sion reduction and the final prediction of the classification
result.

The major contributions of this study are as follows:

(1) The downsampling layer and the fully connected
layer are substituted by convolutional layers, and
multiple datasets are adopted to separately alter the
model and network depth. The developed network

shows improved performance in comparison with
several advanced HSI classification approaches with
deep networks

(2) Network parameters are significantly reduced with-
out adopting the fully connected layer

(3) A bottleneck attention mechanism is added to deter-
mine the latest classification accuracy in a dataset
that includes limited training data. Moreover, the
time consumed by the developed network is signifi-
cantly decreased

The rest of the paper is organized as follows: In Section
2, literature related to CNN is presented; in Section 3, the
proposed 3D-FCNN structure following the bottleneck
attention mechanism is elucidated; in Section 4, the experi-
mental results are presented and analyzed; in Section 5, con-
clusions are drawn, and the direction of future research is
highlighted.

2. Convolutional Neural Network (CNN)

The CNN exploits feature extraction and a weight sharing
mechanism to decrease the number of network training
parameters required; its structure is illustrated in Figure 1.
The working mechanism involves inputting image data
and passing it to the convolutional layer for image feature
extraction. The downsampling layer reduces the features of
the current results. After several cycles of alternating learn-
ing of the convolution and downsampling layers, the data
are acquired via the rectified linear unit (ReLU) activation

PoolingInput

… 

Fully connected

Output

Conv. Conv.
Pooling

…

Figure 1: Convolutional neural network (CNN) structure.
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Figure 2: Convolutional layer working mode.
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function with high-level abstract characteristics. The
acquired abstract characteristics are introduced into a 1D
vector, passed to the fully connected layer, subsequently
passed to the learning of several fully connected layers, and
finally outputted to the classifier to complete the entire clas-
sification of the image.

2.1. Convolutional Layer. The convolutional layer is a vital
component of the CNN. The generation of multiple feature

maps is achieved by multiple learnable filters in respective
convolutional layers for convolution processing of input
image data. The working mode of the convolutional layer
is illustrated in Figure 2. Assuming that X is the input data,
its size is m × n × d, where m × n denotes the spatial pixel
size of X, d is the number of channels, and xi is the i-th fea-
ture of the X feature map. Each layer covers k filters. The
parameters wj and bj can be employed to represent the
weight and offset between the j-th filter and the feature
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Figure 3: Process of CNN training.
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Figure 4: Recognition process based on the 3D-FCNN.
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map. Subsequently, the j-th output of the convolutional
layer is written as follows:

yj = 〠
d

i=1
f xi ∗wj + bj
À Á

, j = 1, 2,⋯, k, ð1Þ

where ∗ denotes the convolution operator and f ð:Þ repre-
sents the activation function adopted to enhance the net-
work nonlinearity.

2.2. Downsampling Layer. The downsampling layer is peri-
odically inserted after several convolutional layers in the
CNN to reduce redundant information in the image data. Net-

work training parameters and the time consumed by network
training are effectively reduced through dimensionality reduc-
tion of the feature map. Moreover, if the input pixel shows a
slight change in the neighborhood, the downsampling layer
exerts its local translation invariance characteristics to ensure
the stability of the network and exerts a certain anti-
interference effect. Average pooling and max pooling are con-
sidered common. To be specific, for the p × p window size field
denoted as S, the average pooling operation is written as follows:

z = 1
F

〠
i,jð Þ∈S

xij, ð2Þ

Channel attention branch Mc (F)
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Global average
pooling Fully connected Fully connected
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Figure 5: Bottleneck attention module.
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where F denotes the number of elements in S and xij is the acti-
vation value at position ði, jÞ.
2.3. Fully Connected Layer. The CNN output is acquired
after the last one or two fully connected layers. Each node
is connected to all the nodes in the previous layer, and the
characteristics extracted after convolution downsampling
are feature fused and subsequently transmitted to the classi-
fier for classification prediction. The classifier is capable of
employing logistic regression, SoftMax, support vector
machine, or sigmoid [22] to be converted into probability
methods. The output of the fully connected layer L is deter-
mined by the weighted summation of the input as well as the
response of the activation function:

ylj = f 〠wl
ji ∗ xl−1i + blj

� �
, ð3Þ

where the j-th output unit yl j of the layer performs weight-
ing and bias calculations and summation on all the output
feature maps of xl−1i of the previous layer, which is obtained
by the f ð:Þ classifier; wl

ji denotes the weight coefficient of

the fully connected network, and bl j represents the bias term
of the l-th fully connected layer.

2.4. Network Training. The training process of the CNN
covers two stages, i.e., forward propagation with low-level
propagation and high-level propagation and back propaga-
tion with high-level propagation and low-level propagation.
Figure 3 presents the entire CNN training process.

The input weight parameters are first initialized to avoid
gradient propagation problems, reduced training speeds,
and consumption of training time. Then, the actual output
is obtained after a series of forwarding propagations (e.g., a
convolutional layer, downsampling layer, and fully con-
nected layer). The error between the actual output value
and the target value is calculated. If the error generated is
not consistent with the expected value, the error is retrans-
mitted to the network for training, and the backpropagation
sequentially calculates the fully connected, downsampling,
and convolutional layers. The weight is updated following
the calculated error value, and the mentioned steps are
repeated until the error is less than the expected value; then,
the training is terminated.

3. 3D-FCNN Structure with a Bottleneck
Attention Mechanism

In this section, a new 3D fully convolutional neural network
model will be presented to overcome difficulties in the pro-
cess of hyperspectral images classification. In this model,

Table 2: Overall accuracy evaluation results for the five datasets derived using different methods.

Class SVM 1D-NN 1D-CNN 2D-CNN 3D-CNN 3D-FCNN

IP 81.27 84.77 86.20 95.27 99.07 99.25

PC 98.22 98.74 98.87 98.90 98.93 99.63

UP 91.54 92.60 93.44 94.07 95.72 99.60

BS 77.83 80.44 88.96 89.72 90.69 97.02

SV 87.01 89.09 92.37 93.00 94.40 96.97

Table 3: Kappa evaluation results for the five datasets derived using different methods.

Class SVM 1D-NN 1D-CNN 2D-CNN 3D-CNN 3D-FCNN

IP 78.61 64.39 84.21 94.64 98.93 99.51

PC 97.50 98.22 98.40 98.51 98.48 99.47

UP 89.07 90.17 91.52 92.25 94.40 99.47

BS 75.14 78.80 88.04 88.26 89.91 96.07

SV 85.48 87.86 91.49 90.22 93.77 96.62

Table 1: Average accuracy evaluation results for the five datasets derived using different methods.

Class SVM 1D-NN 1D-CNN 2D-CNN 3D-CNN 3D-FCNN

IP 73.03 83.89 87.68 96.69 98.66 99.32

PC 94.70 96.18 96.21 97.23 98.57 98.82

UP 90.39 91.48 91.97 96.04 97.34 99.07

BS 80.63 81.05 89.81 90.60 90.97 97.23

SV 90.36 93.38 95.87 96.66 96.90 98.59
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the downsampling layer and the fully connected layer are
replaced with a 3D-CNN, and a bottleneck attention mech-
anism is embedded. The structure of the elementary block
of the developed model is first illustrated, and then the
method by which the block extracts and fuses the character-
istics is elucidated. Lastly, the bottleneck attention mecha-
nism architecture is detailed.

3.1. 3D-FCNN Module.Most HSI classification models based
on CNNs alternately cover multiple convolutional and
downsampling layers, and several fully connected layers.
Network parameters can be significantly reduced with con-
volutional layers instead of fully connected layers. Although
the downsampling layer can increase the translation invari-
ance of the characteristics of the CNN, it slightly improves
the classification performance of the network. The down-
sampling of the pooling layer will give the high-level charac-
teristics a larger receptive field while causing some loss of
local characteristics. Zhang et al. [23] used a convolutional
layer with a step size of 2 to replace the downsampling layer
to improve the network classification performance. The 3D-
FCNN proposed in the present study is used for pixel-level

HSI classification. The main components are 3D convolu-
tion and 3D convolution with a step size of S. The model
is mainly composed of an input layer, a 3D convolution
layer, a 3D convolution layer with a step size of S, and an
output layer. Preprocessing operations during training are
not required. The image cube is composed of pixels in a
small spatial neighborhood (rather than in the entire image)
and directly extracted as the input from the entire spectrum.
The spectral-spatial characteristics are extracted through the
3D-FCNN model. Lastly, the output of the classification
results from the network, that is, the specific HSI classifica-
tion process based on 3D-FCNN, as shown in Figure 4.
The output of the convolutional layer with step size S is rep-
resented as follows:

vxyzl+1ð Þj = f 〠
m

〠
H l+1ð Þ−1

h=0
〠

W l+1ð Þ−1

w=0
〠

R l+1ð Þ−1

r=0
khwrl+1ð Þjmv

xs+hð Þ ys+wð Þ zs+rð Þ
lm + b l+1ð Þj

0
@

1
A,

ð4Þ

where l represents the l-th layer, v represents the output fea-
ture body, and H, W, and R represent the length, width, and

(a) (b)

(c) (d)

(e) (f)

Figure 7: Classification effect diagrams of the IP dataset under the different models: (a) SVM; (b) 1D-NN; (c) 1D-CNN; (d) 2D-CNN; (e)
3D-CNN; and (f) 3D-FCNN.
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spectral dimensions of the feature body, respectively. The
number of convolution kernels in the current layer is j.

The proposed model primarily consists of three steps:

(1) Extraction of training samples. The N ×N × L image
cube is extracted from the HSI with the input size of
H ×W × L, where N ×N denotes the size of the

neighborhood space (window size) and L represents
the number of spectral bands

(2) Spectral-spatial feature extraction based on 3D-
FCNN. The model in the present study substitutes
all downsampling layers with convolutional layers
with a step size of S

(a) (b)

(c) (d)

(e) (f)

Figure 8: Classification effect diagrams of the PC dataset under the different models: (a) SVM; (b) 1D-NN; (c) 1D-CNN; (d) 2D-CNN; (e)
3D-CNN; and (f) 3D-FCNN.
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(3) Classification based on spatial-spectral features. The
characteristics of the last layer, i.e., the 1 × 1 × 1 ×
N tensor, are input into the SoftMax classifier to
acquire the final classification result

3.2. Bottleneck Attention Mechanism Module. The bottleneck
attention module (BAM) [20, 24] is embedded based on the
3D-FCNN classification network. The BAM extracts vital
information from the spectral and spatial dimensions of
the HSI through the channel and spatial attention branches,
respectively, and exploits the characteristics separately with-
out any feature engineering. The end-to-end characteristics
are maintained, and the problem of information redundancy
is effectively solved.

In image processing, the core of the attention mecha-
nism refers to mask learning on the image, injecting infor-
mation from each region into the algorithm, and
improving the region conducive to accuracy improvement.
Figure 5 illustrates the detailed structure of the BAM. For a
given input feature map F ∈ RC×H×W , the BAM derives a
3D attention feature map MðFÞ ∈ RC×H×W , and the feature
map F ′ generated after multiplying and adding the original
input feature map is obtained as follows:

F ′ = F + F ⊗M Fð Þ, ð5Þ

where ⊗ denotes multiplication by the corresponding
elements, and the addition term refers to adding the

(a) (b) (c)

(d) (e) (f)

Figure 9: Classification effect diagrams of the UP dataset under the different models: (a) SVM; (b) 1D-NN; (c) 1D-CNN; (d) 2D-CNN; (e)
3D-CNN; and (f) 3D-FCNN.
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corresponding elements. A residual structure is intro-
duced to the BAM structure to promote gradient flow.
The BAM has two attention mechanism branches, i.e.,
channel attention McðFÞ ∈ RC and spatial attention MsðFÞ ∈
RH×W . The final attention mapping can be illustrated as
follows:

M Fð Þ = σ Mc Fð Þ +Ms Fð Þð Þ, ð6Þ

where σ denotes the sigmoid activation function, and the
space size of the two branches is transformed into
RC×H×W after the addition.

3.2.1. Channel Attention Branch. In the BAM proposed in
this study, a channel attention branch is set to enhance or
inhibit the characteristics of the band. To aggregate the char-
acteristics in each channel, the global average pooling on the
feature map F is employed to generate the channel vector
McðFÞ ∈ RC×1×1. Such a vector masks global information in
each channel. To estimate the cross-channel attention from
the channel vector FC , a multilayer perceptron (MLP) with
a hidden layer is adopted. To save the parameter overhead,
the size of the hidden layer is set to RC/r×1×1, where r denotes
the compression ratio. After MLP inclusion, a batch normal-

ization layer is introduced to regulate the scale to match the
spatial branch output. Accordingly, the channel attention
calculation formula is written as follows:

MC Fð Þ = BN MLP AvgPool Fð Þð Þð Þ
= BN W1 W0AvgPool Fð Þ + b0ð Þ + b1ð Þ, ð7Þ

where W0 ∈ RC/r×C , b0 ∈ RC/r ,W1 ∈ RC×C/r , and b1 ∈ RC .

3.2.2. Spatial Attention Branch. The spatial attention
branch generates a spatial attention map MSðFÞ ∈ RH×W ,
which is adopted to enhance or inhibit characteristics in
various spatial positions. The application of context-
related data is critical for acquiring spatial locations that
require highlighting. Accordingly, a receptive field at a
large scale is required to significantly exploit context-
related data. Thus, cavity convolution is adopted for
expanding the receptive field and enhancing efficiency.
The spatial branch employs the “bottleneck structure”
developed by ResNet [25], thereby saving on the number
of parameters required as well as computation overhead.
To be specific, the feature vector F ∈ RC×H×W merges the
feature map into a low-dimensional RC/r×H×W through
1 × 1 convolution, which is equated with the integration

(a) (b) (c) (d) (e) (f)

Figure 10: Classification effect diagrams of the BS dataset under the different models: (a) SVM; (b) 1D-NN; (c) 1D-CNN; (d) 2D-CNN; (e)
3D-CNN; and (f) 3D-FCNN.
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and compression of the feature map of the channel
dimension. Here, a compression rate identical to that
of the channel attention branch is adopted. After dimen-
sionality reduction, two 3 × 3 hole convolutions are used

to effectively utilize context information. Lastly, a 1 × 1
convolution is adopted for reducing the feature to the
size of R1×H×W space. For scale adjustment, a batch nor-
malization layer is added to the end of the spatial

(a) (b) (c)

(d) (e) (f)

Figure 11: Classification effect diagrams of the SV dataset under the different models: (a) SVM; (b) 1D-NN; (c) 1D-CNN; (d) 2D-CNN; (e)
3D-CNN; and (f) 3D-FCNN.
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attention branch. Accordingly, spatial attention can be
expressed as follows:

Ms Fð Þ = BN f
ð1×1
3

f
ð3×3
2

f
ð1×1
0

Fð Þ
� �� �� �

, ð8Þ

where f is defined as the convolution operation process,
BN is a batch normalization operation, and the super-
script of the convolution operation is denoted as the size
of the convolution filter. Three 1 × 1 convolutions are
adopted to compress the channel dimension, and two 3
× 3 dilated convolutions are used to expand the recep-
tive field to aggregate more context-related information.

3.2.3. Merging of the Two Attention Branches. After the chan-
nel MCðFÞ and the spatial MSðFÞ attention branches are
obtained, these are merged to generate the final 3D attention
feature mapMðFÞ. The summation maps of the attention fea-
ture maps of each branch to the size of R are obtained and are
impacted by the different shapes of the attention feature maps
generated by the two branches. In a range of combination
methods (e.g., summation, multiplication, or maximum value
operations), the corresponding elements act as the operation
method. After the summation, the swish function is adopted
to activate the final 3D attention feature mapping MðFÞ. The
generated 3D attention feature map MðFÞ is subsequently
introduced to the original input feature map F to multiply
the corresponding elements in it and generate the redefined
feature map F ′ as expressed in the formula, i.e., to generate
the BAM-processed feature map.

3.2.4. Swish Activation Function. The swish activation func-
tion refers to a novel type of activation function proposed by
Ramachandran et al. [26] for Google Brain; its formula is
written as follows:

f xð Þ = x ∗ sigmoid xð Þ: ð9Þ

The common activation function in deep learning is the
ReLU activation function characterized by a lower bound,
no upper bound, and smoothness. Swish has a lower bound
and no upper bound similar to ReLU, whereas the nonmo-

notonicity of swish is inconsistent with other common acti-
vation functions. Moreover, swish exhibits both first-order
derivative and second-order derivative smoothness.

3.2.5. 3D-FCNN Model with BAM. The major convolution
part of the model network covers a convolutional layer and
a convolutional layer with a step length of S. The N ×N ×
L image cube of an HSI with the size H ×W × L is extracted
as a sample input of the network. N ×N denotes the size of
the neighborhood space (window size), and L represents the
spectral band number. The type of the center pixel of the
cube acts as the target label. After inputting the data sam-
ples, it first passes through a 3 × 3 × L convolutional layer.
The second refers to a small-structure network covering a
convolutional layer, a convolutional layer with a step size
of S, and an added BAM. The number of times the small net-
work module is superimposed is i. The last attention mech-
anism feature map generated undergoes a 1 × 1 convolution,
global pooling, and fully connected operation. Then, the
SoftMax function is adopted to output the final classifica-
tion. The model is illustrated in Figure 6.

4. Results and Discussion

To evaluate the accuracy and efficiency of the developed
model, experimental processes with respect to five datasets
were created for comparison and verification with other
approaches. For accurate measurements of each approach,
quantitative metrics of Kappa (K), average accuracy (AA),
and overall accuracy (OA) were employed. Here, OA
denotes the rate of true classification of whole pixels, AA
refers to the average accuracy characteristic of all types,
and Kappa indicates the consistency characteristic of ground
truth with the classification result. The higher these metrics
are, the more effective the classification result is.

4.1. Introduction to the Dataset. Five extensively applied HSI
datasets, namely, the Indian Pines (IP), Pavia Center (PC),
Pavia University (UP), Salinas Valley (SV), and Botswana
(BS) datasets, were applied. These datasets are briefly
described below:

(i) Indian Pines (IP): generated by the airborne visible
infrared imaging spectrometer (AVIRIS) sensor in
north-western Indiana, the IP dataset covers 200
spectral bands exhibiting a wavelength scope of 0.4
to 2.5μm and 16 land cover classes. IP covers 145
× 145 pixels and exhibits a resolution of 20m/pixel

(ii) Pavia University (UP) and Pavia Center (PC): col-
lected by the reflective optics imaging spectrometer
(ROSIS-3) sensor at the University of Pavia, north-
ern Italy, the UP dataset covers 103 spectral bands
exhibiting a wavelength scope of 0.43 to 0.86μm
and 9 land cover classes. UP encompasses 610 ×
340 pixels and exhibits a resolution of 1.3m/pixel.
The PC reaches 1096 × 715 pixels

(iii) Salinas Valley (SV): collected by the AVIRIS sensor
from Salinas Valley, CA, USA, the SV dataset covers

Table 4: Performances of different network depths for the 3D-
CNN and 3D-FCNN models.

Model Dataset 3 5 7 9 11

3D-CNN

IP 87.78 99.07 77.69 75.76 73.04

PC 95.62 98.93 97.03 96.22 95.00

UP 93.79 94.01 95.72 95.11 94.25

BS 88.04 90.69 88.96 87.13 85.64

SV 93.08 94.40 94.05 93.33 92.57

3D-FCNN

IP 89.60 99.25 98.51 96.35 95.63

PC 99.33 99.63 99.68 98.72 97.77

UP 94.80 98.25 98.49 98.55 98.41

BS 88.44 96.13 97.02 95.45 94.28

SV 93.76 96.38 96.97 95.87 95.44

11Journal of Sensors



RE
TR
AC
TE
D

204 spectral bands exhibiting a wavelength scope of
0.4 to 2.5μm and 16 land cover classes. SV encom-
passes 512 × 217 pixels and exhibits a resolution of
3.7m/pixel

(iv) Botswana (BS): captured by the NASA EO-1 satel-
lite over the Okavango Delta, Botswana, the BS
dataset covers 145 spectral bands exhibiting a wave-
length scope of 0.4 to 2.5μm and 14 land cover clas-
ses. BS encompasses 1476 × 256 pixels and exhibits
a resolution of 30m/pixel

Deep learning algorithms are data driven and rely on
large numbers of labeled training samples. As more
labeled data are fed into the training, the accuracy
improves. However, more data for training implies
increased time consumption and higher computation com-
plexity. The five datasets used by the 3D-FCNN are the
same as those used by the other networks discussed, and
we set the parameters based on experience. For the IP
dataset, 50% of the samples were selected for training,
and 5% were randomly selected for verification. Since the
samples were sufficient for UP, PC, BS, and SV, only
10% of the samples were used for training, and the
remaining 90% were used as test data. Of the 10% of sam-
ples used for training, 50% (5% of the total) were ran-
domly selected. Accordingly, different models and
different network depths were compared under identical
data conditions. Notably, in the absence of training sam-
ples, the model based on the BAM was capable of main-
taining excellent performance. Thus, in the experiment,

the sizes of the training and verification samples were set
to the minimum level. The IP and SV datasets were
employed for the experimental processes. Owing to the
uneven distribution of the number of types in the IP data-
set, the ratio of training-set : test-set was maintained at
1 : 1. As the number of labeled samples in the SV dataset
is identical among different types, the ratio of training-
set : test-set was maintained at 1 : 9.

4.2. Experimental Settings. To assess the effectiveness of the
model, deep learning-based classifiers (SVM, 1D-NN, 1D-
CNN, 2D-CNN, and 3D-CNN) were utilized to compare
with our proposed framework. Under identical conditions,
comparisons of the generalization ability and nonlinear
expression ability at different network depths were con-
ducted. The BAM added with the parameter r = 5 was
employed in the CNN model. Two other methods, SE-Net
[27] (squeeze-and-excitation (SE)) and frequency band
weighted module [28] (band attention module, (BandAM)),
were also employed. The classification results were com-
pared. To ensure the validity of the experiment, the same
depth was maintained for all involved models, and 10 exper-
iments were carried out to eliminate randomness.

The patch size of each classifier was set as specified in the
corresponding original paper. To compare the classification
performances, all experiments were performed on the same
platform with 32GB of memory and an NVIDIA GeForce
RTX 2080 Ti GPU. All classifiers based on deep learning
were implemented by adopting PyTorch, TensorFlow, and
Keras libraries.
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Figure 12: Performances of the 3D-CNN and 3D-FCNN models with each dataset at various depths.
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4.3. Experimental Results. For SVM, 1D-NN, 1D-CNN, 2D-
CNN, and 3D-CNN, the same architecture and parameter
settings as in the present study were used. For those settings
that are not explicitly given in the present study, we used
commonly used values in the HSI classification (for example,
the merge span is 2). Detailed analysis results are presented
in Tables 1–3. The classification effect diagrams of various
datasets under different models are presented in Figure 7
for IP, Figure 8 for PC, Figure 9 for UP, Figure 10 for BS,
and Figure 11 for SV.

Our 3D-FCNN network replaces the downsampling
layer and the fully connected layer with a CNN, which
reduces the network training parameters, consumes less
training time under identical conditions, and has a higher
convergence speed, thus showing better overall performance.
Furthermore, the model developed in the present study has
the best classification performance with a classification accu-
racy of 99.63% and minimum classification error based on
the three evaluation criteria. Adopting CNNs to replace the
downsampling layer and the fully connected layer is sug-
gested as a potentially feasible approach for training the deep
network.

The number of network model layers (depth) is another
critical parameter that should be considered. In the case of a
fixed input data cube size, different network layers are
employed for multiple datasets to further demonstrate the
impact of the depth parameter on the classification results.
The experimental processes were performed on the datasets
and compared with the 3D-CNN model under identical con-

ditions. The number of layers was 3, 5, 7, and 9. Table 4
shows the comparative results. Figure 12 presents the perfor-
mances of the two models on the respective datasets at var-
ious depths.

The results show that, regardless of depth, the model
developed in this study outperforms the 3D-CNN model.
The 3D-FCNN model developed in the present study has
better performance generalization and nonlinear expression
abilities under identical conditions.

Figure 12 shows the results of different network depths.
Overall, the network is better with increasing depth. Fur-
thermore, increasing depth facilitates extraction and classifi-
cation using more advanced functions. However, the results
of our model are not proportional to the depth of the net-
work, as the architecture of the developed model balances
performance and cost by selecting the optimal network
layer.

An optimized FCNN acts as the basic network. The net-
work does not perform any operations and directly performs
classification. The other three methods use different band
weighted inputs, including the BandAMmodule, SE module,
and the BAM proposed in the present study. Tables 5 and 6
present the specific analysis and comparison. The classifica-
tion effect diagrams of various datasets under different mod-
ules (Figure 13 for IP and Figure 14 for SV) are illustrated.

In this study, we explored a novel and effective 3D-
FCNN for HSI classification. On this basis, we embedded a
module for the extraction of spectral and spatial features.
Compared to the latest network, the most significant

Table 5: Classification effects of different modules on the IP
dataset.

Class
3D-

FCNN
SE+3D-
FCNN

BandAM+3D-
FCNN

BAM+3D-
FCNN

1 53.33 100 52.27 100

2 82.74 98.10 99.19 95.49

3 59.61 98.04 88.09 98.66

4 64.68 100 80.89 97.65

5 67.78 27.93 94.12 97.47

6 99.03 99.11 98.70 98.93

7 0 96.15 74.07 100

8 94.29 100 100 100

9 0 88.89 73.68 94.44

10 94.24 94.27 79.74 97.60

11 90.09 99.25 97.13 99.91

12 67.12 95.79 82.77 98.88

13 99.01 100 91.79 100

14 97.60 99.05 99.50 99.03

15 89.79 97.45 92.64 99.42

16 65.22 100 100 98.81

OA
(%)

82.29 93.01 93.66 98.54

AA
(%)

71.00 93.36 88.13 98.51

Kappa 79.64 91.98 92.75 98.33

Table 6: Classification effects of different modules on the SV
dataset.

Class
3D-

FCNN
SE+3D-
FCNN

BandAM+3D-
FCNN

BAM+3D-
FCNN

1 100 98.99 100 100

2 100 100 100 100

3 100 99.90 100 100

4 100 100 99.76 98.49

5 94.19 95.44 99.75 99.96

6 100 98.55 100 100

7 100 100 100 99.76

8 99.93 97.65 100 99.08

9 100 100 100 100

10 99.97 99.32 100 100

11 100 99.62 100 100

12 100 96.59 100 99.78

13 100 98.90 100 100

14 99.90 99.72 99.79 100

15 79.80 93.39 91.48 99.96

16 99.94 99.94 100 100

OA
(%)

96.88 98.05 98.83 99.73

AA
(%)

98.27 98.59 99.39 99.81

Kappa 96.52 97.83 98.70 99.70
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Figure 13: Classification effect diagrams for IP dataset of different modules: (a) ground truth; (b) 3D-FCNN; (c) SE+3D-FCNN; (d)
BandAM+3D-FCNN; and (e) BAM+3D-FCNN.

(a) (b) (c) (d) (e)

Figure 14: Classification effect diagrams of the SV dataset of different modules: (a) Ground truth; (b) 3D-FCNN; (c) SE+3D-FCNN; (d)
BandAM+3D-FCNN; and (e) BAM+3D-FCNN.Tables 5 and 6 indicate that the proposed BAM considers spatial and spectral
information, and it significantly improves classification performance. The 2–3% improvement in each standard demonstrates that the
proposed BAM is effective. For HSI classification, the proposed BAM can be considered a plug-and-play supplementary module for most
mainstream CNNs.
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advantage of the proposed network is that it requires only a
small number of network parameters to achieve considerable
classification accuracy, in which an end-to-end classification
mechanism is maintained. The proposed network uses vari-
ous training strategies to help it converge better and faster
without causing a computational burden.

5. Conclusions

The results of our study suggest the following:

(1) Deep networks that adopt spectral and spatial char-
acteristics achieve significantly higher classification
accuracy than deep networks that adopt only spec-
tral characteristics. The results prove that the BAM
is beneficial to HSI classification

(2) Deep learning performs well in several remote sens-
ing fields. However, the trend to make the network
more complex and deeper adds several parameters
to the training process. With the inclusion of more
parameters, the model can exhibit better classifica-
tion capabilities. The results of the present study
showed that this attempt has successfully reduced
the network parameters and the loss of data infor-
mation. That is, the developed method successfully
replaces the downsampling layer and the fully con-
nected layer with a convolutional layer. Further-
more, the experimental results show that the
proposed network exhibits a high generalization
ability and classification performance irrespective of
its depth

Suggested improvements to the present study in the
future are as follows:

(1) Application of the developed framework to HSIs in
specific areas, such as forest resources observation
and agricultural production management, other than
the open-source datasets considered here

(2) The methods applied in the present study are all
supervised. Semisupervised or unsupervised
methods can be adopted using the considered lim-
ited data and achieve relatively higher performance
with less labeled data

(3) The reduction in the training time poses an attrac-
tive challenge and needs to be addressed
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In order to better improve students’ English performance and adapt to the progress in the age of science and technology
faster, the author proposes an online English teaching system method based on Internet of Things technology. The author
studies the English SPOC teaching mode and constructs a multimedia teaching system based on the Internet of Things
technology, improve the teaching system, and improve and learn the teaching mode, to achieve the improvement of the
quality of English teaching. Experimental results show that under the author’s method, students’ scores on both the
written and oral exams are about 10 points higher than those in the traditional teaching method. Conclusion. The online
English teaching system based on Internet of Things technology can effectively improve students’ English performance and
allow students to better control their own progress.

1. Introduction

Online English teaching is a type of teaching and learning
strategy developed with the support of network technology
that has created a form of teaching English in college [1].
Now, colleges and universities can follow the schedule and
practice teaching English online. However, due to the cur-
rent situation of teaching English online in college, there
are some issues that affect the effective use of English online
at home. Therefore, in the new era, English college students
are aware of the cost, advantages, and current situation of
using English language training online. English language
courses are used in colleges and universities, as well as online
English courses to help college students learn English and
increase the self-confidence of their students and instruc-
tions for colleges and universities.

The concept of the Internet of Things was first intro-
duced in 1999 at the International Conference on Mobile
Computing and Networking in the United States: “sensory
networks are the development of humanity, in the coming
years” [2]. Therefore, the concept of the Internet is planned:
the use of wireless communication technologies such as
RFID (Internet of Things) to connect everything in the

world to the Internet on the basis of the Internet, fully intel-
ligent characters, and the exchange of information products
[3]. Combining the importance of many countries and tech-
nological advances, new technology research and the Inter-
net of Things created by various information technologies
are important.

At present, the teaching of Internet of Things technology
relies heavily on theoretical and informational training,
which includes the characteristics of Internet of Things
teaching methods [4]. The course is based on personal tools,
and there is no integration of learning, which does not
require students to have a good understanding of the “Inter-
net of Things” technology. Therefore, based on IoT technol-
ogy, it is possible to improve research on teaching English
online, overcome the disadvantages of internet-based learn-
ing, and ultimately teach better.

2. Literature Review

Today, with the development of “Internet of Things Tech-
nology,” colleges and universities have begun to develop
online English language courses, and the advantages of these
standards are as follows.
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2.1. College Students Become Competent. Follow online
English instruction in colleges and universities, encourage
college students to become training centers, design online
English instruction around college students, play full-time
college students, follow online English instruction, and
access information content, by practicing. It can be said that
the use of online English courses in universities can make
college students an integral part of their education. This is
a creative approach to the new curriculum to make college
students an integral part of classroom learning. The use of
online English language training in universities can change
the mindset of college students, shift college students from
passive learning to informational knowledge, and enable col-
lege students to acquire English language knowledge and
information.

2.2. Provide a Wealth of Educational Resources. The imple-
mentation of online teaching of English in colleges and uni-
versities provides rich educational resources for English
course teaching and broadens the horizons of college stu-
dents’ English knowledge, so that college students can learn
English courses well. For example, in response to the lack of
cultural information in English language acquisition, the
implementation of online English teaching provides rich cul-
ture for English teaching, including information on British
and American culture and local culture. At the same time,
the teaching mode of college English courses based on
English online teaching and the information resources in
the network platform are rich, in order to meet the diverse
and personalized demands of college students in English lan-
guage learning, so that college students can cultivate the core
literacy of English subjects under the support of a lot of
information [5]. For example, resources such as micro-
courses, microvideos, and MOOCs enrich English education
information and provide guarantees for the use of English
teaching resources in colleges and universities.

2.3. Promoting the Study of College Students with Rules to
Follow. The use of online English language programs in col-
leges and universities supports the learning of college stu-
dents. Under the auspices of technology, “teaching
English” develops online English courses for college stu-
dents, such as listening to English, reading in English, listen-
ing in English, and working in English, to enhance the
independence and knowledge of college students. English
classes: when college students take online English courses,
teachers can obtain online course materials from college stu-
dents, gain a clear understanding of college students, and
develop good curricula and standards for teaching English
online and offline. Instructions: in addition, online educa-
tion for college students has rules to follow, and these
courses can be used to plan college student assessments,
guide college students, and support the development of col-
lege students. However, there are still some difficulties in
teaching English online, and the main problem is the inabil-
ity to guarantee training. It is not possible to confirm the
existence of problems affecting online English language
teaching in universities and colleges, and as a result, English
language programs are being used. The ability to teach

English online in colleges and colleges is weak. Teaching
English online at college is one of the most technologically
and computer-based courses available, and it is influenced
by the personal circumstances of college students and their
reluctance to teach English online. Unnecessary classrooms
and game situations for college students often affect the per-
formance of online disciplines that “slip” in performance,
and the effectiveness of online English teaching in colleges
and universities cannot guarantee the effectiveness of online
English teaching in colleges and universities.

IoT research is not just about using the early moments of
the global IoT wave. It is one of the few countries in the
world that has done research before. It has similarities to
its international neighbors, and after a long period of hard
work, in October 2009, it announced the launch of Tangxin,
Mongolia’s first Chinese chip. The successful completion of
the No. 1 chip is a sign that our country has overcome the
vital technology of the Internet of Things and entered the
international arena and that some technologies are at a crit-
ical stage. China is also one of the few countries in the world
to produce one of the national leaders in the development of
international standards in the field of sensor networks [6–8].

Based on this research, the author has developed an
online English language course based on the Internet of
Things technology [9, 10]. For example, in college, the
author studies the SPOC format of English art, develops a
comprehensive curriculum based on Internet of Things
technology, develops measurement tools and standards, tea-
ches English online, improves real-time online English lan-
guage teaching, and improves teaching quality [11, 12].

3. Research Methods

3.1. The Deconstruction of Traditional College English
Teaching by the SPOC Teaching Mode of College English.
“Improving student English” and “improving student
knowledge” are the main goals of college English courses.
Depending on the curriculum, the required courses and elec-
tives are a key component of college-level English courses.
When it comes to teaching, most colleges and universities
accept the “read, write + audio-visual” mode and use com-
puters and multimedia projection devices to teach in the
classroom. However, due to the important “battle” of the
education of English students in college, college English clas-
ses face many challenges. For example, a large number of
students, classroom instructors, and teachers play a key role,
and test-oriented instruction is the key. In the long run, the
introduction of college English into CET-4 and CET-6 and
the increase in CET-4 and CET-6 equivalence have become
important standard for measuring the strengths and weak-
nesses of learning English in college. For college and univer-
sity teachers, the CET-4 and CET-6 scores are the most
important criteria for determining the English language pro-
ficiency of college students, interest in English, primary edu-
cation, and low-value education. We use the concept of
reform to reevaluate the English language teaching process
in college, based on the inadequacy of traditional English
language teaching in college. The word “deconstruction”
comes from the philosophical thought of the postmodernist
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philosopher Derrida, “deconstruction.” Dismantling is not
about breaking down or disassembling, but about studying,
understanding, and rebuilding the structure of the product.
Unpacking the traditional teaching methods used in the
SPOC curriculum of the English college will not only com-
plete the traditional classroom training but also evaluate
and reflect its concepts, procedures, and issues in order to
create a new model of the English language school, teaching,
supporting English language development, and improving
the quality of teaching [13].

3.2. SPOC Teaching Mode of College English in the Era of
“Internet +.” The purpose of the research on SPOC teaching
mode of college English is to deconstruct and reconstruct
college English classroom teaching, make up for the insuffi-
ciency of traditional classroom teaching, reconstruct stu-
dents’ English learning process, and innovate effective
English learning mode. The SPOC teaching mode of college
English includes three core components: “online indepen-
dent learning,” “classroom guidance,” and “mobile micro-
learning”; the frame design is shown in Figure 1.

3.2.1. Online Self-Learning. “Online independent learning”
means that students watch online course teaching videos
before class, complete in-class quizzes and module assign-
ments, and can post for help or communicate with class-
mates and teachers online in the discussion area of the
online course platform. The teaching videos watched by stu-
dents in online self-study are several microlecture videos
about 20 minutes in length, covering background knowl-
edge, structural analysis, article comprehension, difficult
sentence analysis, vocabulary learning, and cultural intro-
duction; learning resources are more diversified, three-
dimensional, and enriched. During the video viewing pro-
cess, students can pause, watch back, or watch any knowl-
edge point repeatedly, to realize the efficient transmission
of information. Online self-learning enables students to truly
become the main body of learning, prepare for language
input for participating in classroom guidance, and make

their learning methods more autonomous, active, and inter-
active. It should be noted that the content of online courses
is not a simple process of digitizing paper textbooks. Teach-
ing videos are based on the content of textbooks, combined
with the advantages of classroom teaching, and based on
the teaching team’s years of teaching experience, a system-
atic and reasonable integration of learning resources. In
addition, using SPOC technology, students’ learning process
and learning behavior can be recorded and supervised,
which effectively guarantees the integrity of students’ learn-
ing. Students will receive appropriate feedback after com-
pleting quizzes and module assignments to maintain
continuity of student learning. Online learning is not an iso-
lated process, students and teachers can ask questions,
answer questions, share learning experiences, and conduct
interactive exchanges at any time. The SPOC model gives
full play to and extends the teaching of language knowledge
in traditional classroom teaching, expands the form and
connotation of language learning, and makes the learning
process more lively and interesting [14].

3.2.2. Mobile Microlearning. In the era of “Internet +,” the
Internet is becoming more and more popular, and mobile
intelligent terminals such as smart phones and tablet com-
puters allow us to use the Internet to obtain and transmit
information anytime, anywhere, and become a new mode
of information acquisition [15]. Mobile microlearning is
the continuous development of new mobile technology, a
microlearning model that facilitates learning with the aid
of mobile terminals. The mobile microlearning in this
study is a new educational method based on WeChat soft-
ware and WeChat public platform. WeChat is a multiplat-
form, multimedia mobile social software launched by
Tencent in 2011. It is undeniable that since the launch
of WeChat, it has gradually become one of the main
means of communication in modern interpersonal com-
munication due to its convenience, simplicity and ease of
operation, and multidimensional interactivity. After online

College english SPOC
teaching mode 

Online self-learning Classroom guidance Mobile micro-learning

Watch video Complete
the exercise

Exchange
information

Assign
a task
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number
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difficult points

Group
presentation

Discuss

Figure 1: College English SPOC teaching mode.
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self-learning and classroom guidance, teachers use WeChat
personal clients and WeChat public platforms to push
multimodal learning resources that integrate text, pictures,
sounds, and videos to students. Before class, teachers can
use the QR code generation software and generate a QR
code for the course learning materials for students to
download at any time. After class, teachers and students
use WeChat groups to exchange learning content to
achieve multiple interactions between teachers and stu-
dents and between students. Teachers and students can
also use the circle of friends to share learning resources.
Mobile microlearning is an experience and expansion of
online self-learning and classroom guidance, and it is also
a useful supplement to it. Compared with the one-way
knowledge transfer mode of traditional classroom teach-
ing, mobile microlearning, with its mobility and immedi-
acy, has created a new multidimensional interactive
learning platform. In addition, rich learning resources
and timely communication and feedback strengthen the
breadth and depth of students’ knowledge internalization,
which greatly promotes students’ understanding and con-
solidation of the knowledge they have learned. Vivid pic-
tures, video materials, etc. bring visual and auditory
multisensory experience, which helps to stimulate students’
interest in learning and improve learning efficiency.

3.3. Principles of IoT Technology. The basic architecture of
the Internet of Things can be represented from the bottom
up as the perception layer, the network layer, and the
application layer, as shown in Figure 2. The IoT formula
is shown in

NSID − IOTð Þ + NB − IOTð Þ + OID − IOTð Þ = IOE
IOE

∗N = IOT:

ð1Þ

Perception layer: it mainly completes the process of

information collection and uploading the collected infor-
mation, that is, in order to collect the information of
“things” anytime and anywhere through information sens-
ing devices such as RFID, bar code, GPS, and infrared sen-
sor, upload it to the upper end, and make preparations for
information transmission [16].

Network layer: it mainly completes the all-round trans-
mission of information, which plays a linking role in the
entire Internet of Things. It is to integrate various access
devices with existing networks with different transmission
properties and communication protocols, such as the Inter-
net and mobile communication networks, and upload the
information collected by the perception layer to the upper
layer through network nodes in real time and accurately [17].

Application layer: it mainly completes various practical
applications such as intelligent identification, positioning
tracking, monitoring, and management. It is to perform
computational processing and scientific decision-making
on the information collected by the perception layer. Accu-
rately and intelligently realize services for customers from
all walks of life [18].

3.3.1. Key Technologies of the Internet of Things. It corre-
sponds to the basic framework of the Internet of Things.
Its technical system includes perception layer technology,
network layer technology, application layer technology,
and public technology, as shown in Figure 3. The percep-
tion layer technology mainly includes sensor technology,
automatic identification technology, wireless transmission
technology, middleware technology, ad hoc network tech-
nology, and collaborative information collection technol-
ogy. Network layer technologies include mobile
communication network technology, Internet technology,
next-generation bearer network technology, and M2M
wireless access technology. The application layer technol-
ogy mainly includes the support platform sublayer (public
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Aviation support Environmental
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Military
application

Cloud computing platform Information base platform Industry application platform

The Internet Mobile
communication network Telecom network

Network management centerInformation Center
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Sensor gateway
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Access gateway

Intelligent terminal

Application
layer

Network
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Figure 2: IoT architecture diagram.
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middleware, cloud computing, etc.) and the application
service sublayer (industry applications such as intelligent
transportation, intelligent logistics, and intelligent power).
Common technologies refer to technologies related to each
layer throughout the entire IoT technology architecture,
including IoT security technologies, network management
technologies, identification and resolution technologies,
and QoS management technologies [19, 20].

3.3.2. The Relationship between the Internet of Things, Sensor
Networks, and Ubiquitous Networks. As the name suggests,
sensor network is a network composed of sensors, which is
a narrow understanding of sensor network. This type of net-
work uses the perception modules of various sensors to col-
lect information on environmental factors. Transmission is
carried out through self-organizing networks, but this type
of network is only good at collecting signals and is weaker
than identifying objects. If you want to achieve network
transmission, you also need to use other network access
methods and modules. With the development of science

and technology, people’s ability to understand things has
improved; today, the generalized sensor network is not only
the main task of information collection and processing. It
can also realize the interconnection between subjects. The
Internet of Things has more information collection methods
than the narrow sensor network, and the access network is
more flexible than the general sensor network, and the infor-
mation processing capability is far stronger than the narrow
and broad sensor network. It can be said that the sensor net-
work is one of the links in the realization of the Internet of
Things ubiquitous network. According to the ITU-TY2002
recommendation, it refers to a network that enables autho-
rized individuals or devices to access services and communi-
cate as quickly as possible when needed; in short, the
ubiquitous network is the integration of various existing sen-
sor networks, the Internet of Things, the Internet, and tele-
communication networks; it integrates perception,
identification, calculation, control, extensive connection,
and deep communication to realize 4A (Anytime, Any-
where, Anyone, Anything) interconnected communication.
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Network management
technology

ID parsing technology
QoS management

technology
…

Application
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Smart
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Figure 4: The relationship between IoT, sensor network, and ubiquitous network.
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There are differences and connections among the Inter-
net of Things, sensor networks, and ubiquitous networks,
as shown in Figure 4.

3.4. Design of Multimedia Teaching System Based on
Internet of Things Technology

3.4.1. System Architecture. The multimedia teaching system
based on Internet of Things technology consists of two parts:
hardware part and software part. As we all know, most of the
current application systems are hardware systems with
single-chip technology as the core. However, a system con-
sisting only of hardware can only be a bare system or a sys-
tem whose functions are not maximized and optimized for
application. Therefore, the multimedia teaching system
based on the Internet of Things technology is the integration
of computer technology, network technology, digital signal
processing technology, data sensing and acquisition technol-
ogy, automatic control technology, and intelligent technol-
ogy. The specific structure is shown in Figure 5.

3.4.2. Hardware System Composition

(1) System management center: the main hardware is a
computer, a display device, and a data processing
server

(2) Support system network: it is completed by the orig-
inal teaching classroom network, and a wireless
(WIFI) network is formed

(3) Classroom Internet of Things multimedia teaching
system

(1) Multimedia teaching system equipment

Classroom multimedia teaching system equipment con-
sists of computer, wired and wireless pickup equipment,
audio amplification equipment, video and audio signal
switching equipment, display equipment, and signal source
playback equipment. Each media device is embedded with
TCP/IP communication interface and protocol and device
function data detection and acquisition module.

(2) The classroom teaching recording system is mainly
classroom teaching recording and broadcasting
equipment, such as cameras, video and audio signal
digital processors, recording and broadcasting
servers, and storage devices. With the development
of education, informatization, individualization,
and autonomous learning have become more prom-
inent in teaching and learning; digital teaching
resources will be the key construction work of each
school in the future; therefore, the Internet of Things
multimedia teaching system is not only an
information-based teaching system but also a teach-
ing resource production system

(3) Multimedia equipment network switching system

The multimedia equipment network switching system is
mainly composed of two parts:

(i) General network switching and routing equipment,
and each classroom completes the internal subnet

(ii) The internal wireless WIFI network completes the
link of the system wireless access equipment, such
as mobile operation control, wireless pickup, and
wireless amplification and other equipment
interconnection

(4) Mobile management system

The mobile management system is mainly composed of
mobile terminal devices, such as iPad, mobile tablet, portable
tablet terminal, and smart phone.

The author selects the university experimental class and
the control class as the experimental objects and tests the
reliability of the English online teaching system by compar-
ing the teaching results.

4. Results and Discussion

After nearly one semester of experimentation of the
online English teaching system based on Internet of
Things technology, under the premise that the teaching

System management platform

Classroom teaching servicesIoT service management Mobile service management

Classroom internet
of things

Multimedia
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Classroom internet
of things

Multimedia
teaching system 2

Classroom internet
of things

Multimedia
teaching system N

Classroom internet
of things

Multimedia
teaching system N+1
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Figure 5: The structure of multimedia teaching system based on Internet of Things technology.
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hours of the experimental class and the control class are
equal, we conducted the same written test and oral test
for the two classes at the end of the semester; the test
results are shown in image 6.

From Figure 6, we can see that, under the author’s
method, the results of the written test and the oral test in
the experimental class are about 10 points higher than the
control, which shows that the use of the author’s method is
of great help in improving students’ English performance.

5. Conclusion

In today’s era, with the development of Internet of Things
technology, colleges and universities have begun to develop
online English teaching models; the author proposes a
method of English online teaching system based on Internet
of Things technology. This method analyzes the English
SPOC teaching mode and constructs a multimedia teaching
system based on Internet of Things technology, to improve
students’ awareness of Internet of Things technology, so as
to improve students’ English performance. The experimental
results show that under the author’s method, the students’
scores in the written and oral tests are about 10 points higher
than those in the traditional teaching method; it shows that
adopting the author’s method is of great help to the
improvement of students’ English achievement. The online
English teaching system based on the Internet of Things
technology has great application potential and development
space.
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The data used to support the findings of this study are avail-
able from the corresponding author upon request.
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In order to meet the communication requirements of photoelectric hybrid network architecture, a research based on cloud
computing and big data technology is proposed. The main content of this study is based on the analysis of cloud computing
and big data technology, through the study of technical characteristics, using topological optical link with bypass data structure
and other methods, and finally through experiments and analysis to build the research means of cloud computing and big data
technology. The experimental results show that the weights of optical links are 60, 50 and 20, respectively. When the weights
of optical links become smaller, node B reaches the paths of the six destination nodes. More paths can be transmitted through
optical links, and the size of the range of nearby links can be controlled, which is feasible for the photoelectric hybrid network
structure. Conclusion: The research based on cloud computing and big data technology can meet the needs of photoelectric
hybrid network structure in communication.

1. Introduction

Photoelectric hybrid network communication is a major
technical support for the networking of the Internet of
Things at present. The networking technology of photoelec-
tric hybrid communication has been developed quite well
[1]. Photoelectric hybrid refers to the use of optical fiber,
and wire as signal transmission tools, mixed information
transmission through this way of information, often has
relatively high accuracy, and the efficiency of information
transmission will become very fast. This is a great fit for
the networking technology of the Internet of Things, which
is to use all kinds of useful information to coordinate all
kinds of things, and this technology is often used in the
delivery industry, retail industry, and other industries that
have large warehouses. Through the application of the
Internet of Things technology, the deployment of all kinds
of products will become very convenient. In the past, the
Internet of Things was built only by electrical signals, not
optical fiber and optical signals. Now, after the development
of photoelectric hybrid communication Internet of things

networking technology, the current Internet of things
networking can effectively apply photoelectric hybrid com-
munication technology.

The advantages of photoelectric hybrid network lie in
the high efficiency and accuracy of signal transmission.
The Internet of Things networking technology of photo-
electric hybrid communication uses both optical signals
and electrical signals to transmit information, which is
naturally more efficient than the single application of a
certain signal [2]. In addition, due to mixed communica-
tion, when a certain signal transmission medium fails,
another signal transmission mode can replace it well, thus
having the opportunity to troubleshoot the other medium
without affecting the normal use of the Internet of Things.
In order to give full play to the great advantages of
photoelectric hybrid communication technology, these
two aspects should be the starting point and the technical
professionalism should be improved. Although this kind of
technology has great advantages, but because of the rela-
tively high threshold for the application of this kind of
technology, many of the Internet of Things that have been
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applied this kind of technology can not meet the actual
needs of professional use. Therefore, we need to further
improve the professionalism.

In the application process of photoelectric hybrid
network, there are several technical points that must be
solved. At present, the construction of optical fiber and
the construction of the Internet of things are two key points
[3].The reason why the Internet of Things networking tech-
nology of photoelectric hybrid communication is more
effective is that it applies optical fiber to transmit informa-
tion, while the construction of the Internet of Things is
another difficult problem. Therefore, relevant personnel
should focus on these two technical points to carry out
the application of the Internet of Things networking tech-
nology of photoelectric hybrid communication, as shown
in Figure 1.

2. Literature Review

In the current social development, in order to give full
play to the advantages of photoelectric hybrid communica-
tion Internet of Things networking technology, it is neces-
sary to improve the professionalism of this technology as
much as possible. Firstly, a detailed analysis of user needs
is conducted to optimize the photoelectric hybrid commu-
nication Internet of Things networking technology, so as
to build a more professional Internet of things platform
[4]. The Internet of Things required by Internet sales
and entities is essentially the same, but surely there are
some details that require more specialized technical means
to ensure its actual effectiveness. Therefore, a professional
Internet of Things platform should be established accord-
ing to the needs of different industries. A professional
Internet of Things platform can undertake more informa-
tion transfer tasks and provide users with richer functions
In this way, users will have more trust in the Internet of
Things networking technology, and accordingly, the reli-
ability of the Internet of Things networking technology
in China will be greatly improved, so as to play a greater
advantage.光 Electric hybrid Internet of Things network-
ing technology is a key support technology for many
industries at this stage. If there is no development of
Internet of Things networking technology, the online sales
industry and the physical retail industry will not be able to
get rapid development, which shows the importance of
Internet of Things networking technology. Therefore, we
need to carry out in-depth research and discussion on
photoelectric hybrid Internet of Things networking tech-
nology, in order to develop a more advantageous Internet
of things platform and better serve the public. This paper
mainly focuses on the development of Internet of Things
networking technology advantages technical points to
improve security. This paper analyzes the problems in
expanding the application scope and summarizes several
measures to better apply the photoelectric hybrid Internet
of things networking technology, hoping to bring certain
help to the relevant institutions and personnel.

Aiming at the above problems, in order to meet the
communication requirements of photoelectric hybrid net-
work structure, a research based on cloud computing and

big data technology is proposed [5].The main content of
this study is based on the analysis of cloud computing
and big data technology, through the study of technical
characteristics, using topological optical link with bypass
data structure and other methods, and finally through
experiments and analysis to build the research means of
cloud computing and big data technology. The structure
design of opto-electronic hybrid network and the transmis-
sion control of opto-electronic hybrid network realize the
common transmission of data in optical domain and elec-
trical domain. The performance evaluation is carried out
by using simulation tools. The results show that compared
with the traditional electrical domain network, the network
designed in this paper has higher transmission perfor-
mance, less congestion, and higher system throughput.
The research based on cloud computing and big data tech-
nology can meet the needs of photoelectric hybrid network
structure in communication.

3. Research Method

3.1. Cloud Computing and Big Data Technology Research

3.1.1. Technical Characteristics of Cloud Computing and Big
Data Technology. Cloud computing technology breaks
through previous computing concepts and fully subverts
the definition of time and space. Meanwhile, it virtualizes
computing resources and computing requirements. In the
process of computing, its operating environment and oper-
ating platform can be migrated and expanded anytime and
anywhere, and data can also be backed up [6].

The computing capacity of cloud computing is extremely
powerful. With the computing function of related servers,
the computing requirements can be adjusted and upgraded
anytime and anywhere. Meanwhile, the virtual computing
mode can be expanded to meet the demand for more com-
puting capacity.

Capability deployment cloud computing can be created
according to established requirements to meet specific
requirements of directional software. It can integrate data
for different databases and deploy data according to different
computing requirements. It can realize multidomain inte-
gration of user requirements and platform functions with
the help of cloud computing technology.

Super high flexibility in cloud computing in today's
Internet application process is mostly based on software
technology, hardware equipment, and other related content
to calculate and comb. The relevant representatives are the
network storage, software development, and data structures.
Personalized management of virtual resource pools in the
cloud system can not only meet the basic environment of
different system configurations, but also obtain high-
quality computing capabilities [7].

High safety cloud, albeit with the help of network com-
puting resources of the cloud server data computing, but
does not affect the normal operation of the cloud server,
when supplying the service function of server problems at
the same time, also can use virtualization technology, the
computing tasks, and the requirement of the first degree
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distribution computing tasks and ensure complete corre-
sponding computing tasks in other server. In addition, the
current computing capacity can be upgraded and expanded
with the help of the cloud’s scalability function [8].

The characteristics of big data technology are different
from those of cloud computing technology. The data groups
of big data technology are not only the content provided by
network data, but also include hundreds of types, involving
all aspects of daily life. Meanwhile, the capacity of data
packets determines the value and potential commercial
space of data [9]. The core advantage of big data technology
is that it can extract and capture massive data to meet users’
directional needs. At the same time, the speed of acquiring
target data is extremely efficient, which is the goal that tradi-
tional data application technology cannot achieve. At the
same time, in the process of data processing, the correspond-
ing results can be timely changed according to the changes
of tasks. In the face of huge computing requirements and
computing capacity, the authenticity and efficiency of
processing data are well guaranteed. Due to the variety of
types and contents of data, the process of screening is
extremely complex.The degree of application and attempt
in different fields is effectively reflected by the difficulty of
data screening.When the data comes from a large number
of data platforms and sources, the computational difficulty
and application difficulty will also increase. In the field of
Internet, big data technology has been applied unprecedent-
edly and, combined with multiple network systems, to
achieve full coverage of the target group.

3.1.2. Trends in Cloud Computing and Big Data Technology.
The development space of cloud computing and big data
technology is very broad, and the corresponding industry
content and industry types also cover a wide range, which
has become the basic RESEARCH and development tech-
nology in various fields. Therefore, strengthening the com-
puting capacity of cloud computing and the refinement
degree of big data technology has become one of the

important development contents of the industry [10]. On
the one hand, with the highly increase of user data, the cor-
responding selection criteria and extract more detailed con-
tent, such as someone stand 5 minutes in A commodity, B
goods stand 50 seconds, but bought goods B, in which data
is created that needs to be further mining, to understand
the current affects the pain points of user needs, thereby
helping to boost sales performance and related businesses.
On the other hand, the continuous improvement of com-
puting power requires that the accuracy of extracted data
should be ensured in the process of sorting out and extract-
ing user information. For example, a user’s car cushion is
used as a congratulatory gift for a colleague’s car purchase,
but the relevant platform still pushes more related products,
failing to distinguish the core appeal of users, resulting in
the failure of accurate marketing to users in a specific
period of time. With the development of cloud computing
technology, it is necessary to constantly improve the accu-
racy of computing content and timely excavate and refine
users’ various needs, so as to realize the application value
of relevant technologies. Big data technology, on the other
hand, needs to scientifically refine the data content and
reduce the interference of invalid data, so as to ensure that
the data pooling process can be more specific and clear and
reduce the research and investment of invalid data.

3.2. Systematic Design

3.2.1. Topological Structure. In order to facilitate horizontal
data transmission in the data center network, a two-layer
multi-tree structure is adopted to add optical domain net-
work on the basis of the existing electrical domain network
of the data center to realize the common transmission of
data. To facilitate system management, the control center
module is configured with the flow management module
and the optical switch management module. The electrical
area network is used to transmit data with low traffic, while
the optical area network is used to transmit data with high

Occupies a large amount of
storage and computing resources

Provide tools and access

Powerful technical
composition of the grid

Application in electric power

Big data technology Cloud computing

The smart grid

Figure 1: Cloud computing and big data technology.
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traffic and some data of nearby links [11]. Switch nodes are
connected to both electrical and optical domain switches.
The optical switch management module is responsible for
establishing and removing optical links According to the
traffic information sent by the traffic management module,
the control center notifies the management module of the
optical switch to set up an optical link on the link that meets
the traffic requirements, controls the transmission of some
data on nearby links using optical links, and instructs switch
nodes to modify the routing information configured with
optical links. Each cabinet houses multiple servers. Servers
are connected to switches in the cabinet. Switching nodes
contain one or more flow tables and a group table for data
packet query and transmission. When receiving data
packets, the switching node queries the flow table in
sequence. If it successfully matches a flow entry, the statisti-
cal data corresponding to the flow entry is updated, includ-
ing the number and length of successfully matched data
packets. After performing corresponding operations, the
data packets are forwarded [12]. The switching node collects
statistics on the total number of successfully forwarded
packets in a period of time and the number of discarded
packets and other traffic information and sends the traffic
information to the traffic management module, as shown
in Figure 2.

3.2.2. Optical Links Carry Offline Data. After an optical link
is established, the capacity of the link expands to provide
more and faster data transmission services. The link with a
long response time and congestion becomes unblocked. In
addition, the link can also carry part of the data of adjacent
links, realizing the common transmission of data in the opti-
cal and electrical domains, reducing the data backlog of
nearby links and making full use of the optical link [13].
For the data carried by optical link, the distance they need
to travel may be increased compared with the original path,
but the original path has a slow exchange rate, limited capac-
ity, and long waiting time, while the optical link has a large
capacity and high speed, and the time it takes them to reach
the destination site is shorter than the original path, as
shown in Formula (1):

Ne ⩾
No · Se
So

+ H1 +H2ð Þ: ð1Þ

After the establishment of optical link, the path weight
changes, and the system path cost matrix needs to be rebuilt.
On the one hand, the path cost weight of optical domain
changes, so the corresponding path weight should be
adopted to meet the requirements of link change. On the
other hand, the electrical domain link near the optical link
can be equipped with optical domain for transmission, so
as to provide more data for optical domain transmission,
improve the transmission efficiency of optical domain, and
reduce the transmission pressure of electrical domain, as
shown as follows:

Co = α · Se
So

Ce + Cu: ð2Þ

3.2.3. Simulation Experiment. In this paper, network simu-
lation tools Opnet and Matlab are used to simulate the
operating environment of the network, and simulation
experiments are carried out to evaluate the network per-
formance. According to the characteristics of data center
network traffic, the arrival time interval of data flow and
each distribution set multiple parameters to generate data
flow simulate the diversity of network flow [14]. In addi-
tion, in order to simulate the complexity and diversity of
network environment, experiments under light and heavy
load environments were carried out. ESM in the simula-
tion experiment is the result of electrical domain switching
mode, and HOESM is the result of photoelectric hybrid
network in this paper.

The switching node is limited by its processing capa-
bility. The data packets that cannot be processed need to
be cached, and the cache capacity is limited. If the number
of overflows on a switching node exceeds the threshold,
subsequent data packets cannot be cached. The number
of overflows of nodes under heavy load environment is
shown in Figure 3. Optical links are established between
nodes with large flow, with fast switching rate, and some
data of nearby links are loaded [15]. Therefore, the num-
ber of overflows in HOESM is significantly lower than in
ESM.

In light load environment, the nodes are classified, and
the overflow number of different types of nodes is exam-
ined [16]. One is the optical link node in HOESM and this
part of the ESM, called class A node. The other is the nodes
near the optical link in HOESM and this part of the ESM,
called class B node. The overflow number of class A nodes
is shown in Figure 4. As the capacity of optical links is
large, HOESM carries data near optical links, and more
data is transmitted on optical links, resulting in overflows.
As can be seen from Figure 4, the number of overflows
on optical links is much lower than that of ESM overflows
of class B nodes, as shown in Figure 5. In HOESM, some
data in nodes is transferred to optical links, which reduces
the transmission pressure in the electrical domain. This is
why the number of data overflows in HOESM is signifi-
cantly reduced [17].

Optical switching
management

Traffic management

The control center

Figure 2: Measurement and control of flow.
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4. Interpretation of Result

The cost weight affects the transmission range of optical
link. By setting parameters, the cost weight of optical link
can be adjusted to control the range of optical link carrying
nearby links [18]. The path c-f-i-l-o-r is an optical link,
using optical switching, and the rest are electrical domain
transmission. The cost weights between nodes are set as fol-

lows: transverse paths A-D-G-J-M-P and B-E-H-K-N-Q,the
weights of the longitudinal paths A-B-C, D-E-F, G-H-I, J-K-
L, -M-N-O, and P-Q-R are all 70,Oblique path b - f, a - e - I,
d - h - l, g - k - o, j - n - r, m - q, b, d, c - e - g, f - h - j, I - k -
m, l - n - p, o - q has a weight of 90. During the experiment,
when the weight is 60, only the path to R is changed among
the 6 destination nodes, which is equipped with optical link
F-I-L-O, and the other nodes are still electrical domain
transmission [19]. When the weight value is 50, the path of
destination node Q also changes. Data transmission from B
to R and Q uses optical link carrying weight. When the
weight value is 40, n and P are added to the destination node
carrying data on optical link.

It can be seen from Table 1 that the weights of optical
links are 60, 50, and 20, respectively. When the weights of
optical links become smaller, more paths of node B to the
six destination nodes can be transmitted through optical
links, which can control the range of nearby links carried
by optical links [20].

5. Conclusion

The photoelectric hybrid network structure to meet demand
in the communication based on cloud computing and big
data technology on the basis of the research is put forward
the main contents of cloud computing and big data technol-
ogy analysis, through the study of technical characteristics,
using the topology and optical link with bypass method such
as data structure, and finally through the experiment and
analysis of the construction of cloud computing and big data
technology research means. The structure design of opto-
electronic hybrid network and the transmission control of
opto-electronic hybrid network realize the common trans-
mission of data in optical domain and electrical domain.
The performance evaluation is carried out by using simula-
tion tools. The results show that compared with the
traditional electrical domain network, the network designed
in this paper has higher transmission performance, less
congestion, and higher system throughput. The research
based on cloud computing and big data technology can meet
the needs of photoelectric hybrid network structure in
communication.

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.
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Figure 5: Overflow number of light load Class B nodes.

Table 1: Change the path.

Weight Destination node Path

60 r b-f-i-l-o-r

50 q b-f-i-l-o-q

40 n b-f-i-l-n

40 p b-f-i-l-n-p

20 k b-f-i-k

20 m b-f-i-k-m
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In order to change the current piano teaching mode and develop towards digitalization, this paper puts forward the Internet of
Things remote piano information teaching system. The digital electric piano teaching system is controlled by multimedia
computer. It is a kind of music teaching form composed of electric piano and other electronic keyboard instruments, music
auxiliary teaching system, and music production software. It integrates viewing, listening, and practicing and changes the
traditional one-to-one teaching mode. Its core structure adopts professional audio processing chip and processor to realize
controllable digital audio communication channel, which solves the interference problem well, and realizes classroom
simulation functions such as centralized teaching, personal guidance, personal demonstration, group demonstration, and group
practice. The application results show that the average learning time of the students who pass the intelligent digital electric
piano teaching system is reduced by 14%; After two months of study, 46 students still like the piano through the intelligent
digital electric piano teaching system, with a retention rate of 92%, which is significantly higher than the 38 students who
study the traditional piano, with a retention rate of 76%. Conclusion. The system makes teaching easier and more efficient.

1. Introduction

With the rapid development of computer technology and
Internet technology, the wide application of computers is
subverting all aspects of society and life. Computer technol-
ogy is gradually infiltrating into education and teaching with
its advantages of fast, efficient, convenient, and wide connec-
tion [1]. Many problems existing in traditional teaching,
such as single teaching mode, lack of teaching resources,
and boring teaching content, are undergoing qualitative
changes with the introduction of computers. The digitaliza-
tion and informatization of education and teaching will
become the inevitable trend of the development of education
and teaching in the future. At present, a large number of stu-
dents can effectively use computers and the Internet for
learning, and the development prospect of computer-
assisted instruction is promising. The research and develop-
ment of music classroom teaching assistant software will
have the following great significance:

(1) Expand beneficiary groups. After the informatization
of music teaching resources, with the help of com-
puter technology and the Internet, the teaching
resources will spread rapidly in the network. Stu-
dents will have more convenient access to music
teaching resources and knowledge, and their learn-
ing will no longer be affected by region and time.
More and more students will enjoy the convenience
of education informatization [2].

(2) Promote students’ autonomous learning. With the
help of the music teaching assistant system, students
can choose the time, place, and content of learning
according to their own situation. The ability of
autonomous learning will be rapidly improved, and
the learning efficiency will also be greatly improved

(3) Facilitate the teaching work of music teachers. The
digitalization and informatization of music class-
room will provide a broad resource platform for
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teachers. Teachers can easily obtain the education
and teaching resources they want according to their
own needs and can customize the teaching content
exclusively according to the actual learning situation
of students

(4) Enrich classroom teaching content. The music class-
room teaching assistant system will effectively
change the traditional music classroom teaching
mode in which teachers teach students to listen [3].
The music classroom teaching assistant system can
provide various bathhouse teaching scenes, such as
playing the piano, composing music scores, and
appreciating music, and can also provide classroom
tests, such as rhythm training

(5) More comprehensive sensory experience. With the
classroom teaching assistance system, students can
listen to music, intuitively feel music, play music,
and create their own music while listening to the
music knowledge taught by teachers. Enhance stu-
dents’ interest in learning and improve learning
quality

2. Literature Review

Yu et al. pointed out that the essence of distance education is
a complex practical activity in a narrow sense and a compre-
hensive complex system in a broad sense [4]. Chen pointed
out that ontology research is more a basic research and
application research, focusing on the research and solution
of practical problems [5]. In recent years, with the maturity
of the educational model of “large-scale open online
courses” (MOOC), many well-known foreign MOOC web-
sites such as Coursera, EDX, and Udacity have also launched
a large number of piano MOOC products, which makes the
networked piano education enter a new stage of develop-
ment. Under this background, many music education theo-
rists have also begun to study the networking of piano
education. Mansfield-Devine pointed out that online piano
education will become the mainstream form and dominant
mode of piano teaching in the future [6]. Chen et al. pro-
posed that, based on the rapid development of information
technology and the growing public demand for piano music
education, the networked piano education that can provide
more personalized teaching programs and educational ser-
vices will gradually become the mainstream trend of the
development and progress of piano education [7].
Researchers also began to shift their research perspective to
the field of online piano music education. Saharkhizan
et al. pointed out that the emergence of various new media
and we media has brought us a new audio-visual feast era
of digital and fast transmission, consumption, and education
of piano music [8].

In recent years, the rapid development of Applied Elec-
tronic Technology and the continuous improvement of
large-scale integrated chip technology have provided a new
direction for changing the current teaching mode. At the
same time, the development of information technology in
colleges and universities, as a part of their own development,

has been paid more and more attention by university man-
agers. Under this background, the combination of electronic
technology and electric piano teaching has produced a digi-
tal electric piano teaching system, which has greatly
improved the problems existing in the current teaching.

3. Research Methods

3.1. System Principle. Digital electric piano teaching system
mainly adopts digital audio technology and FPGA large-
scale logic chip technology. Verilog HDL is a hardware
description language that is currently used more frequently.
It expresses the structure of digital circuit in the form of text,
realizes the digital logic function, and realizes the digital
control and transmission of analog audio signal [3, 9]. The
main working process of the system is as follows: the student
terminal and the teacher terminal collect the analog signals,
convert the analog signals into digital signals, and transmit
them to the main control terminal through the network.
The main control terminal processes the audio data of each
terminal according to the operation requirements of the dig-
ital electric piano teaching software and transmits the proc-
essed audio data to the student terminal, teacher terminal,
computer, and other systems.

The main components of the digital electric steel teach-
ing system are shown in Figure 1. The main components
are as follows: ① it is the teacher’s piano and microphone,
that is, the audio input of the teacher’s terminal; ② it is a
teacher’s earphone for listening to the system sound; ③ ⑤

⑦ it refers to the student piano and microphone, that is,
the audio input of the student 0-62 terminal; ④ ⑥ ⑧ it
refers to the 0-62 earphones for students to listen to the sys-
tem sound; ⑨ it is the teacher’s piano terminal, that is, the
audio and other related processing at the teacher’s office;
⑩⑪⑫ refers to the student 0-62 terminal, that is, the audio
and other related processing at the student’s office; ⑬ the
main control terminal is used for the coordination and
related processing of the whole system; ⑭ it refers to line
input, which is used for external sound source access to
the system; ⑮ it is the upper computer and the interface of
human-computer interaction, which is used to operate the
whole system; ⑯ it is the output of power amplifier, which
is used for the system to play sound through the power
amplifier; ⑰ it refers to line output, which is used to trans-
mit signals in this system to other systems to realize mutual
integration between systems [2, 10].

3.2. Functional Study. The digital electric piano teaching sys-
tem broadens the teaching scope; realizes the close combina-
tion of theory and practice in the piano teaching process;
organically integrates the knowledge of sight reading, music
theory, harmony, improvisational accompaniment, improvi-
sational creation, and improvisational performance in the
classroom; and turns the simple skill training course into a
more targeted and practical comprehensive course [11].

3.2.1. Functional Features

(1) Full Site Guidance. Lectures can be given to the whole
class. The teacher’s piano can be used to perform and give
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lectures to all students. External high-quality sound sources
can be introduced to play music to all students.

(2) Personal Guidance. Personal guidance is mainly used to
simulate a class when a student has questions to ask the
teacher or the teacher needs to communicate with the stu-
dents. In this mode, other students in the class can practice
freely according to the content assigned by the teacher.
The specific operations are as follows:

The teacher can select the student terminal to be com-
municated, and the background color of the selected student
terminal turns green. At this time, the teacher and the stu-
dent can communicate through the microphone, and the
student and the teacher can hear each other playing the
piano, which facilitates the communication between the
teacher and the student.

If students have questions to ask the teacher during free
practice or class, they can press the “call” button in the stu-
dent terminal. At this time, the background color of the cor-
responding calling students in the system interface will
change, and the selected calling students can communicate
with each other.

If there are multiple student terminals calling, the
teacher can select one by one according to the calling
sequence or arrange by himself. When students’ questions
are found to be common, they can click “cancel call” and
switch to the “full field guidance” mode for unified answers.

In the state of personal practice and guidance, you can
also conduct personal sequential monitoring. The listening
sequence can be set.

(3) Group Exercise. The group exercise is mainly used to sim-
ulate the class. The teacher assigns some students to form a
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Student piano, microphone
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Figure 1: Block diagram of digital electric piano teaching system.

Reset Earphone Microphone Call – Volume +

Figure 2: Function key diagram of student terminal.

3Journal of Sensors



RE
TR
AC
TE
D

group and perform the ensemble. In this mode, the specific
operations are as follows: the teacher selects the students
who need to join the group, the background color of the
selected student terminal changes to the strobe color, the stu-
dents in the group and the teacher can communicate without
obstacles, and other students outside the group can practice
freely according to the content assigned by the teacher.

(4) Personal Demonstration. The personal demonstration is
mainly used to simulate the class. The teacher assigns a stu-
dent to play for the whole class. In this mode, the specific
operations are as follows: the teacher selects the student ter-
minal to be demonstrated, and the background color of the
selected student terminal changes to the strobe color. At this
time, the selected demonstration student can communicate
with the teacher, and the rest of the students can enjoy the
student’s performance and the teacher’s comments on him.

(5) Group Demonstration. The group demonstration is
mainly used to simulate the class. The teacher assigns some
students to the whole class. In this mode, the specific opera-
tions are as follows: the teacher needs to select the student
terminals demonstrated in the group, respectively, and the

background color of the student terminals selected for the
group changes to the strobe color, which means that the
group is selected [12]. At this time, the selected demonstra-
tion students can communicate with the teacher, and the rest
of the students can enjoy the performance of the demonstra-
tion students and the teacher’s comments on them.

3.2.2. Description of the Main Control Terminal. The main
control terminal uses FPGA super large-scale logic control
processing chip. It is similar to the brain of the whole sys-
tem, coordinating various functional modules to complete
specific tasks in different states. According to the command
issued by the upper computer, FPGA will receive the data of
student terminal and teacher terminal through the data
transmission interface. Disassociate the received data into
function data and audio data [13, 14]. Identify the function
data code and make corresponding processing. After mixing
the audio data according to the current status, the corre-
sponding data will be repackaged and sent to their respective
terminal devices through the data transmission interface. In
the main control terminal, a variety of class modes are sim-
ulated according to the requirements to realize the commu-
nication channel between students and teachers and
students and students.

3.2.3. Student Terminal Description. The function keys of the
student terminal are shown in Figure 2.

(1) Reset: when the student adapter cannot be gated by
the teacher, press this key to restore the adapter to
normal

(2) Earphone: the socket of earphone plug of earphone
microphone for students

(3) Microphone: the socket of the microphone plug of
the student’s earphone microphone

(4) Call: when a student wants to ask a teacher a ques-
tion, press this key, and the “student seat number
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Figure 3: Flow chart of audio transmission data.
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display” light on the teacher’s controller will flicker,
and the teacher will know that the student wants to
ask a question

(5) Volume: adjust the volume of student headphones,
press + to increase the volume, and press - to
decrease the volume

Generally, the volume knob of the student piano should
be placed at the medium position and will not change. The
volume of the earphone can be adjusted by the volume knob
on the student control box.

3.2.4. Flow Chart of Audio Data Transmission. The audio
data transmission flow chart is divided into audio receiving
data flow chart and audio sending data flow chart. The audio
transmission process is shown in Figure 3, which is mainly
used to convert analog signals into digital data through the
audio chip and transmit them to other terminals; the audio
receiving flow chart is mainly used to convert the digital data
of the external terminal into analog signals through the
audio chip.

4. Result Analysis

4.1. Improvement of Teaching Efficiency. The author con-
ducted a 4-month comparative study in a cooperative insti-
tution and randomly selected 50 students participating in
the traditional teaching and 50 students participating in
the digital electric piano teaching system for sample compar-
ison. The first is the comparison of teaching efficiency,
which is also based on the learning of simple Thompson.
After learning the second book of simple Thompson, the
author compared the learning time of the two groups of stu-
dents and obtained the following in Figure 4.

As can be seen from Figure 4, the learning efficiency of
students who pass the intelligent digital electric piano teach-
ing system has increased by an average of 14%, which can be
said to be very obvious. With the continuous improvement

and improvement of the teaching system itself, I believe this
difference will be more obvious.

4.2. Improvement of Learning Autonomy. Similarly, 50 stu-
dents participating in the traditional teaching and 50 stu-
dents participating in the digital electric piano teaching
system are randomly selected for sample comparison.
Within one month, the practicing time of the two groups
of students is counted, respectively, and the following is
obtained in Table 1:

It can be seen from Table 1 that the learning efficiency of
students who pass the intelligent digital electric piano teach-
ing system has increased by an average of 54.7%, which is a
very significant change. Of course, this does not mean that it
is entirely the improvement of students’ independent prac-
ticing time. Because the teacher can give quantitative and
qualitative assignments through the intelligent digital elec-
tric piano teaching system, it is difficult for the students to
be lazy. However, we can use another spot check form to
see whether the students’ autonomy has been improved.
We can divide them into two groups and spot check 50 stu-
dents in each group for investigation and comparison. The
students who are eager to learn at the beginning of school
shall prevail. The anonymous survey results after two
months of learning are shown in Table 2.

It can be seen from Table 2 that after two months of
study, 46 students still like the piano through the intelligent
digital electric piano teaching system, with a retention rate of
92%, which is significantly higher than that of 38 students in
traditional learning, with a retention rate of 76% [15].

From the statistics of the survey results in the two tables,
it can be seen that the students who pass the intelligent dig-
ital electric piano teaching system have significantly
improved their learning autonomy, and the effect is remark-
able, which is worth promoting.

4.3. Improvement of Teaching Quality. Finally, the students
participating in the traditional teaching and the students
participating in the digital electric piano teaching system
were randomly selected for sample comparison. Two groups
of sampling surveys were conducted:

The first group is subject to the students who have all
completed the simple Thompson Volume II; the scores of
50 students in each group who play the same song in the
error correction master performance mode are counted,
and the following is obtained in Table 3.

As can be seen from Table 3 above, students who have
also completed the simple Thompson Volume II, play the
same song, and pass the intelligent digital electric piano
teaching system can get an average score of 96 points, 8
points higher than the average score of 88 points of students
in traditional teaching. Of course, some people will question
that the students who pass the intelligent digital electric
piano teaching system are already more skilled in this per-
formance mode. They can play it easily. Naturally, their
scores will be higher than those of the students in traditional
teaching. Of course, this may also become a factor affecting
their grades. Therefore, we have conducted the second group
of comparative survey. For the students who also

Table 1: Practicing time of two groups of students.

Traditional
teaching

Digital electric
piano teaching

Monthly average minutes
of piano practice

530 820

Table 2: Number of students in the two groups who still like piano.

Traditional teaching
Digital electric
piano teaching

Students who still
like the piano

38 46

Table 3: Average scores of two groups of students.

Traditional teaching
Digital electric
piano teaching

Average score 88 96
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In order to meet the requirements of online fault detection for dry reactor, an online fault detection technology based on improved
Kalman filter is proposed. The main content of the technology is based on the dry reactor detection technology, through the study
of improved Kalman filter, the use of fault diagnosis and other methods, and finally through the experiments and analysis to build
improved Kalman filter dry reactor online fault detection research means. The experimental results show that the maximum
relative error of the improved Kalman filter is 6.039%, and the average relative error is 2.388%. The improved algorithm is
very effective and greatly improves the prediction accuracy. The research based on improved Kalman filter can meet the
demand of online fault detection of reactor.

1. Introduction

Dry reactor (hereinafter referred to as dry reactor) is widely
used in substations and plays a pivotal role in improving the
reliability of power system by playing the role of current lim-
iting and reactive power compensation in the power grid [1].
At present, there is no effective means to detect the opera-
tion status of reactors in the network, and the faults cannot
be found in time, and the precontrol measures cannot be
taken. In order to improve the intrinsic security of equip-
ment, it is particularly urgent for the network to accurately
grasp the operating status of equipment, accurately identify
anomalies in early stage, accurately locate faults, and predict
and warn fault risks.

The main cause of dry resistance operation failure is coil
damp, partial discharge, partial overheating insulation loss,
and other reasons resulting in insulation breakdown
between turns of winding coil. According to incomplete sta-
tistics, interturn short circuit faults account for more than
70% of the total failures of reactors. When the interturn
short circuit fault occurs in dry resistance, the local temper-

ature at the short circuit position rises sharply, accelerating
the insulation aging near the short circuit turn, resulting in
the continuous development of the short circuit fault,
expanding the multiturn short circuit fault and causing the
reactor fire in a short time [2]. If the reactor is removed from
the power grid after a fault occurs, the equipment will not
only be severely burned and cannot be used for mainte-
nance, but also bring safety risks to other electrical equip-
ment around the station, which may further expand the
accident and cause greater economic losses.

In recent years, accidents such as interturn short circuit
and fire and burning occur frequently in the operation of
the power grid. Special detection work is carried out to pre-
vent accidents to a certain extent (Figure 1). However, regu-
lar offline maintenance is mainly adopted, which has many
disadvantages: (1) regular outage maintenance is required,
which inevitably leads to power interruption and economic
losses; (2) the actual state of power equipment is not fully
considered, if the excessive maintenance will cause waste of
manpower and material resources, but insufficient mainte-
nance may directly lead to the occurrence of failure; (3)
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be monitored and warned, and maintenance cannot be
arranged reasonably in the early stage of failure, which
may lead to the expansion of the fault range; (4) the actual
test conditions cannot be completely consistent with the
operating conditions of the equipment, so the reliability of
the test results cannot be guaranteed. Compared with offline
regular maintenance, the use of live line detection technol-
ogy can not only timely warn the initial failure of equipment,
but also master the development trend of dry resistance
operation state. However, the limitations of existing live line
detection technology are too great to be promoted and
applied in the field [3].

2. Literature Review

In current social development, dry reactor is difficult to be
popularized and applied mainly for the following reasons:
(1) When dry resistance is charged with electricity, it is nec-
essary to have enough safe distance, so that the detection
accuracy will be reduced. At the same time, the infrared tem-
perature measurement, whether artificial or conventional
robot, can only detect the outer envelope, not the inner
envelope temperature measurement. Several resistant outer
layers are equipped with metal protective layer, so the live
detection cannot be carried out. (2) In high altitude, high
cold, high temperature, high wind, and other harsh or steep
terrain areas, it is difficult to rely on personnel to conduct
equipment inspection for a long time in the room, and the
monitoring results are prone to error. (3) Manual inspection
has problems such as high labor intensity, low work effi-
ciency, scattered detection quality, and high management
cost. Human factors are easy to lead to missed and false
inspection, which will lay hidden dangers for major power
accidents [4]. This research is based on multistate intelligent
sensing technology of dry reactor operation state. It compre-
hensively uses infrared, ultraviolet, electromagnetic field
dynamic imaging, acoustic positioning, local radiation, and
other means to monitor the dry resistance in multiple states;
to find the optimal intelligent algorithm; to realize the iden-
tification of the early warning signs of dry resistance latent
fault; to judge the fault location, fault severity, and develop-
ment trend; then to accurately evaluate the operating state of
the equipment; and to establish the operating state sensing
system. This article provides accurate decision-making basis
for dry reactance equipment operation and maintenance.
This article guides the maintenance team to carry out main-
tenance quickly, reduces the labor intensity of maintenance

staff, improves the efficiency of dry resistance maintenance,
effectively extends the service life of dry resistance, ensures
the reliability of power supply, improves the operation,
maintenance and maintenance capacity of substation equip-
ment, and promotes the development of nonpower failure
detection technology and intelligent operation and inspec-
tion of power grid equipment.

In view of the above problems, in order to meet the
requirements of online fault detection of dry reactor, a tech-
nology based on improved Kalman filter is proposed [5].
Themain content of the technology is based on the dry reactor
detection technology, through the study of improved Kalman
filter, the use of fault diagnosis and other methods, and finally
through the experiments and analysis to build improved Kal-
man filter dry reactor online fault detection research means.
The prediction result of the improved Kalman filter algorithm
is much smaller than that of the traditional Kalman filter algo-
rithm, both the maximum relative error percentage and the
average relative error percentage. The improved algorithm is
very effective, and it greatly improves the prediction accuracy.
In addition, the modified algorithm only calculates the correc-
tion factor at the end, so the improved algorithm also has a
good convergence speed like the traditional algorithm.

3. Research Methods

3.1. Dry Reactor Detection Technology

3.1.1. Research on Encapsulation Temperature Detection
Technology of Dry Air Core Reactor. In normal operation,
the reactor will generate a certain amount of heat. However,
with the increase of equipment operation time, the imbal-
ance of load, and the increase of contact resistance and
excessive current caused by the rust corrosion and poor con-
tact of some contacts, the abnormal thermal state and over-
heating failure of the system, equipment, and line are caused
[6]. These anomalies and fault spots emit more and more
infrared energy than normal.

The principle of temperature measurement of infrared
thermal imager is that the objective lens of infrared thermal
imager receives the infrared radiation from the surface of
power equipment, converging through the optical system,
and the infrared energy received just falls on the focus of
the system, that is, the focal plane of the infrared detector;
after photoelectric conversion of the detector, the infrared
energy of the power equipment is converted into electrical
energy, and then a series of electrical signals are processed
to obtain a thermal image of the power equipment measured

Collect data Data
preprocessing

BP neural network
data fusion

DS evidence
theory data fusion Decision fusion Normalization

treatment 

Figure 1: Online fault detection.
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on the viewfinder of the thermal imager. The temperature
anomaly in the image is found by the visual thermal image,
and its temperature value is measured. Infrared thermal
imager makes use of this characteristic of the power system
to measure the temperature distribution field and its changes
on the surface of the power equipment, to achieve contact-
free temperature measurement, to carry out imaging detec-
tion, and to find out the possible thermal abnormalities
and potential fault points of the power equipment, so as to
realize the fault diagnosis of the equipment and the line [7].

The overheating failure of the box body, cooler, oil cir-
cuit casing, inner ring, encapsulation, and other components
of the reactor due to eddy current, non-eddy current, or
magnetic leakage will be detected by infrared thermal
imager, which will achieve very good results [8].

In the process of partial discharge, in addition to the
transfer of charge and the loss of electric energy, there will
also be luminescence. The light radiation generated is mainly
generated by the process of the particle returning from the
excitation state to the ground state or low energy level and
the recombination process of positive, negative ions, or pos-
itive ions and electrons. In view of this characteristic, it is
proposed to use the light intensity of light radiation to detect
the state of UV local emission, and the light intensity gener-
ated in the process of partial discharge of typical models is
studied fundamentally [9]. Ultraviolet detection method is
to use photodetectors to convert optical signals into electrical
signals and reflect the intensity of partial discharge through
the analysis and processing of electrical signals. Because the
optical signal can be completely isolated from the primary
loop in the detection process, it has good anti-interference
ability and is favored by researchers [10]. Optical detection
method can be used to detect partial discharge outside insula-
tion. Studies show that more than 26% of electrical faults are
related to external defects of insulation materials. At the same
time, as the photoelectric sensor manufacturing technology
tends to mature, high sensitivity, small volume, it provides
the possibility for online monitoring.

3.1.2. Multistate Fault Diagnosis Method for Dry Reactor.
The fault diagnosis method needs to process different fault sig-
nals of dry reactor in order to obtain an evaluation criterion.
Finally, the state of the dry reactor corresponding to the signal
can be obtained by judging the characteristics of a certain field
signal and the difference between it and the threshold value in
the evaluation criterion [11]. There are many fault diagnosis
methods, which method is suitable for the application of dry
reactor and can obtain accurate criteria which will be the con-
tent of research. Evidential reasoning theory can be widely
used in equipment state assessment and fault diagnosis
because of its obvious advantages in redundant information
processing. However, its disadvantages are also obvious; that
is, it cannot be applied to events where there is conflicting evi-
dence, as shown in Figure 2.

In view of the inherent shortcomings of D-S evidentiary
reasoning theory, the D-S evidentiary reasoning theory is
integrated with BP neural network to realize the comprehen-
sive fault diagnosis of dry reactor. The diagnosis model is
shown in Figure 3.

3.2. Research on Improved Kalman Filter

3.2.1. Kalman Filter Algorithm. Kalman filter algorithm can
well solve the noise problem mentioned above. This algorithm
describes the filter according to the state space model of the
new random system composed of the state equation of the sys-
tem and the observation equation [12]. Because noise and
interference are inevitable in the real world, the existence of
noise makes the actual value of a system have certain deviation.
Thus, a system always consists of two parts; one part of the data
is deterministic, and the other part of the data is noise due to
interference. When these two parts are reflected in the system,
the state of the system, whether past, present, or future, is not
an exact value, but a statistical value. Then there is the problem
of estimating the data in the future in a period of time accord-
ing to the historical data of the past, which is called filtering.

3.2.2. Improve the Traditional Kalman Algorithm. Before
building the model, the data will be screened to eliminate
noise and interference. However, since loads will be affected
by many external factors, such as temperature and date, the
load changes will also be screened out, which will have a
great impact on the results. After the initial prediction
results are obtained, the proposed improved algorithm uses
the previously screened data to perform mean calculation
and divide with the mean of the screened data to obtain
the correction factor [13]. Finally, the first predicted value
is modified with the correction factor to obtain the final
modified result and the mean value of screened data as

mvek =
∑l

i=1 ei
l

: ð1Þ

l is the number of screened data; ei is the screened data;
mvek represents the mean value of screened error data at the
kth moment. The mean of the correct data is shown as

mvrk =
∑n−l

i=1 di
n − l

: ð2Þ

n represents the length of the total data; di indicates the
data left after filtering. mvrk represents the mean of the cor-
rect data at time k. Correction factor such as

hk =
mvrk
mvek

: ð3Þ

In the formula, hk represents the correction factor at
moment k. The final result is expressed as

X
!

ki′ = hiX
!

ki: ð4Þ

3.2.3. Algorithm Analysis. The prediction results obtained by
the Kalman filter load model are compared with the actual
verified sample output, and the relative errors of the predic-
tion data at each time are obtained, as shown in Figure 4
[14]. It can be seen that the prediction results of the tradi-
tional Kalman model have relatively high accuracy during
01 : 00~06 : 00, but the prediction accuracy is very poor
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during 07 : 00~17 : 00, and the maximum error can reach
21.5215%, which is unacceptable.

The screened data are used to work out the correction fac-
tor at each moment, and the correction factor is used to correct
the previous results. The final prediction result is shown in
Figure 5. It can be seen that the prediction result after adding
the correction factor is greatly improved compared with the
previous prediction result of the traditional model, and the pre-
diction result at each moment is closer to the actual result [15].

Some popular algorithms are compared here, and the
superiority of the algorithm is seen through comparison. A
method of fuzzy neural network is proposed, which combines
fuzzy logic with neural network to construct a prediction
model. BP algorithm is used to adjust the threshold and con-
nection weight of neural network, so that the network can

achieve the approximation of any function [16]. In this article,
THE RBF neural network is used, weather conditions, temper-
ature, wind speed, meteorological conditions and other factors
are considered, and the RBF neural network model is estab-
lished to realize load prediction. The superiority and feasibility
of RBF network are verified by an example.

The training samples and test samples were determined
by improved wheel method using data samples. The BP neu-
ral network with 56 nodes is built, and the load prediction
model of BP neural network is established to predict the
load. Gaussian kernel function was used as the basis func-
tion, and penalty function was used to deal with constraints,
and RBF neural network was constructed as the prediction
model [17]. The input and output nodes of the network
are used as input and output signals of the fuzzy system,
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Figure 2: Fault diagnosis based on evidential reasoning.
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Figure 3: Diagnosis model of fusion of D-S evidential reasoning theory and BP neural network.

0 5 10 15 20 25
–25

–20

–15

–10

–5

0

5

Re
la

tiv
e e

rr
or

Time t (h)

Figure 4: Prediction results of traditional Kalman algorithm.
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and the hidden nodes of the neural network are used to rep-
resent membership functions and fuzzy rules. The least
square method is used to learn, and the fuzzy neural network
is constructed to predict. The prediction results of various
intelligent algorithms are compared with those of the algo-
rithm proposed in this article.

Neural network algorithm needs to build neural network
and needs to go through a lot of iterative process to get the
optimal solution. There are also many improved algorithms
for neural networks. They use other intelligent algorithms to
improve the construction process of neural network model
to find the optimal solution of network connection weight
and threshold. However, it still cannot make up for the
shortcoming of long time to build neural network. The
methods of single-objective particle swarm optimization
BP neural network (PSOBP) and multiobjective particle
swarm optimization BP neural network (MPOS_BP) were
proposed [18]. It uses the adopted data to establish the BP
neural network model, the single-objective particle swarm
optimization BP neural network model, and the multiobjec-
tive particle swarm optimization BP neural network model.
The network hidden layer nodes of the three algorithms
are all 56, and the training time of each network is analyzed.

The training time of the neural network algorithm will
also increase with the increase of the number of nodes in
the hidden layer, and the iteration will take a long time,
and the problem of local optimization will also occur in
the iterative solution process [19]. Because the improved
algorithm does not need to spend a long time to solve the
weights and thresholds of the neural network, the whole
process of building the prediction model and solving the
prediction results only takes 10s to 20s.

In conclusion, the proposed algorithm has certain
advantages over today’s intelligent algorithms in terms of
prediction accuracy. In addition, it takes a long time to build
the neural network, and the convergence may reach the local
optimum. However, Kalman algorithm does not need to
spend a lot of time to build the network, and there is no con-
vergence problem [20].

4. Result Analysis

As can be seen from Table 1, the prediction results of the
improved Kalman filter algorithm are much smaller than
those of the traditional Kalman filter algorithm, both in
terms of maximum and average relative error percentage,
which has greatly improved the prediction results. It can
be seen that the maximum relative error of the improved
Kalman filter algorithm is 6.039% and the average relative
error is 2.388%. The improved algorithm is very effective
and greatly improves the prediction accuracy. In addition,
the modified algorithm only calculates the correction factor
at the end, so the improved algorithm also has a good con-
vergence speed like the traditional algorithm [21, 22].

5. Conclusion

In order to meet the requirements of online fault detection
of dry reactor, a new technique based on improved Kalman
filter is proposed. The main content of the technology is
based on the dry reactor detection technology, through the
study of improved Kalman filter, the use of fault diagnosis
and other methods, and finally through the experiments
and analysis to build improved Kalman filter dry reactor
online fault detection research means. The prediction result
of the improved Kalman filter algorithm is much smaller
than that of the traditional Kalman filter algorithm, both
the maximum relative error percentage and the average rel-
ative error percentage. The improved algorithm is very effec-
tive, and it greatly improves the prediction accuracy.
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Figure 5: Prediction results of improved Kalman algorithm.

Table 1: Maximum and average relative errors of the two methods.

Traditional Kalman
filtering algorithm

Improved Kalman
filtering algorithm

Maximum
relative error/%

21.521 6.039

Mean relative
error/%

10.669 2.388
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In order to solve the problem of fractal art pattern innovative design in specific fields, this paper proposes a new method of fractal
technology and visualization technology based on genetic algorithm to support art pattern innovative design. In these models, the
function of the fractal structure is represented by the binary structure, while the main function represented by the wooden
structure is the function of creating new offspring. Provide high-quality services to meet customer needs faster and better. The
experimental results show that after 14 generations, the force curve appears to be more stable, the weight scale is studied, and
a new model is developed. At the same time, the pattern elements of interest to users are retained for genetic algorithm.
Conclusion. This method can help designers quickly design fractal art patterns appreciated by users.

1. Introduction

In recent decades, major developed industrial countries have
begun to pay attention to the research of design technology.
For example, since the 1960s, Britain has supported the
development and promotion of new design technology with
national policies and financial resources; The United States
has established a “Design Committee.” Germany put for-
ward the idea of “design is science,” and the development
of its design has begun to take shape. Since the 1980s, China
has vigorously advocated innovative design, introduced a
number of foreign advanced technologies and methods [1],
and introduced computer CAD into the design field. In
today’s society, with the great improvement of people’s
material civilization and spiritual civilization, people’s con-
sumption concept is gradually changing. When buying
goods, people pay more and more attention to the artistry
and agreeableness of the appearance of goods. As a con-
sumer, when shopping, pay attention to the quality of the
product, the price of the product, the function of the prod-
uct, and the grade of the product. For example, more and
more color is due to the layout of external lines, surface tex-
tures, and color matching of objects. If the quality of the
product depends on the technology; then, the taste of the

product, that is, the artistry, depends on the new design of
the product [2]. Therefore, for manufacturing enterprises,
in order to improve the competitiveness of their products
in the market, they must vigorously carry out innovative
design of products, especially the innovation of appearance
and plastic arts. To enhance market competitiveness, it is
necessary to build a “connecting heart bridge” for customers.
With good products, how to win the hearts of customers and
sell the products to create benefits for the enterprise is the
key. Integrity strives for the world, and high quality wins
the hearts of customers. This requires the company’s sales
staff to communicate well with customers, to reach a consen-
sus and learn from each other’s strengths based on the integ-
rity principle of “win-win interests of both parties” and to
fully understand customer needs and indicators, and make
products available to customers or downstream production
lines. In order to help customers solve practical problems
in production, we will win praise from customers, maintain
a good cooperation and win-win relationship, and build a
“heart-to-heart bridge” for heart-to-heart communication.
Innovation and product development have become the keys
to the survival and development of the industry. If designers
want to be innovative, they need to express their ideas,
expand their thinking, and try their best to bring creative
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inspiration. In other words, how to tap creative inspiration
and bring out new ideas has become the key to innovation.
Fortunately, advanced computer science and technology
can provide designers with a good environment to stimulate
creative inspiration.

2. Literature Review

Sampath and Selvan discovered that the study of fractal
theory began in 1970 and was first proposed by Benoit B.
Mandelbort, a researcher in the Department of Physics and
a professor in the Department of Mathematics at IBM
Research Center, Harvard University 1975 [3]. Ambigapathy
and Paramasivam believe that it is a geometric theory used
to describe the chaotic characteristics of natural things. Since
then, people have a new perspective and research method
that can observe and understand natural things [4]. Al-
Frady and Al-Taei said that the emergence of fractal theory
is a supplement and expansion of Euclidean classical geom-
etry. At the same time, fractal theory makes it possible to
describe nature with the help of mathematical language
[5]. De and others found that in the late 1970s, fashion
designer Jhane Barnes began to engage in the commercial
design of men’s shirts [6]. When she used the old-
fashioned weaving method to design the cloth on a small
manual textile machine, due to the influence of fractal the-
ory, Jhane Barnes realized that the simple rule of fractal
can help her design complex clothing styles. After turning
to mathematicians and computer software experts Bill Jones
and Dana Cartwright, Jhane Barnes got many designs that
were impossible to get by hand. Xie and others believe that
she has also become the first person to apply fractal theory,
thus starting the application of fractal theory in pattern
design. When computer expert carpenter realized com-
puter simulation of mountains in aircraft flight scene for
Boeing, he divided a triangle into four triangles in three-
dimensional space and iterated continuously to generate
fractal mountains. This is the first time that fractal theory
is used in the rendering of three-dimensional graphics. Since
then, people began to try to use fractal theory in various
places [7]. Chen and others discussed the texture features
of Julia set generated based on escape time algorithm [8];
Cao and others compared the formal beauty of fractal
graphics with the aesthetic law of traditional geometric pat-
terns and believed that they were highly consistent [9]. Li
and others have been committed to the generation of fractal
graphics and the application of fractal graphics in silk scarf
printing and dyeing for many years [10]. Peng and others
applied the transformed pezley pattern with self similarity
to silk scarf design through the analysis of the concept of
Mandelbrot set fractal and the principle and characteristics
of Mandelbrot set graphics. This paper presents a new
method to support the innovative design of artistic patterns
by using fractal technology and visualization technology
based on genetic algorithm [11]. This method can show that
it is feasible and effective to use the existing computing
methods and environment to generate images to support
the innovative design of artistic patterns in specific fields.
Explain that in the genetic algorithm, by adding human-

computer interaction, user preferences are integrated into
the genetic process to reflect the design ideas of designers.
At the same time, the problem that the fitness function is
difficult to express in the conceptual design is solved. The
adaptive method was adopted to ensure the superiority of
the genetic population.

3. Research Methods

3.1. Art Form and Theory of Fractal Pattern Composition.
The composition of the graph consists of two parts: the
model structure and the composite model. In fractal art, it
mainly refers to the layout and organization form of fractal
pattern picture. Composition is the composition of patterns,
including pattern structure and picture composition. The
data included fractures as standard fractal structures, total
fractal structure compositions, and incorrectly configured
fractal wing compositions. In drawing, the fractal model
retains the mixed plane model and uses all the computer
technology in model design, color composition, composi-
tion, etc., forming a new art of simulating creative thinking
and its realization. Fractal art design and development prin-
ciples, in addition to the same rules and regulations as the
same art form, the most important thing is to use fractal
self-similarity and self-affinity, introduce recursion or itera-
tion in the modeling or composition process and randomly
affect the local process [12]. Basic procedures include:

(1) The model is created by iterative operations and
repeated application of an algorithm based on a geo-
metric process

(2) Using color coding technology to combine algo-
rithms and human-computer interaction

(3) The graphic typesetting adopts the combination
of traditional and fractal algorithm, hybrid tech-
nology, etc.

3.2. Genetic Algorithm. Genetic algorithm is a research algo-
rithm of natural genetics based on natural selection and biol-
ogy. Its main characteristics are population search strategy
and information exchange among individuals in the popula-
tion. Genetic algorithm is a search algorithm that can be
used for complex system optimization. Compared with tra-
ditional algorithms, it has the following four characteristics:
first, it takes the coding of decision variables as the operation
object; second, genetic algorithm directly uses fitness as
search information, without other auxiliary information
such as derivatives; third, genetic algorithm uses search
information of multiple points, which has implicit parallel-
ism; finally, it does not use nondeterministic rules, but
adopts probability search technology. It uses simple coding
techniques to represent a wide range of complex processes
and facilitates a set of codes to represent research and
research decisions for simple genetic manipulation and nat-
ural selection of the fittest. It introduces behaviors similar to
genetic selection, such as cross recombination, variation,
selection, and elimination, into the solution process, reflect-
ing the evolutionary process of “natural selection and
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survival of the fittest” in nature [13]. Genetic algorithm
retains several local optimal solutions at the same time and
approaches the optimal solution by multiple genetic opera-
tions on several local optimal solutions. Due to its good
adaptability, the algorithm is very suitable for nonlinear
solutions such as combinatorial optimization and policy dis-
covery, so it is used in many fields.

Genetic algorithms are based on the laws of natural evo-
lution. Initially, some people (parent 1, parent 2, ..., parentN)
are created to create the first population, the function of
each person is calculated, and the first generation (initial
generation) is generated. If the optimization process is not
met, a new generation group will be created. To produce
the next generation, individuals are selected according to
physical fitness, and parents need to cross to produce off-
spring [14]. As a result, all descendants are changed; then,
the security of descendants is recalculated. Offspring are
placed in the population to replace the parent to create a
new generation (children 1, person 2, person 3, ...). Repeat
this process until the optimization process is complete, as
shown in Figure 1.

When designing genetic algorithm, the following basic
steps are usually followed:

(1) Determine the Coding Scheme. Genetic algorithm
does not directly act on the solution space of the
problem, but uses some coding representation of
the solution space. The choice of encoding represen-
tation can sometimes have a positive impact on the
performance and functionality of the algorithm [15]

(2) Determining Bodily Function. Exercise is a measure
of drug quality and depends largely on the relationship
between the behavior of the solution and the environ-
ment (e.g., population). It is usually expressed in the
form of an objective function or a value function.
The physical value of the solution is the only basis
for selection in the genetic process

(3) Determination of the Concept of Selection. The selec-
tion and presentation of the survival of the fittest
make the solution of human transformation have a

high survival rate, which is one of the common dif-
ferences between genetic algorithms and research
algorithms. Different selection strategies also have a
positive impact on the performance of the algorithm

(4) Choice of Control Parameters. Control usually
includes population size, algorithm results for differ-
ent genes, and some other management services.

(5) Genetic Engineering. Genetic engineering in genetic
algorithms often includes advanced processes such
as breeding, crossbreeding, and mutation

(6) Determining the Order of the Algorithm. Since
genetic computing does not use data such as the gra-
dient of the objective function, the position of the
person in the solution cannot be determined during
the genetic process [16]. Therefore, the traditional
method cannot be used to determine the conver-
gence of the algorithm to terminate the algorithm.
The common method is to specify a maximum
genetic algebra or algorithm in advance. When there
is no obvious improvement in the fitness value of the
solution after several successive generations, it is ter-
minated and can be terminated appropriately

3.3. Generalized M − J Set. Both M sets and J sets are
obtained by iterating the complex plane mapping z⟶ z2

+ c in a region on the negative plane c. Set M uses c to get
the values in this region. The j set is a pattern obtained by
taking the median value of the region with a fixed c value.

Generation of
initial population

Whether the stop
criteria are met

Calculating
individual fitness

The output The end of the

Individuals with
high fitness perform

replication

Selection,
crossover,
variation

No

Yes

Figure 1: Flowchart of genetic algorithm.

Table 1: Users’ ratings of works.

Design art pattern User personal rating Group common score

A 1 3 3 2 3 2 14

B 2 2 3 2 3 2 14

C 1 1 3 2 1 2 10

D 1 1 1 2 1 2 8

E 3 3 3 2 3 1 15

F 1 3 1 2 2 2 11
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The Julia set patterns corresponding to different c values are
different, and the parameter c in a mapped M set corre-
sponds to a connected Julia set. Because M sets and J sets
are derived from the same transformation, there is a very
complex correlation between them. People often combine
them and study them, called M − J sets [17].

The current research on M loss and J loss has been
decomposed into a simple group of z⟶ z2 + c, and various
equations such as z⟶ cos ðzÞ + c, z⟶ arctgðz8 + sin ðzÞÞ
+ c, called are generalized M sets and generalized J sets.
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Figure 2: Performance tracking curve of genetic algorithm.
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Figure 5: Tree C 2z−4/z4 − 2 sin z ∗ tan z − cos z.

4 Journal of Sensors



RE
TR
AC
TE
D

In other words, both generalized M sets and generalized
J sets adopt the iterative relationship z⟶ f ðzÞ + c on the
complex plane, where f ðzÞ is any polynomial (which can
include high-order functions, trigonometric functions, and
exponential functions). However, the two methods are dif-
ferent in construction and calculation. Given the C value
of J set, search all points on the z plane to find the complex
structure of attraction and its boundary, that is, draw the
graph in the z plane of variable space. The M set is to select
an initial Z point, track its iterative point column under dif-
ferent C values, record the structure of the point column on
the C plane of the parameter space, and draw graphics. The
generalizedM set and generalized J set are called generalized
M − J set [18].

The composition of fractal models based on complex
dynamical systems usually depends on the model number.
Thus, mathematical models have an impact on the aesthetics
of fractal art. The designer can design the necessary model to
meet the requirements of the model. It can also be said that
the designer looks at the process, and finding a suitable
mathematical model is the process of finding a suitable
mathematical model.

Therefore, in order to grasp this factor affecting the art-
istry of fractal patterns and find the mathematical formula
that can generate fractal patterns with high artistic value,
we propose the concept of generalized M − J set [19]. The
generalized fractal formula established by J −M Institute is
also based on the following research.

3.4. Algorithm Design

3.4.1. Chromosome Coding. Here, we regard the iterative
function generating the fractal pattern of generalized M
− J set as an individual in the genetic algorithm popula-
tion and encode its iterative function. Because the applica-
tion of binary tree structure to express mathematical
expression has great flexibility. Therefore, the structural
coding method is adopted here to express the solution of

the problem in the form of binary tree, and each tree is
a chromosome [20].

The mathematical representation of a binary tree is a
decision made by mathematicians and mathematicians. This
encoding means that the operands of the instruction are at
the end of the binary tree, the operands can be changed or
rotated, and the operators are in the middle of the binary
tree. An order-of-magnitude traversal sequence of a binary
tree is a valid mathematical expression.

3.4.2. Establishment of Fitness Function. The fitness function
in genetic operation is the basis for evaluating the advan-
tages and disadvantages of genetic evolution chromosome
individuals. Here, we use the “satisfaction” and “consensus”
of users to design works as the index to measure the quality
of genetic chromosomes.

The fitness function of this paper adopts the group com-
mon scoring model. The group common score adopts the
third-order evaluation scale, which divides the user’s prefer-
ence into three evaluation preferences: “satisfied,” “average,”
and “dissatisfied.” Among them, “satisfied” corresponds to 3
points rated by the user, “general” corresponds to 2 points,
and “dissatisfied” is 1 point. Accumulate the scores of each
user to obtain the satisfaction score of the user. If n users
participate in the scoring, the satisfaction scoring interval
is ½n, 3n�. If the satisfaction scores are the same, the fitness

Sinz Cosz 2

+

–/

⁎

Z4Z–4

Figure 7: Tree B z−4/z4 + sin z ∗ cos z − 2.

Sinz Cosz

⁎

Figure 8: Tree F sin z ∗ cos z.
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function is jointly determined by calculating the consensus
standard. Taking Table 1 as an example, although the com-
mon score of design work A and design work B is 14, work B
does not show a “dissatisfied” attitude, and the degree of
consistency of evaluation is high. Therefore, it is more in line
with the actual needs of users.

Set the user evaluation score sequence fVigði = 1, 2,⋯,
nÞ and make Vmax = fV j ; V j ≥ Vi, i = 1, 2,⋯, ng, Vmin =
fVk ; Vk ≥ Vi, i = 1, 2,⋯, ng, then, the value of Vi after
[0,1] standardization is the following formula.

S Við Þ = Vi − Vmin
Vmax −Vmin

: ð1Þ

Let the degree of consensus be T , and calculate the degree
of consensus by using the standard deviation of the following
formula.

T = 1 −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑n
i=1 Vi − �V
À Á2

q

n
: ð2Þ

The satisfaction is as follows.

�S Við Þ = ∑n
i=1S Við Þ
n

, ð3Þ

Where �V is the average value of all user evaluation
results, i and n are positive integers, and 1 ≤ i ≤ n.

Assuming that the proportion of consensus degree and
satisfaction �SðViÞ in fitness is u and vðu + v = 1Þ, respec-
tively, the consensus satisfaction as a fitness function is as
follows.

Fitness = u�S Við Þ + vT: ð4Þ

In the traditional genetic algorithm, the fitness value is
determined by the fitness function. However, the subjective
evaluation of each user is different. Therefore, there can be
no objective fitness function. Therefore, the adaptation value
adopted in this paper should be reflected by user scoring.

This way of extracting the user’s “satisfaction” and “consen-
sus” through user scoring and then obtaining the adaptive
value is the full embodiment of the interactive idea.

3.4.3. Algorithm Flow

Step 1. Initializes the population. The population randomly
generates effective mathematical expressions in the operator
set and operand set as the iterative function of generating
fractal patterns. The expression string is represented as a
binary tree by structural coding.

Step 2. Generates the fitness value of chromosome in the ini-
tial population through interaction with the user. Users can
evaluate and score the chromosomes in the population to
modify their fitness value, so as to carry out genetic selection
of the next generation.

Step 3. Generates new populations according to the fitness of
chromosomes.

Step 4. Cross and mutate the population.

Step 5. After multiple rounds of evaluation and elimination.
If there is a satisfactory result for users, it will be finished;
otherwise, it will be transferred to Step 2.

4. Result Analysis

Taking the escape radius algorithm of generalized M − J set
and the escape time algorithm of Newton iterative method
to generate fractal patterns as examples to illustrate the
application of genetic algorithm in fractal pattern generation
in complex dynamic systems.

The performance tracking curve of genetic algorithm is
shown in Figure 2 below. After 14 generations, the fitness
curve tends to be stable, indicating that the improved genetic
algorithm can search for the appropriate weight threshold.

Let us assume that the set of operands given is ðz, z2, z3,
z4, z−1, z−2, z−3, z−4, ez , sin z, cos z, tan z, ctgz, aÞ.

2 2 Sinz Tanz Cosz

/

Sinz

–

–

z–4 z4

⁎
⁎

⁎

⁎

Figure 9: Tree G 2z−4/z4 − 2 sin z ∗ tan z − sin z ∗ cos z.
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Where z = x + yi, a is any constant. The operator set is
Bð+, − , ∗ , /Þ.

The initial set of operators consists of a set of binary
operators and a set of random operators. The steps of build-
ing a binary tree are randomly select multiple elements in
the operator set as the intermediate node and randomly
select multiple elements in the operand set as the end node
of the binary tree [21]. Each binary tree represents an itera-
tive function. For example, we select three spanning trees
from the initial population generated according to sets A
and B: tree A and tree B, and tree C is shown in Figures 3,
4, and 5.

Let 100 users rate and evaluate the pattern generated by
the iterative function. Calculate the user’s consensus degree
through formula (2), calculate the user’s satisfaction through
formula (3), and finally calculate the fitness value of each
fractal design pattern through formula (4). According to
the fitness value, excellent chromosomes are selected to pro-
duce the next generation.

The selected chromosome lines are crossed and mutated
to generate individuals in a new population. Here, it is
assumed that tree A and tree B are crossed. Among them,
the “-” node of the left subtree of tree A and the “/” node
of the left subtree of tree B are randomly selected as intersec-
tions. The exchanged part is a subtree rooted at the intersec-
tion. The new individuals generated after crossing are tree D
and tree e, as shown in Figures 6 and 7.

In the mutation operation, a new subtree is randomly
generated by the program, and this subtree is used to replace
the subtree below the selected node. Here, we take tree c as
an example for mutation operation. Suppose that the
selected mutation node is the “cosz” node on the far right
of the right subtree of tree C. The randomly generated sub-
tree is tree F, as shown in Figure 8, and the tree generated
after the mutation operation of tree c is tree g, as shown in
Figure 9.

After the above steps, if a user satisfied art design work is
generated, stop the operation, otherwise, return to continue
the genetic operation.

Through the above example, we can see that the idea of
genetic algorithm is applied to generate fractal art patterns,
and new patterns are automatically generated. At the same
time, the pattern elements of interest to users are retained
for genetic, so as to help designers quickly design fractal
art patterns appreciated by users.

5. Conclusion

This paper applies genetic algorithms in computer science to
the field of fractal art to create diverse fractal patterns to
meet the needs of users. However, due to the problems of
single evaluation mechanism, user psychological fatigue,
and low convergence efficiency in genetic algorithm, how
to reduce the impact on the results of genetic evolution by
improving these factors should be the focus of future
research.

In this paper, the research on the generation method of
fractal art pattern based on genetic algorithm is still in the
preliminary stage, and there is still much work to be dis-

cussed and carried out. The further work mainly includes
the following aspects: further improve the genetic algorithm
and expand the generation method of fractal art pattern
based on genetic algorithm. The improvement of fractal pat-
tern drawing system is based on genetic algorithm.
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In order to explore the commercial building design method that meets the needs of contemporary consumer behavior, the author
proposes a method of applying virtual reality, behavior simulation, and other technologies to commercial building design. First,
through a questionnaire survey of commercial buildings in a city, the influencing factors of consumption behavior are
explained with the help of SPSS correlation analysis. Then, applying virtual reality technology on this basis, three-dimensional
presentation of the commercial building design scheme, taking the design of commercial space signage system as an example,
the preset low-brightness color system, and the color and shape are single, the logo set A and the logo set B using high-
brightness color system and changeable form are presented, expand 3D dynamic visual and behavioral simulations. At last,
relying on ResNet image recognition technology, it analyzes the user’s visual experience and usage effect. Experimental results
show: There is a significant correlation between plane layout, spatial identification, familiarity of indoor space, and frequency
of use, and visual perception is the main driving factor for choosing commercial buildings; using the comparative analysis of
commercial logos, it is found that the average value of the confidence of set B is less than that of set A; in terms of
significance, the average time of identifying all categories of logo set A is 0.68 s, and the average identification time of all
categories of identification set B is 0.46 s; in terms of discrimination, it takes 0.28 s to correct the misrecognition of all
categories of identification set A and 0.11 s to correct the misrecognition of all categories of identification set B, indicating that
the design of the identification system uses bright colors and changeable forms, which are easier to use. The results indicate
that the elevation, slope, hydrology, transportation conditions, economic indexes and cultural factors are important factors
affecting the spatial distribution of traditional villages in a city. The analysis shows that the distribution of traditional villages is
affected by natural conditions, social economic conditions, cultural factors and other factors, and the optimal layout of
traditional villages can be strengthened from these aspects.

1. Introduction

In recent years, the importance of the home improvement
market in the interior design industry has continued to
increase, the reason is: The development of the real estate
industry has rapidly increased the magnitude of the home
improvement market and has a strong driving force for the
development of design, building materials, furniture, electri-
cal appliances, and other industries; in turn, it improves the
quality of life of ordinary Chinese [1]. With the rise of some
luxury houses and villa projects, large-scale, high-investment
home improvement projects, it enables designers to display

their creative freedom; in some characteristic homestays
and villa renovation projects in the construction of new
countryside, it has further expanded the market share [2].
The performance of some home improvement companies
has been accumulating to become listed companies, and
the home improvement industry has entered the vision of
investors, which has further attracted social attention.

In the digital age, the industry change of interior design
is no longer partially perfect, but structural and even subver-
sive. The interior designer group has to face the difficulties
and move forward bravely. Must be clear: It is unavoidable
that artificial intelligence replaces a large number of design
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work, which does not follow design logic but industrial logic;
Talented and creative designs and designers will be more
popular, both because of their rarity and because of society’s
growing wealth; the group of interior designers is likely to
continue to be layered, classified, and even divided [3]. In
order to respond to different industrial, commercial, and
technological changes. the reform of design education
should not be limited to the tinkering of the original system
but need to look forward to the future and make a big
breakthrough!

2. Literature Review

Matheson, B. et al. proposed a strategic study on the com-
bination of traditional physical buildings and virtual tech-
nology [4]. Zhu, Y. et al. have this statement on the
interactive design system, “If a designer is needed to have a
sense of belonging to the design program and be willing to
contribute to the organization and operation of the design
program, the most effective way is to let the designer interact
with the design program in a way of dialogue, so as to shape
the architectural space they want.” The history of this inter-
action can bring new possibilities for designers and design
programs to share goals and outcomes [5]. Wei, X. et al. pro-
posed that the transformation of architectural information
should be carried out in an orderly manner through the prin-
ciples of “linking, juxtaposition, metaphor, analogy and
socialization” and elaborated on a series of changes brought
about by the development of interactive design, such as
pan-interface ization, universal connection, and universal
media [6]. RWu et al. proposed and defined the participatory
social innovation design method with “participation and col-
laboration,” as the core, and through case analysis summed
up the three levels of participatory design and applied them
in practice [7]. Li, X. J. et al. proposed the application of vir-
tual reality technology in participatory design, but the article
only briefly mentioned the auxiliary role of virtual reality
technology in different stages of participatory design, and
the application of specific operation methods was not carried
out. Details [8]. Phlmann, K. et al. discuss the application of
the staged approach to the whole process of participatory
design. The addition of digital technology enables participa-
tory design to be refined and concrete, and thus closer to
the concept of interactive design [9]. In recent years, the
application of virtual reality technology in architectural
design has also developed rapidly in China; at the same time,
relevant theories and research have also achieved certain
progress and results [10].

Existing research results of interactive design mostly
focus on interactive multimedia technology and forms of
expression, and less research on the interaction between
users and design solutions. Therefore, on the basis of draw-
ing on existing research theories, the author constructs an
interactive design method for commercial buildings and
guides the design from the feedback of users’ psychological
processes and behaviors [11]. As shown in Figure 1, this
method mainly relies on virtual reality technology; in the
early stage of design, a commercial building with real size
is established to obtain the real scene of the design plan,

and then the virtual model is used for simulation experi-
ments and analysis of the relevant survey data of the subjects
to find out the design content in the scheme that does not
meet the needs of use and modify and refactor it to form a
positive feedback loop, which is also different from the tradi-
tional one-way push design process.

3. Research Methods

3.1. Thinking and Method of Interactive Design of
Commercial Buildings Based on Virtual Reality Technology.
The interactive design using virtual reality technology
emphasizes the sense of experience, and the user produces
subconscious reactions and related behaviors in a space close
to the real world; it can more intuitively and truly record
people’s activity state and psychological emotions. Com-
pared with the traditional design and communication
methods through two-dimensional images and language
description, it is more intuitive. Virtual reality technology
integrates human-computer interaction technology, sensing
technology, human-machine environment synchronization,
etc.; it can effectively collect the feedback of the test subjects
and carry out data analysis, thereby improving the work effi-
ciency of designers, and at the same time saving costs and
ensuring the quality of the design scheme, as shown in
Figure 2 [12].

(1) The theoretical basis of interaction design

The interactivity of architectural interactive design is
reflected in two aspects; one refers to the participation of
the public in architectural design, and the other refers to
the intervention of information technology in the architec-
tural space, people, and buildings to form an obvious
dynamic system, thus interact. Most of the traditional
methods can only realize the one-way expression of the
designer’s ideas, while the interactive design method is that
after the user interacts with the virtual simulation design, a
series of behaviors bring about various associated variables,
which are fed back to the designer.

Interactive design uses the process of information pre-
sentation combining virtual and real, real-time interactive
virtual roaming experience, information feedback, scheme
optimization, etc. By summarizing the behavior of the sub-
jects in the virtual reality scene, the general rules of the user
behavior can be obtained, or by the methods of dynamic
images and computer image recognition obtained in the vir-
tual reality model, they can be analyzed and processed, in
order to obtain the impact factor or effective data [13]. The
designer can, according to the analysis results, and combined
with their own experience to optimize the design.

(2) The method and process of interactive design

Research and collection design impact factors: The theo-
retical basis of the interaction design method comes from
the interpenetration theory under environmental behavior;
this theory points out that the active role of human beings
on the environment includes both material and functional
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roles, as well as the role of value giving and reinterpretation.
The core of the method is user behavior-oriented, analysis of
the environment, and design based on this. Through the
investigation of commercial space usage, the author summa-
rizes the behavior and psychological characteristics of con-
temporary consumers, analyzes the factors that affect the
use of commercial buildings, and guides the design of com-
mercial buildings.

Realization of virtual scene: The preliminary design
scheme is confirmed and modified after consideration, and
the scheme is vectorized by traditional modeling software
such as AutoCAD. The virtual reality scene construction is
carried out on the determined architectural model, and
3DSmax, Revit, Mars, and other software are used for 3D
simulation modeling and virtual reality scene rendering. In
the modeling process, the interior space of the building should
be strictly in accordance with the actual size, proportion, and
structure of the model, so as to restore the actual shape of
the building space to the greatest extent. At the same time,
under the premise of satisfying the correct cognition of the
tested person, the model can be optimized by simplifying the
secondary components and complicated details to ensure the
smooth operation of the hardware device [14].

Spatial experience and behavioral simulation: In the vir-
tual 3D simulation model, the subjects can have a variety of

sensory experiences, and obtain psychological and behav-
ioral information by using physiological data acquisition
equipment such as eye trackers or subjective questionnaires;
or apply software such as Unity3D and MassMotion3D and
conduct various behavioral simulation experiments in the
model. Due to the digital nature of virtual space, statistical
programs can be present in the working environment, auto-
matically record a large amount of behavioral information
such as motion trajectories, in order to analyze the behav-
ioral characteristics of users; it can also use artificial intelli-
gence analysis methods such as image recognition to
interface with virtual reality interactive dynamic three-
dimensional scenes, simulate behavior, and get quantitative
results.

Information feedback and solution optimization: In the
virtual scene, the interactive behavior of the user can be
fed back in real time, and the efficiency and pertinence of
the feedback information can be ensured. Data statistical
analysis methods, fuzzy evaluation methods, etc. can be used
to analyze it, and accordingly, the internal laws of the data
can be scientifically reflected, so that the obtained results
are more reasonable. Through the analysis results, the
designer can estimate the usage status and user’s needs after
the completion of the scheme, so as to optimize and modify
the original design in a targeted manner.
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collection

Live show A Observation
analysis B

Modifying and
reconstructing C

Design
intervention D

Make plan Implementation
feedback

Interactive design process Interactive design concept
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Figure 1: Schematic diagram of traditional design process and interactive design process.
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3.2. Investigation and Analysis of Commercial Building Space
Use Behavior. In order to test the validity and feasibility of
the method, the author combines the investigation of a city’s
commercial center and gives an example to introduce the
application of the interactive design method of commercial
buildings.

(1) Case selection and research

The author conducts research on two popular shopping
malls in a city as an example [15]. The two shopping malls
selected by the author are typical commercial buildings in
a certain city. They have the characteristics of small number
of floors, large single-story area, emphasis on environmental
shaping of public spaces, and complete public facilities. After
visiting 5 large-scale commercial buildings in a city, I chose
the shopping center in the suburbs and the urban life shop-
ping area in the center of the city; these two commercial
complexes are typical cases of multifunctional complexes
and mature operating models. Both the two shopping cen-
ters have an area of more than 30,000m2, and the suburban
shopping centers, due to their location and opening time,
mainly serve the surrounding residents and middle-aged
and elderly people [16]; the urban life and shopping area is
a representative of modern shopping malls, and its charac-
teristic architectural shape makes it a new landmark of a city;
it mainly serves the citizens and tourists living in the city
center, especially popular with young people; at the time of
the author’s research, although the urban life and shopping
area has been opened for less than a month, it has already
received more than one million passengers, residential, out-
door public activity areas, and supporting facilities in urban
life projects; since 2009, it has gradually opened to the pub-
lic, and it is very popular among tourists and citizens.

The purpose of this survey is to study the behavioral
characteristics of users in commercial buildings and to
explore the driving factors that affect users’ choice of com-
mercial buildings. The research on the driving factors of
the interior space of commercial buildings is mainly carried
out from the aspects of spatial perception, commercial for-
mat distribution, plane and function, architectural and site
selection characteristics, and environment and public facili-
ties. The author’s pre-research on the needs of consumers
in a city’s shopping process found that most of the citizens
who come to the mall do not care about the time cost, but
prefer to have a pleasant shopping process, hoping to obtain
information from the mall space, and carry out activities
such as shopping, dining, meeting friends, parent-child,
walking, enjoying, visiting, and resting. In summary, based
on the psychological and behavioral characteristics of con-
sumers in a certain city, the author establishes an index sys-
tem of the questionnaire, which mainly reflects the users’
subjective feelings and behavioral characteristics on the
plane and function of commercial space, spatial perception,
and external characteristics of buildings.

In February 2018, a survey on the behavior characteris-
tics and satisfaction of commercial buildings was carried
out in two shopping malls in a city, 100 questionnaires were
randomly distributed in each shopping center, a total of 200

questionnaires were distributed, 192 were valid question-
naires, and the effective recovery rate was 96.0%. The con-
tent of the questionnaire includes the basic information of
the respondents and the information on the user behavior
patterns.

The author mainly studies the wayfinding behavior of
users and separately extracts the wayfinding experience data
from the questionnaire. The survey options and the propor-
tions of each option regarding the subjective feelings of the
wayfinding experience are shown in Table 1, from which it
can be seen that users’ subjective perceptions of familiarity
and orientation perception of the two shopping malls are
quite different.

The use frequency data of the two shopping malls will
appear as the relevant variable Y , which is the judgment
standard for the user’s preference for the shopping mall. In
the survey of suburban shopping malls, 39.58% chose to visit
multiple times a month, while in urban life shopping malls,
the highest proportion was the first visit, 58.33%. According
to the author’s on-site interview, it is found that the main
reason for the difference in shopping frequency between
the two shopping malls is that the suburban shopping malls
have long operating hours in a certain city, while the urban
life business district has just opened for a month at the time
of the author’s investigation, and citizens are unfamiliar with
it.

(2) Data analysis

According to the questionnaire, the influencing factors
were extracted from 3 aspects of users’ subjective feelings
about the shopping mall, and then they were classified and
numbered in turn; a total of 7 main influencing factors were
obtained, namely, traffic flow line, functional layout, spatial
identification, and interior space, familiarity, environmental
satisfaction, architectural features, and traffic accessibility,
and used to mark (see Table 2). Using SPSS, each factor X
and the frequency of use Y were used for correlation analy-
sis; it can be found that there is a significant correlation
between the spatial plane layout, spatial identification, and
spatial familiarity with the frequency of use, and the correla-
tion coefficients are all at a significant level [17]; among the
three factors with significant correlation, spatial identifica-
tion and familiarity both belong to the category of spatial
perception; it is inferred from this that spatial perception is
a driving factor that has a greater impact on users than spa-
tial functions and building exterior features (see Table 3).

The AHP method is used to determine the weight of fac-
tors, the common methods are expert scoring and question-
naire survey, and the author adopts the questionnaire survey
method [18]. In the design of the questionnaire content,
through a pairwise comparison, the interior design elements
of the commercial building of the party with higher demand
are scored. The demand degree is divided into 5 levels, one
element is “more needed” than the other, 3 points, “more
necessary” is 2 points, the demand degree of both elements
is “similar”, 1 point, and “less necessary” is 1/2 points, “not
required” counts as 1/3 point; according to this standard,
the demand degree of commercial building interior design
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components is converted into equivalent, and finally calcu-
lated according to formula (1), the weight of commercial
building interior design components at each level is obtained
[19].

a = ∑mn
J

: ð1Þ

In the formula, a is the average rating value of element A
to element B; m is the rating value; n is the number of people
who marked “√”; J is the number of people surveyed, which
is the score of the valid questionnaire.

(3) Research and analysis

According to the survey results of the user behavior of
two shopping malls in a city, it is known that spatial percep-

tion is one of the main factors affecting the frequency of
shopping malls. People’s perception of the atmosphere
comes from the relationship between space and environ-
ment, the relationship between spaces, etc. The environment
becomes the “interface” of space perception, so the relative
relationship between the environment and people becomes
an important reference for space perception. Vision is the
most important sense for humans to obtain external infor-
mation; visual perception is the most basic way of spatial
experience and the basis of emotional experience.

Respondents who were dissatisfied or generally satisfied
with their wayfinding experience were interviewed for their
satisfaction with their wayfinding experience and sugges-
tions for improvement; most of them suggested improving
the navigation system in the mall and the accessibility of
some functional spaces.

4. Results Analysis

According to the analysis results obtained from the investi-
gation, the author will take the optimization design of the
indoor signage system of commercial buildings as an exam-
ple and apply the interactive design method of commercial
buildings in practice.

4.1. Virtual Simulation of Design Content. From the above
survey, it is found that cognitive space is an important factor
affecting users’ choice of commercial space. Therefore, the
author conducts a research on the optimization design of
the signage system in the commercial space to improve the

Table 1: Survey values of respondents’ wayfinding experience.

Store name Research questions Options Proportion/%

Suburban shopping center

Familiarity with the mall

Very familiar 60.42

A little familiar 31.25

Unfamiliar 8.33

When walking in the mall,
feel the complexity of the space

Simple plane 43.75

A little complicated 41.67

Very complicated 14.58

Knowledge of the manufacturer’s direction

Always know 66.67

Sometimes I know, sometimes I do not know 29.17

I do not know since I entered the mall 4.16

Is the mall guidance system sufficient?
Yes 87.50

No 12.50

City life shopping district

Familiarity with the mall

Very familiar 12.50

A little familiar 45.83

Unfamiliar 41.67

Consider the complexity of the mall

Simple plane 31.25

A little complicated 50.00

Very complicated 18.75

Knowledge of the manufacturer’s direction

Always know 31.25

Sometimes I know, sometimes I do not know 66.67

I do not know since I entered the mall 2.08

Is the mall guidance system sufficient?
Yes 81.25

No 18.75

Table 2: Extraction and classification of questionnaires.

Survey category Investigation item Numbering

Space and function
Traffic flow X1

Functional layout X2

Spatial perception

Spatial identification X3

Spatial familiarity X4

Environmental satisfaction X5

External features
Architectural features X6

Transportation accessibility X7
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space awareness. The first step of the interactive design
method is the virtual construction of the commercial build-
ing space model; using the virtual reality three-dimensional
software MARS, combined with a commercial space design
scheme, the simulation modeling is carried out, and the vir-
tual space S is obtained. In order to optimize the operation
experience, in the virtual construction of the building space,
only the necessary traffic space and decorative elements in
the indoor space are constructed, so as to minimize the
number of model rendering surfaces and reduce system
operations [20].

Summarize and analyze the logo systems widely used in
shopping malls at present, draw on the logo design elements
that are widely used, and summarize to obtain two sets of
logo sets with different styles and establish models, which
are recorded as set A and set B. In each set, it contains 11
logos. Logo set A is mainly gray in color, with 1 to 2 decora-
tive colors, and is dominated by a single rectangle in shape;
Collection B is mainly composed of bright colors in color,
with a variety of decorative colors, and the shape is mainly
geometric or special. Two sets of logo sets are placed in the
virtual commercial indoor space S with the same distribu-
tion and placement method, respectively, to get virtual
spaces SA and SB. At last, using virtual reality dynamic vision
technology, from the user’s perspective, with the same route
and travel speed, roaming inSAandSB, respectively, and
obtain the roaming vision video data in different identifica-
tion sets for subsequent analysis.

4.2. Interaction and Feedback of Space Scene. According to
the visual orientation of the identification system, the target
recognition model based on the ResNet neural network
structure is selected for analysis in this paper. The model
can be docked with dynamic scenes, simulate the visual
experience of users roaming in virtual commercial buildings,
and make an effective quantitative evaluation of the sign sys-
tem in the indoor space of commercial buildings.

(1) Behavior simulation recognition analysis method
based on target detection

The virtual reality video datasets SA and SB simulate the
process of users roaming in commercial buildings; on this
basis, the visual experience of users can be simulated based
on the target detection model, so as to quantitatively evalu-
ate the sign design in commercial buildings, and the specific
process is shown in Figure 3 [21, 22].

The above target identification detection model is applied
to detect the virtual reality roaming videos constructed by the
identification set A and the identification set B, respectively,
and the identification results of the entire roaming process
are obtained; the results include the identified location of the
logo in the current field of view, the category, and a confidence
score (the confidence score indicates the probability of the cat-
egory appearing in the bounding box, and the appropriateness
of the size of the bounding box). Example of recognition
results for one of the frames [23].

Since each frame in the video represents the user’s field
of view at the current moment, the sequence between frames
corresponds to the dynamic changes of the user when walk-
ing and changing the angle of view. Therefore, the detection
results of all frames are combined for correlation analysis; it
can be effectively analyzed that in this interactive state, the
pros and cons of different logo design effects [24].

(2) Quantitative feedback on the recognition degree of
behavior simulation

In terms of the significance of the logo, the confidence
score is mainly used as the evaluation standard, which repre-
sents the confidence level of the detection model for the cur-
rently recognized logo, and corresponds to whether the user
“sees clearly” the logo [25]. When the marker is farther from
the user, the confidence score is usually lower, and the oppo-
site is true when the distance is closer. Therefore, the

Identity set A

Model A

Model B
Virtual video

dataset SB

Virtual video
dataset SA

Identity set B

Application

Application

Train Create

Train Create

Result

Result

Target
detection

Target
detection

Comparative analysis

Figure 3: The flow of the analysis method based on target detection.
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confidence score can express the distinctive feature of the
logo, that is, whether the logo is easy to identify, easy to find,
and so on. In terms of significance of the two schemes, the
average identification time of all categories of identification
set A is 0.68 s, and the average identification time of identi-
fication of all categories of identification set B is 0.46 s; in
terms of discrimination, the time of correcting misrecogni-
tion of all categories of identification set A is 0.28 s, and it
takes 0.11 s to correct the misrecognition of all categories
of identification set B. The average confidence level of 11
identification categories of each group of identification sets
is shown in Figure 4.

4.3. Data Analysis and Correction of Identification Results.
From the results, the author can find that in terms of signif-
icance, the average confidence level and average recognition
time of logo set B are both smaller than those of logo set A,
indicating that logo set B is more easily recognized by users
in the same commercial building environment, and can be
easily recognized by users and deliver relevant information
more quickly; in terms of discrimination, the time used for
correcting the misrecognition of set B is shorter than that
of set A, indicating that it is easier to distinguish between
different types of logos in set B.

The color, shape, and expression of the signboard have a
great impact on the user’s ease of identification and distinc-
tion, the B-type identification system in the commercial
space is more likely to be noticed and accepted by users than
the A-type identification system, and it shows that the mor-
phological expression of the B-type logo has higher visual
perception. Thus, the use of eye-catching colors and the
use of a variety of colors can effectively improve the ease of
identification. In the shape design of the sign system, it
should break the currently commonly used design method
of focusing on the conventional shape and a set of single
shape of the sign, and the combination of various shapes
or special shapes can effectively improve the distinguishabil-

ity. The combination of pictures and words in the logo sys-
tem is more effective than pure words.

5. Conclusion

Applying virtual reality technology to interactive design
methods provides new ideas for commercial building design.
The author aims at the indoor space characteristics of com-
mercial buildings, using virtual reality technology and
guided by the interpenetration theory under environmental
behavior, and obtains the interactive design method of com-
mercial buildings with the interactive feedback between
users and the design scheme as the main process. Taking
two commercial centers in a city as an example to conduct
a research, analyze the behavior characteristics of users and
summarize the main driving forces that affect users’ choice
of commercial buildings. Correlation analysis was carried
out on the survey data of users’ shopping behavior, and it
was found that the influencing factors significantly related
to the frequency of use were layout, spatial identification,
and spatial familiarity. From this analysis, spatial perception
is a bigger driving factor affecting users’ choice of commer-
cial space than spatial functions and external features.
According to the thinking of interactive architecture, the
thinking process and method of interactive design of com-
mercial buildings are obtained. Using virtual reality technol-
ogy to simulate the commercial building space, a design plan
with a realistic interactive experience is obtained, based on
which users can obtain intuitive and effective behavioral
feedback and conduct relevant analysis. Taking the optimi-
zation design of the sign system in commercial buildings as
an example, the method and process of interactive design
are shown; this method is universal and popular for the
design of sign systems and commercial buildings.
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As science and technology continue to advance and life standards continue to improve, poor living and study habits are common
among today’s college students, making their physical health deteriorate. At present, the physical fitness test management system
of college students is not perfect. This paper studies the physical fitness test administration system for college students based on
IoT smart sensors. It first briefly introduces the design of the physical health test management system and then proposes the IoT
smart sensor network algorithm. With the rapid development of IoT, WSN has also grown rapidly as an important technical form
of the underlying perception layer of the IoT. Then, this paper tests the data of the college students’ physical fitness test
management system under the Grey Relational analysis, and finally, it conducts an experimental discussion on the realization
and testing of the college students’ physical health management system. The experimental results of this paper showed that the
college students’ physical fitness test management system through the Internet of Things smart sensor can quickly respond to
the visits of multiple clients, with relatively high processing efficiency, and the efficiency is increased by 60%. The practical
interface designed and implemented by this system has excellent practicality. The system interface uses a light blue
background, which has good comfort in application, and the system has complete functions, which can meet the general
requirements of university system health management.

1. Introduction

As the successor and mainstay of contemporary socialism,
promoting the development of students is the starting and
final focus of school work. The State Council further
emphasized the importance of the development of physical
health of young people, clearly stating that in the physical
and mental health of young people, strong physical fitness
is a symbol of civilized society, which is a key facet of the
country’s overall power. It can be seen that there is a close
relationship between youth physique and national develop-
ment. The State Council has also promulgated relevant doc-
uments for school sports work, fully demonstrating that
school sports work has become a national strategy, and
these measures will surely further promote the reform and
development of school sports work. Improving the physical

quality of students within the scope of colleges and univer-
sities and comprehensively assessing the physical health of
college students are conducive to improving students’
understanding of their own physical fitness and urging them
to participate in physical exercise.

In recent years, research on physical fitness has devel-
oped rapidly, but there are few studies on the management
of physical fitness testing. It mainly conducts horizontal
and vertical research on the related concepts and status
quo of students’ physical health. On the premise of abundant
“research on management mechanism,” it is of certain theo-
retical significance to build a more complete new mecha-
nism of adolescent physical fitness test management by
drawing on relevant theoretical knowledge and other disci-
plines. This paper studies the college students’ physical fit-
ness test management system based on the Internet of
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Things intelligent sensor, aiming to provide reference for the
construction of the college students’ physical fitness test
management system.

Physical fitness test can detect the quality of a person’s
physical fitness. In the current era of information networking,
people often do not pay attention to their bodies. Especially in
young people, lack of exercise also makes the incidence of dis-
ease higher and higher. Therefore, physical fitness testing has
also become a hot research topic. The traditional health phy-
sique test has the characteristics of complicated operation
and low efficiency. Lu et al. designed a set of health-related
physical fitness testing methods for college students based on
smart mobile terminals [1]. Wang and Chen mainly discussed
the computer vision-based design of student fitness measure-
ment system and analysis system of test data [2]. Huang
et al. proposed that laboratory-based measures of fitness com-
ponents could be used to predict WTST [3]. The aim of Mel-
chiorri et al. was to describe a combined test to assess physical
efficiency in a healthy Italian older cohort and to provide an
overview of the physical progression of locomotor skills in var-
ious age classes. Due to its simplicity and applicability, test bat-
teries have been proven to be a valuable tool for assessing
multiple aspects of physical fitness in older adults [4]. They
have done various researches on physical fitness and achieved
relatively good results, but they did not focus on young people,
which also caused the experimental results to be inconsistent
with the current status quo. The study found that the IoT
smart sensor-based physical fitness test administration system
for college students has good results.

Several scholars have also made corresponding studies on
smart sensors for the Internet of Things: Gabriella presents a
novel industry compares for the calibration of intelligent grid
transducers for conventional and nonconventional voltage
and current transducers in the voltage spectrum from DC
to several dozen kHz frequencies. Its precision performance
allows the calibration of class 0.1 sensors under both
sinusoidal and nonsinusoidal conditions [5]. The main con-
tribution of Herrera-Quintero et al. is the development and
realization of a prototype of intelligent sensors for ITS (Intel-
ligent Transportation Systems). The prototype integrates and
incorporates an IoT approach using serverless and
microservice frameworks to help Bus Rapid Transit’s (BRT)
transportation programming system [6]. Dissanayake et al.
concentrated on devising a transducer that measures fluoride
and hardly in well water through an auto regime. Here, a
simple colorimetric method was employed to develop the
proposed optical sensor, using SPADNS reagents and a com-
plexometric titration of the color change procedure [7]. They
all explained the application of smart sensors in various fields
well and achieved good results, but this paper studies the sta-
tistics of smart sensors in physical fitness test data and the
establishment of models, which is inconsistent with current
research hotspots.

This article investigates the physical performance test
management system for college students supported by intel-
ligent sensors based on the IoT. Through experiments, it is
known that the college students’ physical fitness test man-
agement system based on the IoT smart sensor can quickly
respond to the visits of multiple clients, which has a very

high processing effect, and its efficiency is increased by
60%. Through systematic analysis and comprehensive evalu-
ation, students can have a more intuitive understanding of
their physical health status. At the same time, suitable teach-
ing arrangements can be made for students with different
physical conditions to improve the teaching effect.

The innovation of this paper is reflected in the following:
(1) it analyzes and introduces the design of the physical
health test management system; (2) it expounds the algo-
rithm of the Internet of Things intelligent sensor network
and introduces the gray correlation analysis; (3) it conducts
experimental analysis on the realization of college students’
physical health management system. We provide additional
explanations in the introduction section of the paper.

2. Design and Implementation Method of
College Students’ Physical Fitness Test
Management System Based on IoT
Smart Sensors

2.1. Design of Physical Fitness Test Management System. In
the college students’ physical health test system, consider-
ing the system convenience and maintenance cost, the B/S
structure is mainly used in the system platform architec-
ture, which is also the more popular software architecture
at present [8, 9].

The B/S structure includes a browser, a Web server, and
a database server, as shown in Figure 1. Among them, part of
the transaction logic is completed in the front end, while the
server side completes the main transaction logic. The data
interaction between the browser and the database is com-
pleted by the Web server, so that the system users can use
the browser to send their own requests to the server. The
server performs query processing on the request and then
feeds back the processing result to the system user. In this
way, the client only needs to configure simple client soft-
ware, and the work is simpler. The client only needs to com-
plete simple operations, and the performance requirements
for the client are greatly reduced, which also avoids the
maintenance personnel from taking too heavy maintenance
tasks on the client. The server needs to process all requests
sent by the client, access the database, etc., which is a heavier
burden than the client [10].

In this architecture, a three-layer browser architecture of
data management layer, user interface layer, and middle
layer are used. Each layer is independent of each other and
does not interfere with each other. The three-tier architec-
ture is gradually developed with the development and matu-
rity of middleware technology [11]. The system uses
middleware as the underlying platform to realize the inter-
connection and communication between the client and the
server; it connects the application program and the database;
the system develops, runs, deploys, and manages a three-tier
browser system [12]. Compared with the C/S structure, the
B/S structure has the following characteristics:

(1) The use cost and technology are simple

(2) The data security is high

2 Journal of Sensors
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Under the B/S architecture, all data are stored on a cen-
tralized database server, and clients do not need to store
business-related data, nor do they need to store database
links [13]. In this way, the security of the data is further
guaranteed. Based on the physical fitness test-related request
of college students in this paper, the framework diagram of
the system design is shown in Figure 2.

The primary subscribers in the structure of this system
are students, faculty, and administrators. The application is
classified into user interface layer, application service layer,
and data layer [14]. The basic structure of the system net-
work hardware is shown in Figure 3.

2.2. IoT Smart Sensor Network Algorithms. With the rapid
development of IoT, WSN has also grown rapidly as an
important technical form of the underlying perception layer
of the IoT. Many sensors form a smart sensor network in a
static or dynamic state, which adopts a self-organizing and
multihop structure [15]. In the scope it covers, each sensor
node senses and collects the information of the sensed
object, processes it, transmits it, and finally accepts it by its
owner [16]. The network nodes will automatically compress
the collected data and periodically send the collected data to
the Internet cloud computing platform. At the same time,
the data in the cloud is regularly updated, which can reduce
the storage and processing requirements of the sensor,
reduce the storage capacity of the sensor, and reduce the
power consumption of the sensor. Inexpensive, compact,
and low power consumption are important features of sens-
ing nodes. Sensor nodes in WSN have functions such as sen-
sor, data processing, and communication [17].

2.2.1. LED Lightweight Encryption Algorithm. The serpent-
type S box is used in the LED encryption algorithm. The
maximum difference probability and the linear approxima-
tion deviation of the algorithm are both 2-2. The row shift
is in the form of a circular left shift j nibble, so that 4 of each
column can be scattered into 4 different columns. The LED
uses a maximum distance-divisionable code matrix based
on a single nibble-level linear feedback shift register. In
hardware implementation, only one nibble-level LFSR needs
to be implemented, so the required area is relatively small
[18]. In hardware implementation, only one nibble-level
LFSR needs to be implemented, so the required area is rela-
tively small.

The LED encryption algorithm requires almost no key
arrangement and uses the master key directly. The encryp-
tion of the LED algorithm is to alternately use the round
key plus roundAdd and step functions for 64bit data
packets. Round key addition is to use the “XOR” method
to import the round key into a state, and the step function
is used to perform the main transition. After many itera-
tions, packets of encrypted information can be obtained
[19]. The algorithm for adding the LED wheel key is as
follows:

Function roundAdd STATE, Rmð Þ = STATE + Rm: ð1Þ

The step function of LED is composed of 4 round
functions, and the round function is composed of Add
Constants, SubCells, Shift Row, and Mix Columns Serial
operations [20]. LEFR is initialized to a state of all 0 s,
and an update is completed before the Add Constants

Normal client

Normal client

Data server

Normal client

Internet

Web server

Figure 1: B/S frame structure diagram.
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operation is performed in each round. SubCells is to
replace the value of each nibble m1 with the value after
the 4 × 4 bitS box S:P4

2 ⟶ P4
2 operation, and every time

it is 0 ≤ j ≤ 15, there are

nj∗4, nj∗4+1, nj∗4+2, nj∗4+3
À Á

≔ S mj

À Á
= S nj∗4, nj∗4+1, nj∗4+2, nj∗4+3

À Á
:

ð2Þ

Shift Row treats the intermediate state as a 4 × 4
matrix:

N =

m0,m1,m2,m3,

m4,m5,m6,m7,

m8,m9,m10,m11,

m12,m13,m14,m15:

8
>>>>><

>>>>>:

ð3Þ

At that time, the jth of the matrix was shifted to the
left j positions: Mix Columns Serial is to continuously

AdministratorTeacherStudent

Result inquiry User management Health evaluation

User interface layer

Local area network or wide area network

Information
management System management Performance

management

Application service layer

Data layer

Database

Figure 2: System architecture block diagram.

Firewall

Database

Router

Client side

Client side

Client side

Server

Figure 3: Hardware architecture diagram.
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multiply the matrix 4 times, and the irreducible polyno-
mial is A4 + A + 1 as follows:

S = Xð Þ4 =

0, 1, 0, 0,

0, 0, 1, 0,

0, 0, 0, 1,

4, 1, 2, 2,

8
>>>>><

>>>>>:

=

4, 1, 2, 2,

8, 6, 5, 6,

B, E, A, 9,

2, 2, F, B:

8
>>>>><

>>>>>:

ð4Þ

LED-64 is the master key that uses 64bit repeatedly,
and the round key is to regard the master key as the
sequence P0, P1, P2, P3 of nibble.

The operation of fetching the key is expressed as

PSji = Pi+j⋅16 mod lÞ: ð5Þ

2.2.2. SM2 Algorithm and SM4 Algorithm

(1) SM2 Algorithm. ECC is an ECC algorithm based on the
discrete logarithm problem of point groups on elliptic
curves. The elliptic curve equation used by the SM2 algo-
rithm is b = a3 + xa + y. After the coefficients x and y are
determined, the unique curve is determined. The advantages
of SM2 algorithm are mainly security, low memory size, and
quick signal speed. As a kind of public key operator, the SM2
operator can implement signature, signature verification,
encryption and decryption, and key negotiation.

To study the SM2 algorithm, first, an elliptic curve
should be introduced in a limited area. An elliptic curve is
a plane curve determined by the Wellstar equation and can
be expressed as

Q : b2 + xab + yb = a3 +wa2 + pa + t ð6Þ

Among them, w, p, t, x, y all belong to finite fields GSðqÞ.
The set of points on the elliptic curve includes the set of all
points (a, b) in the above equation and an infinite point O.
The infinite point O is a special point on the set of elliptic
curve points, which does not exist on the elliptic curve E.
If three points belonging to the set of elliptic curve points

lie on a straight line, then the sum of these three points is
0. Figure 4 is an example of two commonly used elliptic
curves.

The SM2 algorithm is mainly based on the elliptic curve
whose base domain is the prime domain and the binary
extended domain. This chapter mainly introduces the SM2
algorithm based on the prime domain elliptic curve. Let p
be a prime number consisting of p prime numbers in f0, 1
, 2, 3,⋯p − 1g to form FP , and FP is called the prime field.
The prime field used by the SM2 algorithm is fixed, and
the elements contained in prime field FP satisfy the follow-
ing operation rules:

(i) Addition operation rules: set x1, x2 ∈ FP, then,

x1 + x2 = x1 + x2ð Þ mod pð Þ: ð7Þ

(ii) Addition rules: set x1, x2 ∈ FP , then,

x1 ⋅ x2 = x1 ⋅ x2ð Þ mod pð Þ: ð8Þ

(2) SM4 Algorithm. The SM4 algorithm is an encryption
algorithm based on the same encryption key published by
the United States Cryptographic Office, which is mainly used
for large-scale data encryption and decryption. The SM4
algorithm is an iterative packet symmetric key encryption
algorithm based on a nonequilibrium Festo structure. It
mainly includes two algorithms: encryption, decryption,
and key expansion. Both the SM4 cryptosystem and the
cryptographic expansion mechanism are 32-round nonlin-
ear iterative methods; the difference is that the round keys
are used in reverse order. The ciphering procedure of SM4
method is illustrated in Figure 5.

(1) Sm4 encryption and decryption algorithm: assuming

that the input plaintext N is ðN1,N2,N3,N4Þ ∈
ðZ32

2 Þ4, the output ciphertext is ðC1, C2, C3, C4Þ ∈
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Figure 4: Example of an elliptic curve.
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ðZ32
2 Þ4, and the round key is krj ∈ Z

32
2 , j = 1, 2, :::31,

then the encryption process of the SM4 algorithm is

Nj+4 = p N j,Nj+1,Nj+2,Nj+3, krj
À Á

=Nj ⊕D Nj+1 ⊕Nj+2 ⊕Nj+3 ⊕ krj
À Á

,

G0, G1,G2,G3ð Þ = K N32,N33,N34,N35ð Þ = N35,N34,N33,N32ð Þ:
ð9Þ

(2) Key expansion algorithm: assuming that the encryp-
tion key is NR 1 and the round key is 2, then the
algorithm for generating the round key is

R0, R1, R2, R3ð Þ = NR0 ⊕ PR0,NR1 ⊕ PR1,NR2 ⊕ PR2,NR3 ⊕ PR3ð Þ,
krj = Rj+4 = Rj ⊕G′ Rj+1, Rj+2, Rj+3, CRj

À Á
:

ð10Þ

Among them, D′ is basically the same as D in the round
function in the above SM4 algorithm encryption and
decryption algorithm.

Typical application scenarios of smart sensor networks
are as follows:

The target parameters observed in the detection range,
such as the intelligent sensor network for monitoring and
monitoring of grassland, forest, ocean, and other environ-
ments, can realize the monitoring of air humidity, tempera-
ture, atmospheric pressure, etc. at a specific location or
region. On the sensor node, a variety of sensing devices
can be installed, and different information can be received
at the same time, and the obtained signals can be collected
and analyzed according to different sampling speeds.

In the detection of things of interest and estimates of
their associated parameters, for example, in WSN applied
to traffic, the sign of the trigger event is that the vehicle
travels to the monitoring area, and the sensor node records
the license plate, running direction, and speed of the vehicle
passing through the detection area. The sensing module of
the sensor node is set to a working state, and an event-
triggered threshold is set. When the acquired data reaches

the preset threshold, other control modules will be triggered,
and then the acquired data will be processed.

Classify and identify observations. For example, classifi-
cation detection of systems with incomplete or incomplete
information. In this paper, a data test is made for the man-
agement system of college students’ physical fitness test
under the Grey Relational analysis.

2.3. Grey Association. Grey Relational degree analysis is an
important content in the study of Grey system theory. The
Grey Relational degree analysis first collects the original
evaluation indicators and then uses the dimensionless
method. The obtained data are in the [0,1] interval and form
a matrix. It obtains the correlation coefficient matrix by solv-
ing the correlation coefficients between the indicators in the
rows and columns of the matrix. Then, the weight of each
indicator is calculated, and it is combined with the correla-
tion coefficient to obtain the correlation between each indi-
cator and comprehensively sort them. Grey correlation
analysis is a comprehensive evaluation method that has been
widely used in multi-index comprehensive evaluation in
recent years. Before the systematic Grey Relational analysis,
the features and factors were sorted. The following are some
definitions.

2.3.1. Grey Correlation Factor. Assuming that there is a
system factor Aj in the system, the observation data at the
position of serial number r is ajðrÞ, r = 1, 2,⋯m; at this time,
we call Aj = fajð1Þ, ajð2Þ, ajð3Þ⋯ ajðmÞg is the behavior
sequence of the factor. If the serial number r represents a
time, an indicator, or an object number, Aj is called a behav-
ior time series, a behavior index series, or a behavior hori-
zontal series. No matter what kind of sequence data,
Greyscale correlation analysis can be performed. If the sys-
tem factor has a dimension, it needs to be dimensionless
first, and the negative correlation factor is transformed into
a positive correlation factor, and then further processing is
carried out.

Supposed that Aj = fajð1Þ, ajð2Þ, ajð3Þ⋯ ajðmÞg is the
behavioral Aj sequence of system factors; generally, three
transformation methods of initial value, mean value, and
interval value can be used to perform dimensionless process-
ing on the sequence, which are as follows:

128-bit key

Key extension Basic round function

128-bit plaintext

12-bit key file

Iterative
control

Figure 5: SM4 algorithm encryption process.
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(i) Initialization:

aj rð Þt1 =
aj rð Þ
aj 1ð Þ , aj 1ð Þ ≠ 0, r = 1, 2,⋯,m: ð11Þ

(ii) Average:

aj rð Þt2 =
aj rð Þ
�Aj

, �Aj =
1
m
〠
m

r=1
aj rð Þ, r = 1, 2, 3,⋯,m: ð12Þ

(iii) Interval value:

aj rð Þt3 =
aj rð Þ −min

r
aj rð Þ

max
r

aj rð Þ −min
r
aj rð Þ , r = 1, 2, 3,⋯,m: ð13Þ

In these three transformation methods, t1, t2, t3 are
called an operator. Corresponding to different methods, they
are the initial value operator, mean value operator, and
interval value operator. These operators can have dimen-
sionless behavior sequences, but cannot be mixed. Only
one of them can be selected for being dimensionless accord-
ing to the needs of the actual problem. After transformation,
these values can be called Grey correlation factors.

2.3.2. Calculation of Grey Relational degree. In the Grey sys-
tem, we use the concept of Grey correlation degree to reflect
the degree of correlation between different system factor
sequences and feature sequences. In the Grey system space,
the Grey Relational mapping is often not unique. Therefore,
the degree of association cannot be simply described by the
size of the grey relational degree, but is mainly described
by sorting the grey relational degree and using the sorting
result. There are several steps to calculate the Grey Rela-
tional degree:

First, determine the system sequence.
The systematic sequence mainly includes the character-

istic sequence and the related factor sequence. Before analyz-
ing systems and phenomena, the corresponding system
behaviors must be screened out from the behavioral charac-
teristics and corresponding sequences of the systems. The
feature sequence of the system is expressed as A0ðrÞ = fa0ð
1Þ, a0ð2Þ, a0ð3Þ,⋯, a0ðrÞg. After that, we need to screen
out the factors that play a major role in the system behavior
and determine the sequence of related factors, which are
mainly expressed as follows:

A1 rð Þ = a1 1ð Þ, a1 2ð Þ, a1 3ð Þ,⋯, a1 rð Þf g,
Am rð Þ = am 1ð Þ, am 2ð Þ, am 3ð Þ,⋯, am mð Þf g:

ð14Þ

Second, find the difference sequence among the original
serial and the sample serial.

Once the above three steps are used to obtain the corre-
lation figures, the Grey Relational degree can be calculated
using the equation given below.

γ0j rð Þ
min

j
max
r

a0 rð Þ − aj rð Þ�� �� + γ max
r

max
r

a0 rð Þ − aj rð Þ�� ��

Δ0j rð Þ + γ max
r

max
r

a0 rð Þ − aj rð Þ�� �� :

ð15Þ

Here, γ is taken as 0.5, and then according to the
formula,

γ0j =
1
m
〠
m

r=1
γ0j, ð16Þ

to find the Grey Relational degree γ0j.

3. Experimental Results of the Design and
Implementation of College Students’
Physical Fitness Test Management System
Based on IoT Smart Sensors

3.1. System Database Design. The concept of database is to
integrate data information into an independent logical struc-
ture and organize and manage data according to the data
structure. The database is the “warehouse” of the system,
and its design has a great impact on the performance of
the software. The system uses SQL Server 2008 as the data-
base on the server side. Combined with the specific applica-
tion of this subject, the main design data of the database are
obtained, as shown in Table 1.

3.1.1. Student Information Sheet. The student information
table is mainly used to store the student’s login name and
password, as well as the student’s college, major, and course
selection information, as shown in Table 2.

3.1.2. Physical Fitness Test Table. The physical fitness test
table is mainly used to store data related to various physical
fitness test items, including test number, test name, test con-
tent, test standard, test time, result, and description. Its log-
ical structure is shown in Table 3.

3.1.3. Reservation Information Form. Reservation informa-
tion table, as shown in Table 4.

3.2. Implementation and Testing of Physical Health
Management System

3.2.1. Basic Flow of Program Operation. According to the
overall functional design of the physical fitness test manage-
ment system, before entering the system for examination
and management, the system will verify and identify the
logged in users. Whether it is a candidate exam or a teacher
management, identity verification should be carried out first.
The main operation flow of the system is shown in Figure 6.

After the student user logs in successfully, enter the
exam reservation page, and the teacher will conduct the cor-
responding physical health test for the student during the
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reservation time. After the test is completed, the teacher will
enter the corresponding test scores into the system, and the
system will give a test report according to the test scores.
Teachers will also give corresponding fitness guidance
according to different students’ physical health conditions.

Once the teacher user input his account code, he successfully
signed into the system.

According to the actual needs of teachers, it should have
management functions, including adding, modifying, delet-
ing users, and managing grades. After the system completes
the health evaluation and diagnosis, teachers need to analyze
it and give corresponding guidance.

Administrator users can implement basic operations
such as adding, deleting, and modifying teacher users and
student users. In addition, they can complete the setting
and management of system-related information.

3.2.2. Realization of the Main Functional Modules of the
System. The main function of the system is to facilitate the
physical health management of college students, so that stu-
dents, teachers, and managers can easily understand the
physical health of students, which provides more accurate
and detailed theoretical basis for physical exercise and phys-
ical education of students and teachers. At the same time, it
can also be provided to the relevant functional departments
to give qualitative evaluations of students’ physical health
and provide positive help for the management of students’
physical health test scores.

The system mainly consists of modules such as system
administration, test appointment, user administration, fit-
ness instruction, communication center, achievement con-
trol, message distribution, and fitness evaluation. Among
them, user management, performance management, and
health assessment are the main contents of the entire system.
User management includes user login, user registration,
password modification, and permission setting. Score man-
agement includes modules such as score query, score analy-
sis, and score statistics. Through the health evaluation
module, scientific analysis can be carried out according to
the students’ sports test results, and the correct physical
health report can be obtained, and then according to the
report, the exercise methods and sports programs suitable
for the students can be formulated.

3.3. Health Evaluation and Diagnosis. At present, various
colleges and universities mainly measure the physical health
of college students by testing different sports, and then expe-
rienced teachers evaluate students’ physical health according
to the test results. This method is highly subjective, and the
importance of the test indicators is determined artificially,
which may lead to obvious deviations in the evaluation of
students’ physical health. Aiming at the shortcomings of
the existing physical health evaluation, this study proposes
to use the Grey correlation degree to analyze and compre-
hensively evaluate the results of the students’ physical health

Table 1: System overall data sheet.

Serial number Table name Alias Illustrate

1 S-TAB Student information sheet Store basic information of student users

2 TEST-TAB Physical fitness test form Store physical fitness test related content

3 SA-TAB Statistical analysis table Store the relevant results of statistical analysis on student physical data

Table 2: Student study sheet.

Field name Illustration
Data
length

Is it
empty

Primary
key

ID Numbering 15 No No

NAME Student name 50 No Yes

PASS
Student login
password

10 No No

ROLE Student category 10 No No

SEX Student sex 10 No No

MAJOR Student major 50 No No

INSTITUTE Affiliated college 100 No No

COURSE Selected course 100 No No

Table 3: Physical fitness test table.

Field name Illustration
Data
length

Is it
empty

Primary
key

ID
Test

number
15 No No

NAME Test name 50 No Yes

CONTENET
Test

content
600 No No

STD
Test

standard
10 No No

TIME Test time 30 No No

RESULT Test result 20 No No

DESCRIPTION Describe 600 Yes No

Table 4: Appointment information form.

Field
name

Illustration
Data
length

Is it
empty

Primary
key

Number Student ID 15 No Yes

NAME Name 50 Yes No

DATA
Appointment

time
60 Yes No

TYPE
Reservation
project

10 Yes No
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test. On the one hand, it is beneficial to reduce the subjectiv-
ity of evaluation, and on the other hand, the weight of each
indicator on physical health is calculated, which greatly
improves the accuracy of evaluation.

This article takes the sports measurement data of 5 col-
lege students in 2020 as an example to explain the process
of the health evaluation method. The raw data of the test is
shown in Figure 7, and the Quetole index is the value
obtained by the student’s weight ðkgÞ ∗ 1000/height ðcmÞ.

For students in grade 20, their standard Quetole index is
basically stable. The index can be used to evaluate the body
shape of college students. Grip strength BMI and standing
long jump can reflect the physical fitness of college students.
The larger the value, the better their physical fitness. The
ladder test and vital capacity BMI are important indicators
to measure the physical fitness of college students. The closer
the two are to the limits of their peers, the better their
physiological functions. In the figure, the Cetole index is

System user

Student Teacher Administrator

Test appointments

Result inquiry

Health guidance

Fitness instruction

Exchange center

Performance analysis

Health evaluation

User management

System management

Report statistics

Make an announcement

Figure 6: Operational flow chart of the system.
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Figure 7: The raw data of sports index measurement of 5 college students randomly selected.

9Journal of Sensors



RE
TR
AC
TE
D

represented by A, the grip strength body mass index is rep-
resented by B, the standing long jump (m) is represented
by C, the step test index is represented by D, and the vital
capacity body mass index is represented by E.

In the figure, taking the test scores of boys and girls of
the same age and sex as the standard model value, the Grey
correlation analysis was carried out on the index measure-
ment scores of the college students to be tested. Finally, the
comprehensive correlation degree of each index is obtained,
and the physical health status of college students is deter-
mined by its value. The Grey Relational analysis method
refers to a method that is affected by a variety of factors
and uses the Grey Relational degree of the factor pair to
express the influence of the pair. Grey Relational analysis
means that r0 is influenced by multiple factors rn, and the
Grey Relational degree of factors rn to r0 is used to express
the influence of rn to r0.

Before the Grey Relational analysis, the raw data of the
test is preprocessed, the standard mode is r0 = ðr01, r02,
r03, r04, r05Þ = 347,92,2:66,82,84, and rnl =min frnl, r0lg/max
frnl, r0lg can be obtained by dimensionless processing. r0

is the reference sequence; r1, r2, r3, r4, r5 are the compari-
son sequence. Subtract the elements corresponding to the
comparison sequence and the reference sequence to obtain
the absolute value of the difference, denoted by Δn. Then,
in the comparison sequence rn, for the reference sequence
r0, the maximum difference and the minimum difference
between the two poles are, respectively, expressed as fol-
lows: Q =maxn maxlΔnl. Then the Grey Relational degree
at point l can be defined as wðr0l, rnlÞ = ðq + βQÞ/ðΔnl + β
QÞ. Where 0 ≤ β ≤ 1 is the resolution constant, the larger
the value, the greater the resolution, and vice versa. Nor-
mally, set the resolution constant β = 0:5. Figure 8 can be
obtained by dimensionless processing of the above figure,
and reference sequence r0 = ð1, 1, 1, 1, 1Þ at the same time.

Calculate the absolute value difference; you can get
Figure 9.

Among them, Q and q can be calculated as: 0.6619 and
0.0059, respectively, and the Grey correlation between the
measurement data of college students’ physical health index
and the standard mode value can be calculated, as shown in
Figure 10. Combining the weights of each measurement
index obtained above, the correlation between body shape,
athletic ability, and physical function can be calculated,
and then the comprehensive correlation value of each stu-
dent can be calculated.

Taking student male 1 as an example, based on the Grey
correlation value, its health level can be analyzed. Due to the
large Grey correlation value in terms of body shape, the
student’s body shape is good, but there are deficiencies in
athletic ability and physical function. Then, experts can use
this table as the basis for students’ health judgment, combine
their own experience, conduct health assessment for differ-
ent students, and give corresponding physical exercise
advice. Then, experts can use this table as the basis for stu-
dents’ health judgment, combine their own experience, con-
duct health assessment for different students, and give
corresponding physical exercise advice.

Students can learn about their own health status based
on the content of the health diagnosis. The health evaluation
method in the system is used to obtain the health diagnosis
opinions of the students participating in the test, and the
teachers give exercise prescriptions according to the health
evaluation opinions, which are used to guide the students
to carry out corresponding exercise and exercise according
to their own physical conditions, so as to enhance the phys-
ical health of the students.

3.4. System Test. The purpose of system testing is to check
whether the software system implemented by programming
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Figure 8: The dimensionless results of the measurement data of college students’ physical health indicators.
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meets the requirements, and it is the final review and verifi-
cation of the results of the entire system development stage.
In the development process of the system, although all stages
of development have been checked, there are inevitably
some omissions, and the legacy of these problems may even-
tually lead to problems or even paralysis of the system dur-
ing operation. Therefore, after the system development is
completed, the final test of the system is required to find

more problems. It can be said that software system testing
is to find problems in the software. This paper will introduce
and analyze the physical health management system of
college students from the aspects of the system’s operating
environment and functional testing.

3.4.1. System Function Test. In this paper, the functional
testing of the system mainly includes testing of system
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Figure 9: The absolute value of the difference between the comparison sequence and the reference sequence.
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installation/uninstallation, system interface, functional mod-
ules, security, and so on. In terms of functional testing, data
verification testing and white-box testing are used to test
whether each system function meets the requirements.

This article has tested the basic installation and opera-
tion of the system. The test situation is as follows: No
errors were found during the installation and script run-
ning of the system; the server and client programs installed
on the Windows 7 operating system, including the code
and related content, are correct; the test is installed on
computers with different hardware configurations; the sys-
tem does not find errors and can start and run normally
through the configuration. When there is a problem with
the system operation, such as insufficient disk space, the
system can capture the occurrence of the error, give the
user an error prompt, and exit the system normally. From
the above test situation, it can be found that the basic oper-
ation of the system is normal. Test of system operating
interface: The operating interface designed and imple-
mented by the system has good operability. The system
interface adopts light blue design, which has better comfort
during use. The system has complete functions, which can
meet the basic needs of institutional health management in
colleges and universities.

3.4.2. System Performance Test. In the aspect of system per-
formance test, it mainly evaluates the security and stability of
the system.

In terms of security, the database of the system does not
allow direct operations but can only be accessed through the
system, including adding, modifying, and deleting database
data. The system has done strict authorization control man-
agement, and different users have different levels of author-
ity. Only authorized users can perform database operations,
and nonauthorized users can only query data, which ensures
that the system has good security.

Stability mainly means that the system is not prone to
errors during operation or can catch the corresponding
errors and handle them appropriately. During the test, the
system did not exit abnormally due to errors. In addition,
by configuring multiple client programs to access the sys-
tem server at the same time to test the processing and
response speed of the system. The test results showed that
the system can quickly respond to the access of multiple cli-
ents and has high processing efficiency, which increases its
efficiency by 60%.

The performance test results of the system show that the
system has good effects in terms of security and stability and
can meet the basic functional requirements and performance
requirements of college students’ physical health test.

This paper starts from the overall goal of physical fitness
test management and explains the main functional require-
ments of the system. It divides the system function modules,
gives the detailed system realization, and tests it. Ultimately,
this paper will implement a set of high-efficiency college stu-
dents’ physical health management system, comprehensively
evaluate and analyze students’ physical status through stu-
dents’ physical fitness test results, and provide correspond-
ing decision-making opinions.

4. Conclusions

To address the current problems of physical health of college
students, this paper has combined IoT smart sensors and
Grey system theory to assess and manage the physical health
problems of college students. A set of monitoring and
management system for college students’ physical health
problems has been realized, which can better help the imple-
mentation of the national college students’ physical health
standards and urge students to realize the importance and
necessity of physical exercise and physical fitness. The col-
lege students’ physical health test management system real-
ized in this paper has very important practical significance.
It enables students to have a more intuitive understanding
of their physical health status through systematic analysis
and comprehensive evaluation. In this way, teachers can
adjust the teaching content and teaching methods in a more
targeted manner, make appropriate teaching arrangements
for students with different physical conditions, improve the
teaching effect, and truly achieve a purpose. The next work
of this paper will further optimize the physiological health
assessment method, improve the realization of the program
and algorithm, and develop the multiplatform interactive
use, so that the system has more generality and practical
application significance.
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In order to solve the problem of low accuracy of human posture recognition during motion, the author proposes a human posture
recognition and detection method based on multiple sensors. The method uses acceleration sensor, angular velocity sensor, and
single-chip microcomputer to collect data; uses time domain and frequency domain analysis methods to analyze the collected
data; and then uses Bayesian classifier to classify and identify the current motion posture of the human body. The obtained
results are as follows: in the traditional method, with the increase of subjects, the accuracy of the classification method
continues to decline; when the number of subjects reaches 50, the accuracy rate is only 60%; in the experiment, the zero
crossing times of the acceleration signal axis are selected, and the axis area of the angular velocity signal is used as the
characteristic item to distinguish the two different attitudes of going upstairs and going downstairs; the discrimination can
reach about 90%. The authors combine the data collected by the acceleration sensor and the angular velocity sensor to perform
feature extraction and classification, and the classification accuracy can reach more than 95%. It is proved that the method
proposed by the authors can perform human gesture recognition very quickly and has a high accuracy rate.

1. Introduction

The degree of human health can be reflected by the posture
of the human body, so it is more and more popular to judge
the degree of physical health by the posture of the human
body [1]. In the field of pattern recognition, the recognition
of human motion gestures has become a hot research topic
[2]. In recent years, with the rapid development of human-
computer interaction and other technologies, human motion
gesture recognition technology has been widely used in var-
ious aspects such as competitive sports, rehabilitation ther-
apy, and somatosensory games [3]. Among these
applications, in the field of biomedicine, the typical applica-
tion is the application dedicated to the detection and evalu-
ation of the daily life of the elderly and this special
population undergoing rehabilitation therapy [4].

With the progress of the times and the development of
society, the aging of the population is becoming more and
more serious, and a new type of family living alone or called

empty-nest family has appeared in the society. This is
because in rural areas in my country, most people aged 15-
30 leave the countryside to study or work in other places.
The elderly in rural areas always live alone with no one tak-
ing care of them, and at present, the country cannot provide
good social security for these elderly people living alone [5].
Due to the decline of the functions of the elderly in all
aspects of the body, the current social focus is more on the
physical health of the elderly who live alone without care.
In people’s daily life, the posture of the human body is
closely related to the health of the human body; the injury
caused by the fall of the elderly is very serious and even
endangers life safety; serious harm caused may include soft
tissue injury, muscle tear, collision, cerebral hemorrhage or
accidental head injury, and spinal fracture [6, 7].

Collecting the movement data of the elderly in daily life,
establishing a large sample movement database, and then esti-
mating and predicting the mobility of the elderly through data
mining and analysis of movement information and predicting
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the possibility of potential falls and, accidental falls due to var-
ious internal and external factors are of great significance.

2. Literature Review

The recognition of human motion poses has received more
and more attention from researchers and enterprises. There
are already corresponding products on the market. The cur-
rent human motion gesture recognition technology can be
divided into the following two types: the first is to use video
technology to detect the motion state of the elderly [8]. The
second is monitoring through portable devices [9]. The
advantage of using the wearable portable body motion ges-
ture recognition device is that there are no restrictions on
the monitoring places of the elderly, the elderly can go any-
where at will and can monitor their movement status, which
is superior to video surveillance [10].

The recognition system of human body motion posture
based on video device and the monitoring system of human
bodymotion state based on video method are to carry out spe-
cific monitoring on the places where the elderly often come
and go; in this way, the movement state of the elderly can be
monitored with high probability, and since the video technol-
ogy can intuitively judge the fall posture of the elderly, it will
also be of great help to the later treatment [11]. Scientific
researchers have also conducted in-depth research on the rec-
ognition system of human motion and posture based on video
devices and have achieved good results in video surveillance;
however, video surveillance can only perform real-time mon-
itoring of fixed places, which affects the travel of the elderly; if
the elderly do not appear in frequently occurring areas, video
surveillance will not work, and video surveillance will also
cause the leakage of the personal privacy of the elderly [12].

Wearable sensor-based attitude monitoring system, a
wearable-based portable motion state monitoring method, is not
limited by themonitoring area, and because it is a portable device,
therefore, it is easy to carry, and the elderly can decide where they
want to go according to their own ideas, and at the same time, they
can also let medical staff or relatives know their own motion sta-
tus. When the motion parameters change, the current motion
posture of the human body can be judged by algorithms [13, 14].

The disadvantages of the testing equipment currently on
the market are as follows:

(1) The reliability of detection is not high due to the lim-
itation of sensor reliability and software algorithm

(2) The cost is higher, the volume is larger, and it is not
conducive to portability

(3) Due to the limitation of product technology, the scope
of application of the product is greatly limited, and the
quality of the product needs to be improved [15]

In the 1950s, some scholars used sensors to judge the
motion state of the human body [16]. With the development
of MEMS technology, the use of sensor technology to mon-
itor the state of human motion has achieved unprecedented
development [17]. In addition, many technologies are bor-
rowed from speech recognition technology and are also used

to judge the motion state of the human body [18]. In terms
of human motion gesture recognition, some basic actions of
people’s daily life, such as walking, jogging, sitting, and
standing, can also be successfully recognized [19, 20].

Based on the current research, the authors aim at the
motion gesture recognition of wearable sensors, combined
with the signals of the acceleration sensor and the angular
velocity sensor; the collected data is analyzed using the time
domain and frequency domain analysis methods, and then,
the Bayesian classifier is used to classify and identify the cur-
rent motion posture of the human body.

3. Research Methods

3.1. Circuit Planning and Design Production. In the process of
recognizing the current motion posture of the human body, the
most important step is to collect the data of the current motion
posture of the human body; in order to achieve accurate classi-
fication and recognition of the current motion posture of the
human body, it is necessary to rely on the analysis of these col-
lected data; the accuracy of the collected data is of crucial signif-
icance for the subsequentmodeling analysis, pose classification,
and recognition using Matlab on the host computer; the reali-
zation of the device for collecting human motion and attitude
information has also become an important issue [21].

The human motion information collection device follows
the design guidelines of low cost, low power consumption,
easy to wear, and strong environmental adaptability [22].
The human body motion information collection device
includes a microprocessor, a three-axis acceleration sensor, a
three-axis angular velocity sensor, and a power management
module, which is responsible for collecting and storingmotion
data and information [23]. Among them, each sensor mea-
sures the vector data of acceleration and angular velocity,
respectively. The microprocessor is responsible for collecting
the information of each sensor and storing the collected infor-
mation in its own Flash; when the human body motion infor-
mation collecting device is connected to the upper computer,
the stored information is read out, and it is sent to the host
computer through the UART communication interface. The
power management module is responsible for supplying
power to the microprocessor, each sensor, and all the elec-
tronic components on the circuit board. The specific structural
block diagram is shown in Figure 1.

3.2. Experiment Organization and Conduct. In order to
obtain the characteristic data of the human body in various
states, this subject needs to measure the daily activities of
volunteers [24].

We collected data from 37 males and 13 females, for a
total of 50 subjects in the specified motion poses. During
the experiment, we counted the age, height, and weight of
the subjects, mainly because in many previous research
works, there have been cases of misclassification and identi-
fication due to individual differences of subjects. The mean
and variance of subjects’ age were 22.2 years and 0.7, respec-
tively; the mean and variance of height were 1.72 meters and
0.006; and the mean and variance of weight were 64.04 kg
and 2.93, respectively.
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Figure 1: Structure block diagram of human motion gesture recognition system.
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During the experiment, we did not specifically require
the subjects to exercise in a specified way [25]. The sub-
jects all followed their usual habitual movement posture
for the test. For example, in the process of collecting the
movement posture data of going up and down the stairs,
the subjects can be allowed to go up two steps at a time,
or they can run downstairs. We have not made too many
requirements for this.

3.3. Experimental Data Collection and Recording. The exper-
imental data is collected and stored in the built-in 64K Flash of
the IAP15F2K6IS2, and then, the data is transmitted to the
host computer through the UART serial communication pro-
tocol. From the data sheet of the ADXL345 accelerometer, it is
known that this accelerometer needs to use 6 bytes to store the
collected data each time; these data will be stored in the
IAP15F2K6IS2 in the form of two’s complement; when using
Matlab for time domain, frequency domain, and classification,
the decimal data needs to be used; however, the data uploaded
to the host computer by the UART serial communication pro-
tocol is in hexadecimal, so it is necessary to perform accurate
data type conversion many times in this process.

For example, first, the sensor needs to use 6 consecutive
bytes of data registers to store the data of a certain time.
According to the introduction of the data sheet of the
ADXL345 accelerometer, among these 6 consecutive bytes,
the first two bytes of data is axis data, the middle two bytes
of data is x-axis data, and the last two bytes of data is data
for the y-axis. Then, use the IC bus protocol to store these data
in the 64K Flash that comes with the microcontroller for tem-
porary storage. Finally, a piece of data stored in the microcon-
troller is uploaded to the host computer through the UART
serial communication protocol and stored in the “.TXT” text,
and then, the data is processed by Matlab; these data need to
be converted to decimal form before processing. “O0FE” con-
verted to decimal form is -1, “0002” converted to decimal form
is +2, and “005A” converted to decimal form is +90. Multiply
the data of each axis by the currently set resolution 3.9mg/LSB
of the sensor; it is the size of the acceleration we need to mea-
sure in the end, that is,

ax = −3:9g,
ay = +7:8g,
az = +351g:

8
>><

>>:

ð1Þ

In the formula, ax, ay, and az represent the output results
of x-, y-, and z-axes; g represents the acceleration of gravity,
which is the unit of acceleration.

3.4. Data Collection of Human Motion Gesture Recognition
System. The data acquisition device of the human motion
gesture recognition system adopted by the authors uses the
Keil uVision4 development environment and performs
top-down software programming according to the compila-
tion principle of C language; the data acquisition device
includes a microcontroller IAP1SF2K6IS2 and an accelera-
tion sensor or a microcontroller IAP15F2K6IS2 and an
angular velocity sensor.

The main functions of the microcontroller is as follows:
determine the current state of collecting data or uploading
data; collect sensor data in real time and write the collected
data into Flash; and read data from Flash, and transmit it
to the host computer through the UART communication
interface. Therefore, the software programming in the
microcontroller mainly includes the following modules,
including microcontroller initialization, sensor initialization,
data acquisition, and reading and writing. The steps required
for the initialization of the microcontroller mainly include
initializing the system clock and setting the timer and initial-
izing the I2C communication interface protocol, the UART
communication interface protocol, and various related
peripheral I/O interfaces. The configuration required for
acceleration and angular velocity sensors mainly includes
initialization and zero drift calibration. The data acquisition
operation is completed by using the I2C communication
interface. The data read and write operation is to write data
to the Flash of the microcontroller and read data from the
Flash of the microcontroller. The data transmission opera-
tion is realized through the UART interface to transfer the
data of the microcontroller, one-way transmission function
uploaded to the host computer, as shown in Figure 2.

4. Analysis of Results

4.1. Comparison of Traditional Classification Methods for
Going Up and Downstairs. When recognizing some basic
daily actions, such as standing, walking, running, and falling,
it is difficult to accurately identify the posture of the human
body going up and down the stairs using the same method,
as shown in Table 1. By analyzing Figure 3, it can be known
that the researchers did not invite too many subjects during

Table 1: The traditional classification method of going up and down the stairs.

Classifier Number of collectors Number of action categories

Bayesian 1 5

L1 distance 24 9

Decision trees, support vector machines, naive Bayes 2 8

K-NN 6 8

J48 6 8

MLP 6 4

GMM 50 5
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the experiment, and the recognition rate obtained was also
very low, and with the increase of subjects, the recognition
rate decreased significantly.

4.2. Feature Item Selection. In the process of distinguishing
human body posture, in order to achieve the effect of
accurately distinguishing the posture of the human body

going up and down the stairs, it is necessary to select
the most representative features as much as possible,
reduce the difficulty of classification, and realize the accu-
rate analysis of the posture of the human body going up
and down the stairs.

Feature extraction refers to finding useful information in
the data and searching for the most representative features
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from many features, thereby reducing the difficulty of subse-
quent processing.

The zero crossing times of the x-, y-, and z-axes of the
acceleration signal can be selected, combined with the area
of the x-, y-, and z-axes of the angular velocity signal, as
the characteristic item to distinguish the two different atti-
tudes of going upstairs and going downstairs.

4.3. Classifier Selection. Before classification, the classifier is
first trained on samples. Among the 50 sets of experimental
data we collected, the feature items of 45 sets of experimental
data were extracted for sample training of the classifier.
Then, use the trained classifier to classify the features of
the remaining 5 sets of experimental data. The classification
results are shown in Figures 4 and 5.

As can be seen from the classification results in Figures 4
and 5, the authors combine the data collected by the acceler-
ation sensor and the angular velocity sensor, perform feature
extraction and classification to achieve accurate classification
of the posture of the human body going up and down the
stairs, and can relatively accurately distinguish the different
postures of the subject going up and down the stairs.

5. Conclusion

In the field of pattern recognition, the recognition of human
motion gestures has become a hot research topic. In recent
years, with the rapid development of human-computer inter-
action and other technologies, humanmotion gesture recogni-
tion technology has been widely used in various aspects such
as competitive sports, rehabilitation therapy, and somatosen-
sory games. However, the recognition of human motion pos-
ture is still in its infancy, and the distinction of many human
motion postures is extremely difficult, and there are many
technical problems to be solved. Although sensor-based

human motion gesture recognition technology has developed
rapidly in recent years, there have been many studies that
can accurately identify the human body in the process of daily
life activities; the most basic gestures are shown; the authors
study the posture of the human body going upstairs and
downstairs. The result obtained is as follows:

(1) The collection of motion data is the basis of gesture
recognition research. The authors’ portable human
motion information acquisition device is composed
of a three-axis acceleration sensor, a three-axis angu-
lar velocity sensor, a microprocessor, and a power
management module. The collected data is stored
in the 64K Flash that comes with the microproces-
sor, and then, the stored data is uploaded to the host
computer through the UART protocol for subse-
quent data conversion, calculation, and analysis

(2) Using the time domain, that is, the acceleration mod-
ulus algorithm to identify the current motion posture
of the human body, can quickly identify the current
motion posture of the human body, but if the time
domain-based recognition method is simply used, it
is easy to cause errors and confusion in posture recog-
nition. In order to improve this recognition error, we
combine the frequency domain analysis method to
analyze the frequency domain characteristics of the
signal to distinguish some basic daily postures of the
human body (especially the falling posture of the
human body) and improve the accuracy of the recog-
nition of some basic daily postures of the human body

(3) A Bayesian classifier is applied to solve the confusion
problem of upstairs and downstairs movements.
First, filter and calculate the data collected by the
acceleration sensor and angular velocity sensor.
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Figure 5: Classification results of going upstairs.
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To address the many uncertainties of technological change in school governance processes, this article offers smart school-based
governance based on Internet of Things and Internet access mobile. Regarding the use of technology in cell phones, the system
integrates in many ways, interviews staff involved, receives information, and then examines the use of how school governance
affects school administration. The results of the experiment were as follows: 91.4% of parents believed that the use of smart
home control systems was beneficial to themselves and their children; of the parents, 77.42% were most concerned about their
student’s school condition, with 41.94% and 38.71% doing homework. In addition, 29.03% and 21.51% of family information
and school activities were in the parent’ perspective. Parents estimate that in-school communication on WeChat, which is the
largest contributor to smart school management, reaches an average of 50%. Smart school management has proven to be able
to create a large database of schools and use it to support and streamline school management decisions, especially decisions,
decision of the president, improving the whole process of a smart school system.

1. Introduction

As the lower concept of management, school management is
also facing unprecedented opportunities and challenges
under the influence of modern advanced science and tech-
nology [1]. We can all realize that the economic manage-
ment, government management, enterprise management,
and other related management existing in the society have
been at the forefront of advanced science and technology,
and today’s world is in a period of great development,
change, and adjustment. If school management can keep
up with the trend of science and technology, it will bring
great harvest [2]. Therefore, with the progress and develop-
ment of mobile Internet technology, the society has entered
a new mobile Internet era. The home school communication
mode of traditional school management will eventually be
replaced by the information communication mode. In order
to enable school managers and teachers to use mobile
phones and other mobile Internet to communicate with par-
ents in real time and to enable parents to use mobile phones
and other mobile Internet to grasp students’ learning situa-
tion and communicate effectively with teachers in time, the

school has introduced a smart campus management system
for the management of the school, which to a certain extent
enhances the scientific, democratic, efficient, and standard-
ized school management, meets the needs of schools,
teachers, parents, and students in school management, and
greatly promotes the reform of school management. How-
ever, there are many different problems in the practical
application of schools, teachers, and parents, which affect
the mobile process of school management.

Experts and scholars from a wide range of disciplines
have provided different insights into the concept and charac-
teristics of a smart school. Internet experts commented on
the good understanding of smart schools, saying that smart
schools are Internet applications of products that focus on
the interaction of information received or deleted. Technol-
ogy professionals have focused on innovation in teaching
such as smart learning environment and smart classrooms
and see smart schools becoming smarter, transforming
learning, and learning. Learning environment is based on
new communication network technologies. School improve-
ment professionals focus on the use and maintenance of
smart schools. They believe that building a smart school is
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not just about using Internet technology but also about
understanding. We need to pay attention to the quality of
the technology and about its use and service. Based on the
above ideas, we believe that smart school has become a
new stage in the improvement of school information and
has returned to the “three-point” form [3, 4]. Smart Campus
focuses on the concept of “essential services and manage-
ment support” such as understanding, service organization,
information exchange, thought management, and deduction
and makes research. The ultimate goal of a smart school
connection is to provide better customer service. Second,
smart schools need to reflect on the “deep integration” of
school activities. “Deep integration” includes the integration
of school work materials and a variety of modern school
functions of processes and organizations, integration, inte-
gration and use of information platform, the integration of
business processes and information, and four stages. Inte-
gration of data is based on all activities within the school
and the external environment (smart city) [5]. In short,
smart school could be defined as “person-centered, deep
integration.” One of the unique features of a smart school
is that its meaning is clear and descriptive. Its main features
are as follows:

(1) Have the ability to perceive the characteristics and
habits of human, material, environment, and other
factors in reality and can intelligently predict the
general laws and development trends according to
the established model

(2) Support the real-time transmission of all kinds of
messages, data, and information with a high-speed
multiservice network system to eliminate the space-
time constraints to the greatest extent

(3) Realize the integration and intensive utilization of
information platform and reflect the good organiza-
tion and optimized storage of resources

(4) Resource mining and resource recommendation
based on the concept of “big data” to realize intelli-
gent decision-making, management, and control

(5) Build an open and multidimensional learning and
scientific research space and have a learning and sci-
entific research environment that supports multi-
mode, crosstime, space, and context

(6) Informatization application reflects the personaliza-
tion, integration, and socialization for end users,
and the informatization application is truly inte-
grated with the overall informatization application
environment of society

2. Literature Review

Yasmin et al. believe that school management accounts for a
large proportion in the application of mobile Internet tech-
nology, and many mature mobile Internet technologies have
been applied to practice. There have been a large number of
convenient mobile technologies for managing schools, such

as campus office platform technology, campus information
platform technology, campus microinformation manage-
ment technology, and smart campus all-in-one card technol-
ogy [6]. Nagowah et al. believe that mobile Internet
technology and development are mainly used in the research
of teaching platform, campus security, educational adminis-
tration management, information management, and other
aspects of school management, while there are few articles
on the impact of mobile Internet technology on school man-
agement as a whole [7].

Celdrán et al. described school administration as “a pro-
cess in which school leaders use a variety of tools and activ-
ities through specialized organizations and procedures to
guide educators” and students, utilizing all internal and
external resources and improving school performance.
“Make sure you use the school’s mission plan as a whole.
In the future, he manages school education, training, ship-
ping, and other activities [8].” Gilman et al. believe that
school management includes the management of schools
by various educational institutions at all levels subordinate
to the state and the government and the internal manage-
ment of schools themselves. We call the discipline studying
the management of the former as educational management
and the discipline studying the management of the latter as
school management [9].

Singh et al. believe that in general, school management
includes the management of administration, education and
teaching, teachers, students, safety, finance, and other
aspects. In this regard, we can further subdivide it: adminis-
trative management includes the implementation of educa-
tional laws and regulations, the establishment of rules and
regulations, the administration of the school according to
law, the management of archives and materials, the manage-
ment of books and periodicals entering the school, and the
self-management of principals [10].

Park believes that education and teaching management
includes the following: strictly implementing curriculum
plans and curriculum standards, standardizing teaching
work, implementing teaching inspection, strengthening edu-
cation and teaching research, improving and perfecting eval-
uation system, strengthening ideological and moral
education, strengthening the connection between school,
family and society, and doing a good job in school sports
and art work [11].

Stephan and Periera believe that safety management
includes the following: establishing safety work institutions
and working systems, safety education for teachers and stu-
dents, safety prevention, accident reporting system manage-
ment, and strengthening health work [12].

Zhang et al. believes that campus management includes
the following: rational allocation of campus facilities, good
campus greening, keeping the campus clean and beautiful,
paying attention to the construction of campus culture, stan-
dardizing indoor layout, and maintaining good order on the
campus [13].

Shi et al. believe that financial and asset management
includes the following: carefully preparing the annual bud-
get, strictly standardizing the financial management of the
school, standardizing the procurement of goods, perfecting
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the property registration system, and strengthening the
management of equipment and facilities [14].

Kai et al. believe that there are still some deficiencies in
the research on school management under the mobile Inter-
net environment, most of which are only aimed at a specific
need of the school, such as the design of mobile library man-
agement system, the design and implementation of mobile
campus information platform, the design and implementa-
tion of WeChat campus service official account, and the
design and implementation of school visitor management
system, but they provide a good idea and reference for this
study.

Based on this, the data collected from the school were
used after the use of smart school-based monitoring based
on this research material. From the point of view of mobile
internet technology, this article clearly uses the data mining
algorithm on the Internet of Things to obtain and analyze
data and then explains the impact of the program: mobile
Internet for school management. The Internet of Things is
shown in Figure 1.

3. Research Methods

3.1. Data Mining under the Internet of Things

3.1.1. Overview of Data Mining. Data mining is a technology
to extract hidden information of use value or interest from a
large amount of data. Its emergence and application have a
great impact on people’s daily life and can guide people’s
activities. At present, it is widely used in statistics and
machine learning. Generally speaking, data mining has the
following characteristics: ① the amount of data information
that needs to be processed by data mining is very large. ②
The valuable rules and information extracted by data mining
are potential and implicit, and sometimes, they are not even
accurately expressed [15]. ③ Dynamic and rapid update of
rules is as follows; that is, data mining can respond quickly
to data changes. ④ The variables of information extracted
by data mining include both continuous variables and dis-
crete variables.

3.1.2. Data Mining Process. The data mining process is a
multistep repeat process of extracting important data from
users according to certain characteristics (minimum sup-
port, reliability, things) by users. The special process is
shown in Figure 2. Generally, it consists of three steps: pre-
paring the data, deleting the data, and presenting and inter-
preting the results.

Information
processing 
security

Information
transmission
security

Information
collection
security

The application layer 

Cloud platform
Cloud computing
Mobile applications
The web service 

The network layer 
Ethernet 
Mobile network
Lora gateway
WiFi
433/315 wireless central control 

Perception layer 
Integrated consciousness
and perception
The sensor 
Actuator
Infrared induction 

Figure 1: Internet of Things platform architecture.
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Express to
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Data The target data Pre-processed
data Model Knowledge

Figure 2: Data mining process.
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Data preparation consists of three steps: data collection,
data selection, and predocumentation. Data sharing is the
process of sharing and processing data in multiple files or
multiple locations, eliminating inaccuracies, resolving inac-
curacies, and clean up data. The purpose of data selection
is to analyze the data set to identify, narrow down the per-
formance, and improve the quality of the data extraction.
Preliminary data mining is about overcoming the limitations
of current data mining tools. It only performs functions such
as copying data, deleting files, and changing file types. At
this stage of data mining, we must first decide what to think,
whether the data deletion will automatically determine the
user, or whether the user will make assumptions about the
experiences that will be included in the case. The first is
called discovery data mining, and the second is called valida-
tion data mining and then selecting the right tools for real
mining operations to find the right rules and regulations.
③ Presentation and interpretation of data analysis informa-
tion received in accordance with the customer’s target deci-
sion, identifying the most important information and
provided to the customer by decision-making tools. There-
fore, the function of these steps is not only to report the
results but also to filter the data [16].

3.1.3. Association Rule Mining Algorithm. Rnsactional data is
an integral part of government grammar research. Every
business usually has small equipment and limited
turnaround time. Typically, set I = fi1, i2,⋯, ing is used to
represent a subitem, and position t is used to represent a
product, for example, T ∈ I. If one of the subsets of i is x
and X ∈ T , we can see that t has the status. If it is x, this asso-
ciation rule can be expressed as follows: X ⇒ Y , which
means that event x is true, and event y is also true.

Support is the result that events a and bmay occur at the
same time. If A and B do not occur frequently at the same
time, this indicates that there is no relationship between A
and B. If A and B seem to occur simultaneously, then A
and B are likely to be affected. Belief is the result of event
B in case A. If faith is too low, then event B is almost unaf-
fected by event A. A statement of support and confidence
is provided by the model (1) to (2).

support A⇒ Bð Þ = P A ∪ Bð Þ, ð1Þ

confidence A⇒ Bð Þ = P B Ajð Þ: ð2Þ
3.1.4. Decision Tree Algorithm. The log algorithm is a
method of estimating the division of labor that is most often
used to determine the value of a data or concept. Specifically,
for conflict situations, the distribution of rights is placed in
the decision-making tree. The deciduous trees are tree-like
structures, such as the main stem, the branches of the
branches, and the leaf axils. The nodes of the tree determine
the nature of the structure, and the branches represent the
value of the property. The core of the tree decides is the most
important material of the whole structure, and the branches
are the most important material of all the trees. Page value is
the value of the sample category. The trees decide to use the
top-down recursion. To solve the internal problem of the

tree, first compare the results of the attributes and then filter
the results of the lower branches through the nodes accord-
ing to the different materials. Finally, take into account the
leaves of the deciduous tree and the path from the root node
to the deciduous tree corresponds to the law, and the tree
decides the total for the layers standard instruction [17].

3.1.5. Basic Principle of ID3 Algorithm. When constructing
the decision tree, the information gain method is usually
used to help determine which attribute is used to generate
the following branches. If S is a set containing s samples,
the category attribute can take m different values, corre-
sponding to m different categories C and I belong to f1, 2,
3,⋯,mg. If a is selected as the test attribute, a has V differ-
ent values fa1, a2, a3,⋯, avg, a has been divided S into v
subsets fS1, S2, S3,⋯, Svg, and Sij is set as the number of
samples belonging to Ci in subset Sj, the information
required to divide the current sample set by using A is calcu-
lated as shown in formula (3):

E Að Þ = 〠
v S1j + S2j+⋯+Smj

S

� �
I S1j + S2j+⋯+Smj

À Á
: ð3Þ

For a given subset Sj, the information is formula (4):

I S1j + S2j+⋯+Smj

À Á
= −〠

v

Pij log Pij, ð4Þ

where Pij = Sij/jSjj is the probability that the samples in
subset Sj belong to category Ci. The information gain
obtained by dividing the corresponding sample set of the
current branch node with attribute A is formula (5):

Gain Að Þ = I S1, S2,⋯, Smð Þ − E Að Þ: ð5Þ

By calculating the information of each attribute, and
then selecting the attribute with the largest gain as the test
attribute of a given set s, the corresponding branch node is
generated.

3.1.6. C4.5 Algorithm Principle. Let T be the data set and the
category set be fC1, C2,⋯Ckg. Select an attribute V to
divide T into multiple subsets. Let V have n values fV1,
V2,⋯, Vng that do not coincide with each other, and then
t is divided into n subsets fT1, T2,⋯, Vng, where the values
of all instances in T are v. Let jTj be the number of examples
of dataset T , jCjj = freqðCj, TÞ be the number of examples of
class Cj, and jCjvj be the number of examples of class Cj in
example V =V j, then the occurrence probability of class I
Cj is formula (6), and the information entropy of class is for-
mulas (7) and (8).

P Cj

À Á
= Cj

�� ��/ Tj j = freq Cj, T
À Á

/ Tj j, ð6Þ

H Cð Þ = −〠
k

j=1

freq Cj, T
À Á
Tj j ⋅ log2

freq Cj, T
À Á
Tj j

 !
, ð7Þ
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−〠
k

j=1

freq Cj, T
À Á
Tj j ⋅ log2

freq Cj, T
À Á
Tj j

 !
= inf o Tð Þ: ð8Þ

Set info (T) as the entropy function, then solve the cate-
gory conditional entropy, and divide the set T according to
attribute V , and the segmented category conditional entropy
is formulas (9) and (10):

H
C
V

� �
= 〠

n

I

Tij j
Tj j ⋅ inf o Tið Þ, ð9Þ

〠
n

I

Tij j
Tj j ⋅ inf o Tið Þ = inf o Tð Þ: ð10Þ

3.2. Comparative Research Method. The comparative
research method is to compare and analyze the different per-
formances of the educated in different periods and under
different circumstances, so as to reveal the general laws
and special performances of education, so as to summarize
the conclusions in line with the objective facts [18]. Through
the comparative analysis of the personnel participating in
the smart campus management system, this study pays
attention to the use feelings of students and parents by using
research methods such as observation and interview, so as to
provide effective and accurate theoretical data for this study.

3.3. Smart Campus Management System. The smart campus
management system architecture of the university mainly
has three basic levels: infrastructure layer, campus applica-
tion layer, and network layer [19].

The infrastructure layer mainly includes servers, a large
number of hardware resources, wireless campus network,
wired campus network, access control system, and network
security center. The campus application layer mainly pro-
vides schools, teachers, and parents with various contents
related to students’ campus life, including teacher manage-
ment edition and parents’ ordinary edition [20]. The
network layer includes information data center, manage-
ment and decision-making platform, and network security
protection [21].

Generally speaking, in its LAN environment, the school
realizes the integrated application of various information of
teachers, students, and parents through access control
management, school bus transfer management, and
teacher-student information management with the help of
the mobile jingle campus system [22].

The smart campus management system of the school
mainly has five functions: student management function,
WeChat home school communication function, school bus
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Figure 3: Function diagram of the smart campus management system.
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transfer function, school affairs management function, and
background management function, as shown in Figure 3.

Student management function is mainly for student per-
sonal information, student status, class, information, photo
album, examination, attendance, entrance and exit, and
management [23].

WeChat home school communication functions include
the following: mass sending of school notices, mass sending
of homework scores, private message communication, stu-
dent access information, account confidentiality, official
account push, and student photo album update [24].

The services provided by the school bus transfer function
include the following: site reminder, school bus location, car
following teacher address book, parent address book, real-
time push on and off, and wrong station warning [25].

The function of school affairs management includes the
management of school organization, faculty information,
student parent information, education and teaching activi-
ties, school quantitative management, and school activities.

Background management functions include user infor-
mation maintenance, data management backup, school
information management, password update, system mainte-
nance, and regular upgrade.

The functions are complementary, interconnected, and
interactive, which together constitute the smart campus

management system of the school and provide a system
guarantee for the school.

4. Result Analysis

4.1. Use Feedback of Smart Campus Management System.
After the system is used, a questionnaire is sent to students’
parents to collect data on their use of the system.

The survey results show that parents generally give full
affirmation to the way of school management on the mobile
jingle campus of the school. They believe that the system can
reasonably set up application functions based on the actual
situation of students. Everything is student-oriented, which
is convenient for parents to understand their children’s
school situation and facilitate the communication with
schools and teachers, and the overall use is good. The follow-
ing are the representative results.

(1) Communication between parents and schools: 91.4%
of parents believed that the use of the smart campus
management system was of great help to themselves
and their children, mainly reflected in that 31.38% of
parents thought that they could pay attention to
their children’s personal safety with the help of the
system, 20.43% of parents thought that they could
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correct their children’s wrong behavior, 19.35% of
parents thought that they could supervise their chil-
dren’s schoolwork, and 17.12% of parents thought
that they could understand their children’s advan-
tages and disadvantages. It shows that the system
has become one of the main tools for parents to
understand their children’s school situation

As can be seen from Figure 4, parents are most con-
cerned about students’ school situation, accounting for
77.42%. The second is students’ homework and grades,
accounting for 41.94% and 38.71%, respectively. Family edu-
cation guidance and school activity arrangement are also the
key points concerned by parents, accounting for 29.03% and
21.51%, respectively.

(2) The overall feeling of parents of children of different
grades on the use of the system: it is learned that
there are differences in the physical and psychologi-
cal development of students in different grades. A
crossanalysis is carried out according to the concerns

of parents in different grades. The results are shown
in Figure 5

From Figure 5, it can be seen that more than half of the
parents in all grades believe that the use of Jingle Bell cam-
pus has a great impact on themselves, indicating that the sys-
tem has indeed brought great improvement to school
management, of which more than 70% of the parents in
grades 1-2 and junior high school have chosen great help.
In junior high school, the students at this stage are in the
psychological development stage of self-identity and chaotic
roles. The students are generally sensitive, emotional, rebel-
lious, eager for independence, freedom, and inseparable
from the care of their parents. Compared with the primary
school stage, they are not good at communicating with their
parents. Parents can only obtain their children’s school situ-
ation through teachers or systems. For grades 3-6 in the
middle stage, the students’ psychological development is rel-
atively gentle at this stage, and the parents and teachers have
formed a stable communication mode; so, they are less
affected by the system.

0

20

40

60

80

100

120

140

D
at

a

Message lag

The content is of little value

Poor system security

Communication lacks planning and is too spontaneous

Some parents won't use it

Other

1 ~ 2 grade 3 ~ 4 grade 5 ~ 26 grade Junior high school

Figure 8: Problems pointed out by parents of children of different grades after using the smart campus system.

8 Journal of Sensors



RE
TR
AC
TE
D

(3) Function distribution of parents’ use of the system in
different grades

From Figure 6, it can be seen that parents of lower grade
students generally focus on their children’s homework and
personal safety, while their attention to correcting their chil-
dren’s mistakes and understanding their children’s advan-
tages and disadvantages is at a low level. At this time, due
to the young age, weak consciousness, imperfect psycholog-
ical development, and weak self-protection consciousness of
lower grade students, the access control system of smart
campus and the function of sending homework scores have
become the focus of lower grade parents.

(4) Parents of children of different grades’ experience of
using the system

From Figure 7, it can be concluded that parents believe
that the WeChat home school communication function is
the most helpful to themselves in the smart campus manage-
ment system. Student access management also rises with the
rise of grades. It is analyzed that the reason for the low level
of grades 1-2 may be that some parents have just started to
use the system and are not fully familiar with the functions
of the system. School bus transfer management helped par-
ents in grades 1-2 the most, reaching 60%. It decreased rap-
idly from grade 3 and showed a stable trend after grade 4.
The reason for the analysis is that for the sake of their chil-
dren’s safety, low-grade parents choose the way of school
bus transfer for their children. From grade 3, parents begin
to let go to cultivate their children’s self-reliance ability.
On the other hand, it is also because most students live not
far from the school. The overall help of school publicity
and promotion to parents is not much. Except for 4% in
grades 3-4, parents in other grades think it is not helpful to
themselves. The reason may be that the school has not made
greater efforts to use the system for school publicity.

(5) Feedback from parents of children of different grades
on the use of the system

From Figure 8, it can be seen that the proportion of par-
ents who think that the “smart campus management sys-
tem” lags behind decreases in the order of grades 1-2,
junior middle school, grades 5-6, and grades 3-4. Parents
in lower grades of primary school and junior middle school
tend to pay attention to their children’s personal safety; Par-
ents who think that “the system security is poor and per-
sonal information is easy to leak” are the most in grades 1-
2, accounting for 20%.

5. Conclusion

Based on the application of mobile Internet technology and
the development process of school management and con-
cept, this paper makes an expected research, and the results
are as follows:

(1) This paper makes a systematic research on the
school management based on mobile Internet and

reproduces the application platform interface, edu-
cational administration management interface, and
system setting interface of the smart campus man-
agement system

(2) Through its own observation and analysis, this paper
presents the current situation of the use of the
mobile Internet system in the school, obtains the
basic idea and framework of the questionnaire and
interview through the perceptual understanding
and rational thinking of the current situation, and
implements and analyzes the questionnaire and
interview after determining the research questions
and research objects

(3) Combined with the current situation of the campus
and the summary and analysis of the data content,
this paper finds out some problems encountered in
the process of school management mobility: the rea-
sons of the system itself, the reasons of school man-
agement, and the constraints of family conditions
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In order to explore how to realize network mining for associated users, an algorithm of associated user mining based on
recommendation system is proposed. This method recommends key technical problems and solutions based on multi-
information fusion to explore the research of user network data mining. The data mining algorithm of associated user network
based on multi-information fusion is about 35% higher than the previous method. This article is combined with common
scoring data to improve the accuracy of algorithm results. The experiment was carried out on the real data set FilmTrust to
evaluate the proposed new algorithm, measure the prediction accuracy of the score prediction results, and compare the offline
test results to verify the effectiveness of the new algorithm.

1. Introduction

Recommender system (RS) can discover and capture users’
preferences and recommend relevant content to users. As a
bridge between users and projects, RS plays a key role in
many scenes of people’s daily life [1]. Today, recommenda-
tion system is online shopping, video websites, and search
engines, and many other fields have been rapidly developed.
Relevant researches in China emerge endlessly and become a
hot topic in academia and industry in recent years [2].

In the field of social networks, in recent years, due to the
gradual increase of users and the more frequent update rate
of information, the explosive growth of network data has led
to the problem of information overload [3]. Many efforts
have been made in academia and industry to accurately cap-
ture users’ needs or preferences and filter out useless or
uninteresting content for users. Collaborative filtering, as a
mainstream method in the field of personalized recommen-
dation, seeks for the similarity between different individuals
and selects the most similar individuals to meet the person-
alized needs of different users. Although collaborative filter-

ing can effectively alleviate the phenomenon of information
overload and is widely used, the actual effect of most existing
methods based on collaborative filtering is not satisfactory in
the face of data sparse and cold start scenarios [4]. In
addition, the characteristics of social network make it com-
plicated, and the results of traditional recommendation
methods are not ideal when personalized recommendation
is carried out for users in social network environment. On
the basis of in-depth analysis of common recommendation
algorithms, this article tries to combine the idea of multiple
information fusion in the personalized collaborative filtering
algorithm to help better understand users’ interests. In
addition, the user item rating data commonly used in collab-
orative filtering algorithm is combined with the idea of
matrix decomposition and the social network trust model
to improve the problem of data sparsity and improve the
prediction accuracy of recommendation system.

In essence, the recommendation system solves the prob-
lem of information overload by pushing new items that users
are not familiar with but may need or be interested in [5, 6].
The system usually receives a large number of user requests
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at the same time, analyzes the different needs of users based
on their real demand environment, and adopts different rec-
ommendation mechanisms to respond to users. The system
uses the user’s personal information, item-related informa-
tion, and historical purchase records saved in the customized
database to help generate recommendation results [7]. After
obtaining the recommendation information, users may
choose to adopt or reject the generated recommendation
content, or they may give various forms of explicit or
implicit feedback immediately or after a long time. The
system then saves all these user behaviors and feedback
information into the log system, so that users can obtain
appropriate recommendation information when they use it
again in the future [8]. Figures 1 and 2, respectively, describe
the basic workflow and ideas of the recommendation system.

Generally, the main data sources of recommendation
system include metadata of articles, such as category and
keywords; basic user information, such as gender; and users’
historical preferences, such as ratings and browsing records
[9]. There is no doubt that explicit user feedback can accu-
rately express the actual needs or interests of users, but this
kind of feedback data is relatively rare. However, it is rela-
tively easy to obtain the implicit feedback information of
users. After analysis and processing, it can also reflect users’
preferences from a certain angle, but the accuracy is not
high, resulting in the need to spend more on processing data
noise. However, if appropriate behavioral characteristics can
be accurately selected, implicit feedback information can still
obtain good recommendation results [10]. In different sce-
narios, the selection of behavior characteristics is also differ-
ent, and the recommendation system will adopt different
recommendation mechanisms to select data sources.

2. Literature Review

The recommendation system originated from GroupsLens’
exploration of Movielens in the University of Minnesota
has a history of more than 20 years. Later, Amazon applied
recommendation system technology to e-commerce, analyz-
ing users’ purchase records and inferring what they might be
interested in. In recent years, recommendation system has
been widely applied and extended in academic and enter-
prise fields. In the academic field, since ACM held the
International Conference on Recommendation System in
2019, ACM has also set up a special group to study recom-
mendation system. In the 24th seminar, recommendation
system was separately listed as a hot item for discussion by
SIGIR group of ACM Society. Amh et al. found that many
enterprises also provided open data sets for researchers,
among which the most famous was the recommendation
system competition organized by Netflix [11]. Some Chinese
scholars have also gradually deepened their research on rec-
ommendation systems. For example, they elaborate on the
key technologies, architecture, and performance evaluation
indexes of recommendation systems and analyze the prob-
lems to be overcome in recommendation research and the
follow-up directions worth exploring. This article describes
the core method, effect evaluation, and method practice of
mobile recommendation system and prospects its future

application direction. Deep learning is ground-breaking
integrated into the recommendation system to study how
to integrate massive multisource heterogeneous data to
improve user satisfaction and analyze the differences and
advantages between it and traditional recommendation
system. Based on the classic CNN (convolutional neural net-
work) network structure, a convolutional neural network
model of image recognition and word recommendation
system under the background of artificial intelligence is
proposed to realize image recognition and word recommen-
dation based on deep learning. An implicit feedback matrix
decomposition algorithm based on emotion modeling
between users and objects is proposed by learning potential
factors in videos. Yin et al. focused on personalized recom-
mendation in social networks, summarized the influence of
popular social factors on the final results, elaborated the def-
inition of trust and the calculation method of trust, and pro-
jected the research dilemma and development trend of trust
networks [12]. Combined with all the returned information
and the changing trend of social networks, a time-aware rec-
ommendation algorithm based on user feedback informa-
tion is proposed. Weighted social networks are processed
by time attenuation function, and the similarity calculation
method is improved. The information returned by users is
classified into positive feedback information. The other is
negative feedback. Then, the influence of these feedback
information on the algorithm is summarized, and experi-
ments are carried out to prove that the proposed recom-
mendation algorithm has better performance. Service
recommendation in hot topic information physical system
(CPS) is studied. In view of the high data sparsity in CPS
which may affect the prediction accuracy, the potential
similarity between users or services in CPS is mined to
improve the prediction accuracy. In addition, Hu et al.
constructed a prediction model using random walk and fully
verified it on two effective data sets to prove the feasibility of
the algorithm when most traditional collaborative filtering
methods ignored contextual information such as network
location. It is verified that network location is really useful
in QoS (quality of service) prediction [13].

In the field of enterprise, recommendation system is also
an important technical means of many websites. For
example, the very famous Facebook and Twitter use recom-
mendation system to recommend friends to users, and
Google use recommendation technology to push informa-
tion that users may like. Netflix and Youtube use recommen-
dation system technology to recommend content-related
videos to users. Tmall, JINGdong and others rely on the rec-
ommendation system to provide users with commodity
push. Doubanchai pushes fresh and interesting content to
users. Percentage Point Group is the leading big data and
recommendation engine technology company in China’s
Internet. The research and development of recommendation
engine and analysis engine has been quite mature and has
been successfully used in more than 1500 enterprises.

Shi et al. found that mobile Internet not only has the
characteristics of open Internet but also has the characteris-
tics of real-time, portable, and positioning interaction of
mobile network [14]. The mobile Internet is much more
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portable for users. For operators, mobile Internet is more
open and controllable than traditional Internet. Mobile
Internet has penetrated into every field of people’s life and
work. WAP is one of the most promising services in mobile
Internet and the most personalized e-commerce tool. Gupta
and Maiti believe that it has three main applications: first,
public service, which means providing users with the latest
real-time information, such as weather, news, and traffic;
second, personal information services, including social net-
working, information search, email, portal browsing, and
information query; the third is commercial economic ser-
vices, which include basic office applications and the most
potential mobile commerce applications, including shop-
ping, payment, and reservation [15]

3. Methods

3.1. Classification and Comparison of Recommendation
Systems. Recommendation systems can be classified in differ-
ent ways according to different analysis perspectives. Through
sorting and analysis, the following three recommendation sys-
tems based on classification are mainly introduced:

(1) Different recommendation results are divided into:

Based on the recommendation of mass behavior, popular
items are pushed to all users by calculating the current pop-
ular items. It can push dynamic hot and concerned content
to each user in real time, especially for items seeking promo-
tion, which has a good practical effect. Its performance is
relatively stable in popular movies, focus news, and other
application fields, but the accuracy of recommendation
results is not satisfactory [16].

Personalised recommendations are based on user experi-
ence, based on data such as historical preferences. It mainly

uses the historical data of users to analyze the habits and
characteristics of different individuals or based on the needs
of the current environment to achieve targeted services. It is
characterized by giving full consideration to the differences
of individual preferences of users, making appropriate judg-
ments and pushing the results to users. It has good recom-
mendation accuracy and is an ideal recommendation
method. But the cost is high [17] (see Table 1).

Collaborative filter-based recommendation realizes rec-
ommendation by analyzing current users’ preferences and
demands for items and information and calculating the sim-
ilarity of items or users themselves. As one of the most
widely used recommendation methods, it is independent of
the characteristics of the item itself and belongs to the
domain. In addition, it does not need to conduct modeling
for users and products, and the recommendation results
are open, which provides good technical support for discov-
ering users’ own interests or preferences [18]. The main
problem of recommendation based on collaborative filtering
lies in its excessive dependence on historical data, which
leads to its deficiencies in many related aspects, such as cold
start, sparse data, insufficient accuracy, poor flexibility, and
other problems. Table 2 compares the characteristics of the
three methods, as shown in Table 2.

3.2. User-Based Collaborative Filtering Algorithm. User-
based collaborative filtering algorithm (UserCF) was first
proposed in 1992, which was used to realize mail filtering
function in the early stage and is the most famous collabora-
tive filtering algorithm in the field of recommendation
system. The algorithm is mainly divided into two stages:
firstly, mining the user set with similar preferences or needs
and then looking for the corresponding content that the
current user may like but does not know from the set and
pushing it to the current user. The selection of algorithm

Data source Recommendation
algorithm UI User

Logging system

Figure 1: Basic workflow of recommendation system.

Item information (keywords)
The user information (Sex, age,...)
User preferences (Rate, buy, browse...) 

Recommendation 
algorithm 

The data
source 

Associated users for 
information fusion 

 

Figure 2: Basic idea of recommendation system.
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similarity can be considered from different intersection
degrees: the similarity between different users can be mea-
sured by the preference degree of a certain user for all items,
or the similarity between different items can be measured by
the preference degree of all users for a certain item [19]. Its
basic principle is to use KNN (K-nearest neighbor) algo-
rithm to find the group with similar preferences to the cur-
rent user, “nearest neighbor,” and make recommendations
to the current user by using the historical preference data
of the nearest neighbor group.

Suppose there are m users and n items in the user-item
scoring matrix R. If user u gives a rating for item i, it can
be replaced by the updated matrix R. If there is no rating,
it can be replaced by empty. Each row in rni represents the
rating vector of all users. Then, as for the similarity between
the current user and other users about the scoring vector,
cosine similarity is generally used to solve the problem, as
shown in

sim u, vð Þ = Ru∙Rv
Ruk k Rvk k : ð1Þ

Ru and Rv represent the scoring vectors of user u and
user v, respectively. The item that the current user is not
interested in before but similar users are interested in is
designed as the candidate set, and the predicted score P of
the current user u for item i in the candidate set is calculated
as shown in

Pu, i = ∑sim u, vð Þ ∗ rvi
∑vesim u, vð Þ : ð2Þ

The algorithm finds K similar items by giving the items
that the current user u has scored, and the current user u
gives prediction scores for these similar items, as shown in

Pui = ∑sim j, ið Þ ∗ rvj
∑vesim j, ið Þ : ð3Þ

For example, news websites need to focus on the popu-
larity and timeliness of news ontology recommendation.
UserCF can push some news contents that are immediately
followed by the “near neighbors” who share common inter-
ests with the target users, which can not only ensure instant
access to hot information but also meet personalized needs
in a certain sense. From a technical point of view, UserCF
only needs to maintain the similarity table related to users,
while ItemCF needs to constantly update the item correla-
tion table, due to the rapid updating of information such
as news, which brings some difficulties to technical imple-
mentation. Therefore, UserCF is obviously more suitable in
this kind of application domain [20].

In areas such as books and movies, ItemCF can maxi-
mize its features. Since the user interests of such websites
are generally stable, and their main task is to provide and
recommend items related to their interests to users, ltemCF
algorithm is more suitable for the application and promo-
tion of such websites. From a technical point of view, on
the contrary to news websites, books and other websites
need ItemCF more to maintain item similarity tables, rather
than focusing on user similarity (see Table 3).

Model-based methods not only overcome the technical
problem of high computational complexity of memory-
based collaborative filtering recommendation by using
matrix decomposition but also ensure a significant improve-
ment in service efficiency and strengthen the scalability of
the system itself [21]. The recommendation idea based on
model is to transform the high-dimensional user-item rating
matrix into the product of two different low-dimensional
feature vector matrices by dimensionality reduction. The
matrix decomposition can be defined as shown in

R ≅ PQT : ð4Þ

After decomposition, P ∈ R represents the user eigenma-
trix, and f represents the dimension of the vector after
dimensionality reduction. Line i in P is the eigenvector for
user i. Q ∈ R represents the feature matrix of the item, and

Table 2: Characteristics summary.

Recommendations based on demographics Content-based recommendations
Recommendations based on

collaborative filtering

Advantages
Easy to implement
Depend on less

No cold start problem
Grasp users’ taste accurately

Low modeling requirements
No machine understanding required

High openness, good reference

Disadvantages
Accuracy is poor

Ignoring users’ tastes
Sensitive information is difficult to obtain

Accuracy depends on modeling
comprehensiveness

Ignore the user’s attitude towards
the object cold start problem exists

Sparse matrix affects accuracy
Cold start problem

It is hard to update in real time

Table 1: Characteristics summary.

Recommendations based on crowd behavior Personalized recommendation

Advantages Hot information recommendation effect is good Good accuracy

Disadvantages Accuracy is poor High input cost
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the jth row is the feature vector of the jth item. Through
modeling and continuous iteration, matrices P and Q with
the best learning effect are obtained to achieve the final score
prediction. The definition of user u’s score prediction for
item i is shown in

rui = puqi: ð5Þ

SVD (singular value decomposition) is a typical matrix
decomposition technique. SVD was successfully applied in
the field of latent semantic indexing in the early stage. Due
to its excellent dimensionality reduction ability, Sarwar
et al. introduced SVD into the recommendation algorithm
to solve the problem of data sparsity and optimize the rec-
ommendation quality on the sparse score matrix [22]. In
addition to being decomposed into two lower dimensional
eigenvector matrices, SVD method can also generate
diagonal matrix containing singular values in the recom-
mendation system, which is convenient to find the internal
relationship between users and projects. The size and quan-
tity of singular values determine the variation range of
dimension.

Before decomposition using SVD. First, the missing term
in matrix R is replaced by the average score to obtain a dense
matrix. Let the matrix filled with blank items be represented
by R′, then SVD decomposition of R′ is shown in

R′ =U〠VT : ð6Þ

Since all singular values in the matrix contain informa-
tion in the original matrix, SVD uses the sum of singular
values to define the concept of information and sets thresh-
olds to ensure the validity of information. If the sum of
squares of all singular values is P and the sum of squares
of the first f (f ∈ Z) singular values is P, then the threshold
value of information content is shown in

σ =
Pf

P
: ð7Þ

In general, σ ≥ 99% is required, and f usually takes
the minimum integer value that satisfies the premise that
a ≥ 99%. Therefore, the diagonal matrix is a new diagonal

matrix with only the first f singular values, and the first f sin-
gular value vectors are selected fromU andV , respectively, to
form U f ,V f and matrix Rf through continuous dimension-
ality reduction, as shown in

R′ ≅ Rf : ð8Þ

The latent factor model (LFM) was proposed in 2004.
The main principle of this method lies in the close connec-
tion between users’ preferences and items by using the latent
features. The latent factor model maps all users’ information
to a dimension f , that is, decompose the rating matrix R into
a product of lower-dimensional matrices as shown in

�R = PTQ: ð9Þ

In reality, there will be some inherent attributes of the
user and the object that are not directly related to both. To
address this problem, a novel improvement strategy is pro-
posed in the Netflix Prize, which adds a bias term on the basis
of the original SVD model, known as the BiasSVD model.
The prediction formula after adding bias is shown in

�rui = P
T

ui
qi + bi + bu + μ: ð10Þ

3.3. Personalized Collaborative Filtering Algorithm Based on
Multiencryption Fusion. Recommendation system has always
provided users with personalized suggestions based on users’
hobbies or needs. In the past ten years, it has received more
and more attention and recognition, and now, it is a hot
research field in the academic and industrial circles. Gener-
ally speaking, the body of recommendation policy-targeted
resolution usually includes historical data of users, semantic
content, and association between items. The basic idea of col-
laborative filtering methods commonly used in the field of
recommendation systems is to make interest prediction or
demand prediction by looking for similar users’ preferences
or items other than the target users [23]. User rating informa-
tion for items is the most common information used in
collaborative filtering recommendations. Nowadays, social
networking sites have become an indispensable part of the
Web 2.0 environment. Due to the rapid development of

Table 3: Comparison of UserCF and ItemCF.

UserCF ltemCF

Performance
Applicable to scenarios with a small number of users.
It is very expensive to calculate the user similarity

matrix when there are many users.

Applicable to the scenario where the number of items
is significantly smaller than the number of users, and
it costs a lot to calculate the item similarity matrix

when there are many items.

Field
It applies to areas with strong timeliness and less

obvious user interest.
It is suitable for the fields with rich long tail items and

strong personalized needs of users.

Real-time performance
New user behavior does not necessarily result in
immediate changes in recommendation results.

New user behavior is bound to result in real-time
changes in recommendation results.

Cold start
New users cannot make personalized

recommendations immediately after they have
behaviors for a few items.

By acting on an item, a new user can recommend
other items related to that item.
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social networking, the way people search for information,
share resources, and communicate with each other is gradu-
ally changing. Social media sites update a huge amount of
information every day, making it increasingly difficult for
users to find what they really need or are interested in. In this
case, rating data alone is not enough to accurately predict
users’ interests and needs. Users can rate projects on social
networking sites, add other users as friends, join online inter-
est groups, and even tag projects. In addition to simple rating
information, other available data such as social network data
also indicate the preferences of specific users to a certain
extent [24]. Therefore, in recent years, more and more
scholars and engineers have begun to study whether specific
data in the social network environment can help improve the
quality of recommendation results. At the same time, it is
also helpful to alleviate the problem of cold start.

Although, currently, some researchers have integrated
personalized information into recommendation systems
and achieved good improvement in accuracy, few researchers
have integrated several different types of information into the
algorithm. For developers of recommendation systems,
diversified information can help them understand users’
needs or preferences more accurately and improve the qual-
ity of service. Diversified information including basic rating
information, social friend information, and tag information
is integrated into UserCF algorithm, and two real data sets
(Last.fm and Movielens) are used to evaluate the proposed
method and then compared with some common collabora-
tive filtering algorithms to test its actual effect.

4. Results and Analysis

Data mining is a process of knowledge discovery [25]. Data
mining is a process of knowledge discovery. Specifically,

according to the demand of data mining, the unified prepro-
cessing of data is carried out to obtain a specific and unified
data form convenient for mining. Mining potential and
useful knowledge from these data is the function of data
mining in decision support. Data mining can be simply
described as a process of deep analysis of massive data, find-
ing and summarizing potential rules, and transforming them
into corresponding models. Data mining is essentially the
technical processing of commercial information [26].

Data mining can be divided into four stages: problem
definition, data preprocessing, data mining, and pattern
evaluation. (1) Problem definition is the process of
determining requirements, determining which valuable
information is in a large amount of data and how to find
interesting data. Problem definition makes data mining
more purposeful and meaningful. (2) The preprocessing of
data sources is the extraction and purification of data to
obtain the data needed for data mining. It can be divided
into three steps: the first step is to select the data related to
user needs from the mass data; the second step is to remove
irrelevant formats in the data, that is, noise. The third step is
to convert the extracted and purified data into a unified for-
mat suitable for data mining. (3) Data mining is to mine the
information in the data that users are interested in through
algorithms. According to different needs, the results of data
mining are not the same. (4) Mode evaluation is an indis-
pensable stage in the whole system. It can be used to judge
whether data mining is valuable or needs to be remined. If
data mining is found to be inconsistent with previously dis-
covered knowledge or inconsistent with user requirements,
mining again is required.

In most cases, users are not very clear about their
needs, and data mining can find a variety of different
knowledge patterns at the same time to help them make
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Figure 3: Trust data statistics.
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decisions [27]. Data mining in the field of mobile Internet
can improve market competitiveness, effectively reduce
equipment and labor costs, and improve economic benefits
to a large extent under the condition of meeting user
needs and quality services. It has become a topic of uni-
versal concern for decision-makers.

Most of the time, users have a very clear vision of their
needs; data tracking in the area of time can be asked to
present a variety of different knowledge models to help the
decision. Data mining in the field of mobile Internet can
improve market competitiveness, effectively reduce equip-
ment and labor costs, and largely improve economic benefits
under the condition of satisfying user needs and providing
high-quality services, which has become a topic of general
concern for decision-makers [25].

Due to the need to collect trust relationships in social
networks, typical data sets containing trust relationships in
social networks include Epinions and FilmTrust. Epinions
is a consumer rating site that allows users to rate their prod-
ucts and add people they trust to their trust lists. FilmTrust
is a website that integrates social trust relationship and user
rating, so that users can assign trust values to other users.
The data set collected by the website contains user social
trust data and user rating data. The offline comparison test
adopts FilmTrust data set. According to the weight conver-
sion formula, the traditional binary trust value (0,1) is con-
verted (see Figure 3).

5. Conclusion

With the rapid development and wide application of the
Internet, generations of products of the Internet era have
been bred. Social networks in the Web2.0 era are attracting
the attention of the whole world. Social network has become
an open platform and channel for information circulation. It
quietly changes the way users use information and share it.
The information overload caused by massive amounts of
data is becoming a huge barrier to use. Recommendation
system provides personalized suggestions based on users’
hobbies or behaviors, which has become one of the methods
to solve this problem. Combined with the relevant features
of social networks, the recommendation algorithm should
be improved to improve the accuracy of the recommenda-
tion system, so as to provide users with high-quality person-
alized recommendation services and help solve the problem
of information overload.

In view of the information overload problem in the cur-
rent Internet environment, this article makes some studies
on data sparsity and cold start problems in the research of
recommendation system and can alleviate them to some
extent. Although there has been some improvement in the
recommendation results, there are still a lot of work worth
further study. Future research will continue to focus on the
following issues:

(1) In real society, social network friend relationships
are not necessarily established based on users’ inter-
ests. How to find user preferences more accurately is
still a key issue

(2) The experiment is based on the data set in the offline
environment. Once the algorithm goes online, it is
bound to encounter many problems to be solved

(3) The data set selected in the experiment cannot
completely cover the user characteristics in the
whole Internet environment. How to obtain good
recommendation results in the big data environment
needs further study

(4) Users’ preferences in the real environment will
change with the influence of objective and subjective
factors such as time, so how to dynamically capture
users’ interests needs further attention
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The data used to support the findings of this study are
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In order to solve the problem of complex extraction caused by large feature dimension of remote sensing data, this paper proposes
a dimension compression extraction method of urban building land remote sensing data under BIM Technology. Firstly, the
remote sensing data is imported into the BIM model for lightweight processing to obtain the element information required for
urban construction land and then analyze the urban construction land data, extract the key elements of BIM Technology
through semantic filtering, and use the triangulation method to transform the remote sensing data into the triangulation model
that can be processed by GIS model. Finally, the random projection method is used to reduce the dimension and compress the
remote sensing data, and the remote sensing data extraction of urban construction land is realized through dictionary learning,
vocabulary coding, and feature extraction. The experimental results show that the accuracy of extracting different land use
types by this method is more than 99%, while the accuracy of extracting different land use types by depth learning method and
PLS method is less than 98.5%. In addition, the signal-to-noise ratio of the image extracted by this method is significantly
higher than that by depth learning method and PLS method. Conclusion. This method can effectively compress and extract the
urban construction land in the remote sensing data, and the extraction accuracy of remote sensing data is high. It provides a
technical basis for the approval of urban construction planning. It has the advantages of simple feature extraction and effective
differentiation of ground objects.

1. Introduction

Remote sensing is a key technology in the dynamic moni-
toring of urban construction land. In the process of extract-
ing urban construction land information from satellite
images, it fully reflects the systematicness and integrity.
Rapid and accurate extraction of urban construction land
(residence, industrial land, square road land, municipal
land, etc.) and dynamic monitoring of urban construction
land are of great significance for scientific planning and bal-
ancing the contradiction between economic development
and land supply and demand [1]. Compared with the tradi-
tional manual statistical survey, the automatic and semiau-
tomatic extraction and change detection methods have
strong objectivity and accuracy in the extraction of urban

buildings. Due to the high complexity of remote sensing
images, the buildings in urban areas are different from
building materials to the overall layout, and many technolo-
gies are involved in the recognition and extraction of
ground objects, such as digital image processing and intelli-
gent recognition [2]. Using satellites, UAVs, and other air-
craft to obtain remote sensing images and detect ground
object changes is the research focus of many remote sensing
experts and scholars. Gradually reducing the manual inter-
vention in the detection process and realizing the automa-
tion of change detection based on remote sensing image is
a research hotspot [3]. The rapid and accurate extraction
of urban residential construction land information is of
great significance to grasp the dynamics of urban develop-
ment and reasonably plan urban construction.

Hindawi
Journal of Sensors
Volume 2022, Article ID 1026361, 7 pages
https://doi.org/10.1155/2022/1026361

https://orcid.org/0000-0002-0291-3538
https://orcid.org/0000-0003-1565-4923
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/1026361


RE
TR
AC
TE
D

2. Literature Review

The feature of ground object image is the reflection of the
difference of ground object electromagnetic wave reflectivity
in remote sensing image. According to its manifestation, it
can be divided into color, tone, shape, texture, size, spatial
distribution, and so on. For target classification and recogni-
tion, image features are one of the basic factors of discrimi-
nation. Different image features represent different ground
objects. Therefore, the accurate extraction of image features
is the key to the extraction of urban construction land infor-
mation. Spectral information is the most basic feature of
remote sensing image. Different ground objects have differ-
ent components and different reflection characteristics of
energy. It is the theoretical basis for distinguishing ground
object types by image spectral values. Based on the spectral
values of remote sensing images, Yekrangnia and others ana-
lyzed the differences between urban construction land and
other land types in Landsat TM2, TM3, TM4, TM5, TM7,
and other bands; discussed the methods to enhance the
information of urban construction land; and analyzed the
spectral structure characteristics of various classes. Through
a simple closed value method, urban construction land was
extracted, with point accuracy of and area accuracy of [4].
The accuracy of extracting information from the urban
image by using the method of man-machine interaction is
much higher than that by using the method of man-
machine interaction, but the reliability of extracting infor-
mation from the urban image by using the method of
man-machine interaction is quite high. Based on the theory
of image spectral value, it is a common method to obtain
urban construction land information by using the idea of
hierarchical classification [5]. Liu and others used Landsat
MSS and TM data to study the land cover of cities and sub-
urbs. The study considered that the TM data of suburbs with
more uniform land cover was better classified, while the MSS
data of regions with complex land cover was better classified,
and considered that low-pass filtering was used to improve
the separability between land types [6]. Karimi and others
proposed a V-I-S (vegetation impervious surface soil) model
to study urban ecology and regarded each pixel in the
remote sensing image as a linear combination of these three
representative land cover types [7].

GIS technology is a spatial database technology, which
can store massive three-dimensional spatial data and effec-
tively manage it. At the same time, it can apply visual anal-
ysis of massive data, which plays an important role in
urban construction land management and analysis. The
main information source and core composition of GIS are
remote sensing images and data. Using GIS can effectively
realize spatial data analysis and management and improve
the utilization value of images and data [8]. This paper pro-
poses a method to compress and extract the dimension of
remote sensing data of urban construction land under BIM
Technology. BIM Technology is used to process a large
number of urban construction land, and the processed data
is transformed into GIS software. The data dimension com-
pression and extraction method are used to effectively
extract the data of urban construction land.

3. Research Methods

3.1. Remote Sensing Data Dimension Compression Extraction
Method Based on BIM Technology

3.1.1. Remote Sensing Data Dimension Compression and
Extraction Process of BIM Technology. BIM is short for build-
ing information model. BIM Technology refers to taking the
basic components in the construction project as the design
elements, organically organizing the geometric data, physical
characteristics, material information, and other relevant infor-
mation describing the component elements to form a database
integrating all aspects of the information of the building sys-
tem. All parameter information of the component is stored
in this database, which constitutes the data model of the con-
struction project. In order to meet the corresponding work
needs, all participants insert, extract, edit, and update the
information in the model database. The parameter informa-
tion of various components in the model is not an indepen-
dent information individual, and they also maintain a certain
spatial and logical relationship [9]. As an integral part of
BIMmodel, a virtual digital building, they jointly form a com-
plete and hierarchical building information system. Here, BIM
Technology is applied to urban construction land to provide
complete and accurate data support for construction planning
approval. In this paper, BIM Technology is combined with
GIS model. Based on BIM model data, BIM model is used to
analyze the collected remote sensing data and compress and
extract urban construction land. The specific scheme flow
chart of urban construction land compression and extraction
[10, 11] is shown in Figure 1.

Import the extracted data to be compressed into the
BIM model and lightweight process the BIM model, use
lightweight processing to obtain the element information
required for urban construction land, extract the key ele-
ment information of BIM Technology after fully analyzing
the urban construction land data, and convert the extracted
element data into GIS model [12]. Realize the dimension
compression of remote sensing data through random pro-
jection dimensionality reduction, and realize the dimension
extraction of remote sensing data of urban construction
land by using visual vocabulary map.

3.1.2. BIM Key Element Extraction and Data Conversion
Method. BIM Technology includes the relevant building
settings and spatial interfaces of all links such as architec-
tural design, construction, and management. Simplify the
BIM model for different research directions, use the BIM
model to process remote sensing data, filter relevant infor-
mation, and obtain the relevant key elements of urban con-
struction land [13]. The key element extraction and data
conversion process of BIM Technology is shown in Figure 2.

In the past, the application of BIM Technology to urban
construction land extraction has the disadvantage of data
redundancy, which will cause some complexity to urban
construction land approval. Before extracting urban con-
struction land, semantic filtering is mainly implemented
according to the specific requirements of urban construc-
tion land, and different data filters are used to remove the
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semantic filtering of urban construction land. In remote
sensing images, land use types mainly include high-density
construction areas, low-density construction areas, new
construction areas, mountains, forests, shrubs, cultivated
land, Hubo, oceans, and rivers. According to the type of
urban construction land, words unrelated to urban con-
struction land, such as mountain, forest, shrub, cultivated

land, Hubo, ocean, and river, are used as semantic filters.
Only words related to urban construction land are retained,
and redundant words unrelated to urban construction land
are removed.

Combine the internal elements of the BIM model with
the constraints of the semantic filter to obtain the important
set information of the semantic filter, convert the BIM entity

Start BIM data Model analysis
and simplification

The end of the Visual word
map extraction

Random projection
dimension reduction

Extraction of
BIM key elements

Conversion to
GIS model

Figure 1: Compression and extraction process of remote sensing data dimension of urban construction land.

Start

Revit model data

Geometric elements

Geometric patch

Geometric data
Association

Get element id

Coordinate global matrix
transformation

N

N

Y

Y

Semantic information

Generic GIS model

End

Whether the
information exists in

the filter pool

Whether the
transformation
matrix is empty

Figure 2: Key element extraction and data conversion process.
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model into the triangular network model supported by the
GIS model by the three network method, obtain the coordi-
nate conversion matrix of the GIS model in the conversion
process, and convert the outline of the urban construction
land to the global coordinate system of the GIS model
[14]. The ID value and the semantic information and geo-
metric information related to urban construction land are
used as the management data of GIS model data. The posi-
tioning of urban construction land adopts BIM Technology
to import massive data into GIS model, and the specific
coordinates are determined by one-to-one correspondence
between Revit measurement points and actual measurement
points, so as to realize the correct positioning of massive
remote sensing data after extracting urban construction land
by BIM compression technology and transforming it into
GIS model coordinate system.

3.1.3. Remote Sensing Data Dimension Compression
Extraction Method. The dimension compression extraction
method of remote sensing data mainly includes two parts:
dimension reduction and dimension selection. The dimen-
sion compression of remote sensing data is realized by
random projection dimension reduction, and the dimension
extraction of remote sensing data of urban construction land
is realized by visual vocabulary map.

Feature dimensionality reduction is based on random
projection. Set the remote sensing image as I, in which
the number of bands is n; extract the image block from each
band of the remote sensing image according to the pixel
order; the window size is b × b; and the sorting rule is as
follows [15]:

zSq = q0,0, sort q1,0,⋯,q1,t1
� �

,⋯,sort qa,0,⋯,q1,ta
� �h iT

, ð1Þ

where q0,0 represents the central pixel and a = 1, 2,⋯,
f ix ðb/2Þ.

After sorting according to the original sequence zSq ∈
Wb2 , the sequence is formed according to the original
sequence (1).

Combining spatial information with spectrum, a new
feature vector zSq ∈Wnb2×1 is formed by using the feature
vector containing the number of bands n.

The high-dimensional feature vector zSq is mapped to the
low-dimensional feature vector ZCS by random projection:

Zcs = ΓzSq , ð2Þ

where Γ represents the random projection matrix and
conforms to Γ ∈Wh×k, k = nb2, h≪ k. The compressed fea-
ture subspace fZCSg is composed of all compressed feature
vectors.

The size parameter of the random projection matrix Γ
should conform to the JL introduction, and it should con-
form to the limited isometric property according to the com-
pressed sensing theory [16].

Feature extraction is based on visual vocabulary map.
The visual vocabulary map selects the central word of all

pixel positions and the word in the pixel neighborhood
u × u as texture primitives and uses the visual vocabulary
map to extract the urban building land in the remote
sensing image as the texture feature of the pixel expressing
interest. The size of texture primitives containing texture
information obtained by this method is b × b, which can
reflect the properties of texture primitives with high
quality. The words in neighborhood u × u in the visual
vocabulary map can effectively reflect the global spatial
information and the spatial information including the cate-
gory of central pixels. The problem characteristics can be
reflected through two windows to describe multiscale
remote sensing data. The global texture features of urban
construction land are extracted by visual vocabulary map,
including dictionary learning, vocabulary coding, and fea-
ture extraction [17].

(1) Dictionary learning. The K-mean algorithm is
applied to the compressed feature subspace. The
similarity measurement criterion is Euclidean dis-
tance, and the center of clustering all kinds of train-
ing samples fZCS

Ti
g is the vocabulary dictionary si of

this class

Let the number of existing sample categories and the
number of clustering centers be C and K , respectively,
and use the combination of vocabulary dictionaries of dif-
ferent categories to obtain the final compressed texture
vocabulary dictionary S ∈Wh×CK = fs1, s2,⋯,scg, with the
size of CK .

(2) Vocabulary coding. According to the obtained tex-
ture dictionary S, the nearest neighbor algorithm is
selected to calculate the Euclidean distance from all
words in B to the texture primitive in fZCSg, and
the texture primitive is coded with the correspond-
ing number of the word with the smallest distance.
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The visual vocabulary is composed of the word num-
ber in the u × u neighborhood and the central word.
The corresponding texture primitive of each word in

the Figure is represented by li,j and the central pixel
is represented by x0,0

(3) Feature extraction. The statistical characteristics of
remote sensing data are reflected by the vocabulary
histogram G = ½η1, η2,⋯,ηCK �T of the visual vocabu-
lary map, and the number of occurrences of word i
in the visual vocabulary map is expressed by ηi. The
spatial information of words in the visual vocabulary
map is added to improve the extraction accuracy.
The spatial distribution information in the vocabulary
map selects different words, which are reflected by the
second-order moment R = ½μ1, μ2,⋯,μCK �T of the
central pixel position, and μi = ð∑ηi

j=1 ðsi,j −�siÞ2Þ/ηi,
where si,j and �si, respectively, represent the distance
from the word i to the center point and the average
distance

The second-order moment information and histogram
information are fused to obtain the final texture measurement
Z ∈W2CK×1, which is as follows [18]:

Z = G ; Rð Þ: ð3Þ

Table 1: Comparison of extraction accuracy of different methods.

Building type Actual quantity Paper method Deep learning method PLS method

Multi-storey residential building 584 582 578 581

Factory building 625 623 621 619

Public buildings 715 710 706 708

Single-storey new house 642 640 634 628

Single-storey-old house 584 581 574 564

High-rise residential 602 599 586 589

Total 3752 3735 3699 3689

Table 2: Comparison of misjudgment times of different methods (unit: times).

Test
area

Paper method Deep learning method PLS method
Buildings are
treated as

nonbuildings

Nonbuildings are
treated as buildings

Buildings are
treated as

nonbuildings

Nonbuildings are
treated as buildings

Buildings are
treated as

nonbuildings

Nonbuildings are
treated as buildings

1 0 1 3 5 2 4

2 0 2 2 2 5 2

3 0 1 3 4 3 3

4 1 0 1 3 4 5

5 0 1 3 6 2 4

6 0 0 2 4 1 2

7 1 0 3 8 5 3

8 0 1 4 5 0 5

9 0 0 2 1 3 1

10 0 0 3 3 2 3

Total 2 6 26 41 27 32
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Figure 4: Comparison of signal-to-noise ratio of extraction results
by different methods.
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3.2. Simulation Experiment. In order to test the effectiveness of
the system in this paper to compress and extract urban build-
ing land, the eastern area of Dazu District in a city was selected
as the experimental object, and the method of this paper was
programmed in the computer with the operating system of
Windows XP using Java language.

4. Result Analysis

This method is used to compress and extract the urban con-
struction land from the remote sensing image. This method
can effectively compress and extract the urban construction
land in the collected remote sensing images.

The land use types in this area mainly include high-
density construction area, low-density construction area,
new construction area, mountain, forest, shrub, and culti-
vated land, including 3 kinds of construction land and 4
kinds of nonconstruction land. Here, the extraction accuracy
of this method under different land use types is counted, the
compression extraction accuracy of this method is tested,
and this method is compared with depth learning method
and PLS method [19]. The comparison results are shown
in Figure 3. As can be seen from the experimental results
in Figure 3, the accuracy of extracting different land use
types by this method is more than 99%, while the accuracy
of extracting different land use types by deep learning
method and PLS method is less than 98.5%, indicating that
the extraction accuracy of this method is significantly higher
than that of the other two methods.

The buildings in the remote sensing image mainly include
6 kinds of multistorey residential buildings, factory buildings,
public buildings, single-storey new houses, single-storey old
houses, and high-rise houses. The number of 6 kinds of build-
ings extracted by three methods is compared with the actual
number of buildings. The comparison results are shown in
Table 1. It can be seen from the experimental results in
Table 1 that the difference between the number of different
buildings extracted by this method and the actual number of
buildings is small, while the difference between the number
of different buildings extracted by depth learning method
and PLS method and the actual number of buildings is large
[20]. The experimental results verify the extraction accuracy
of this method again.

Ten regions are randomly selected from the remote sens-
ing image. Under the method of this paper, the number of
two misjudgment indexes of building land as nonbuilding
and nonbuilding as building are extracted, and the method
of this paper is compared with depth learning method and
PLS method [21]. The comparison results are shown in
Table 2. It can be seen from the experimental results in
Table 2 that the number of misjudgment indexes of using
this method to compress and extract urban construction
land buildings as nonbuildings and nonbuildings as build-
ings is significantly lower than that of deep learning method
and PLS method, indicating that this method can extract
urban construction land more accurately and has high
extraction accuracy.

According to the statistics, the signal-to-noise ratio of
the final result of urban construction land in the remote

sensing image is extracted seven times by using the method
in this paper, and the method in this paper is compared with
the depth learning method and PLS method [22]. The com-
parison results are shown in Figure 4. It can be seen from
Figure 4 that the signal-to-noise ratio of the image extracted
by this method is significantly higher than that of the deep
learning method and PLS method, which shows that this
method can effectively maintain the useful information in
the image, and the image processed by this method can still
maintain a high signal-to-noise ratio, which effectively ver-
ifies that this method has good extraction performance.

5. Conclusion

BIM Technology is an information technology widely used
in the construction industry. BIM Technology has become
the mainstream of the development of the construction
industry and provides technical support for the digital man-
agement of the construction industry. In this paper, BIM
Technology is applied to the dimension compression and
extraction method of remote sensing data of urban construc-
tion land, the required BIM component information is ana-
lyzed, and the information irrelevant to urban construction
land is filtered. The method of random projection and visual
vocabulary map is used to compress and extract the charac-
teristics of urban construction land. Make full use of the data
integrity characteristics of BIM Technology, maximize the
accuracy of urban construction land extraction, and provide
technical basis for urban construction planning approval. It
has the advantages of simple feature extraction and effec-
tively distinguishing features.
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In order to solve the problem of information leakage in the process of college students’ information security management, this
paper proposes a design of college students’ security management system based on a symmetric encryption algorithm. The
system is based on the principle of the symmetric encryption algorithm and follows the principle of encryption independence
to ensure the security and reliability of the system. The general framework of the system is analyzed in detail. Secondly, the
security and database of system function modules are designed, and finally, the performance of the system is tested. The results
are as follows: the safety management system designed in this paper has obtained satisfactory evaluation in the trial
universities, accounting for 93% of the trial population. It is proved that this system has clear authority design, high efficiency,
and security. Managers can query students’ basic information, students’ real-time location, alarm data information, and so on
in real time, which can ensure students’ safety to the greatest extent.

1. Introduction

At present, people pay more and more attention to the secu-
rity of computer mass data storage and the antitheft and
antitampering of sensitive data [1]. The database system is
the core component of the computer information system,
and database file is the aggregate of information. Its security
will be the top priority of information industry [2].

The core of information security is database security, and
database encryption is one of the core issues of database secu-
rity. Compared with other security means, database encryp-
tion is the security means with the highest performance price
ratio from the comprehensive consideration of security degree,
price, use, and maintenance cost and upgrade cost [3]. Aiming
at the security of database, this paper discusses the relevant
database security strategy and encryption technology, encryp-
tion algorithm and encryption method, and the application of
data encryption technology in university archives database.

According to statistics, a computer virus intrusion occurs
in an average of 20 seconds around the world. About 1/4 of

the firewalls on the Internet were broken. The incidents of
stealing business information increased at an average rate
of 260% per month. About 70% of network executives report
losses due to disclosure of confidential information [4, 5].
The teaching of many school systems can only be used as a
carrier through the Internet, but in this online education sys-
tem, there are many precious teaching resources facing the
risk of disclosure. In addition to taking various preventive
measures, there is also a line of defense is the encryption of
university archives data base, which starts the discussion of
database encryption [6].

The security of university archives database is not iso-
lated, but a complete system. According to the current secu-
rity needs of university archives database, this paper designs
a complete system for university archives information man-
agement system, that is, the whole database security system
is a three-tier security model: outer defense, middle layer
intrusion detection, and inner data security defense, and
database encryption is one of the core issues of inner data-
base security defense.
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2. Literature Review

Database encryption is to use the existing database encryp-
tion technology to study how to encrypt and decrypt the
data in the database, so as to improve the security of the
database system [7]. Generally speaking, the security control
measures provided by the database system can meet the
application of general databases, but for the application of
some important departments or sensitive fields, such as
financial data, military data, and state secrets, naturally
including university archives database, only these are dif-
ficult to fully ensure the security of data [8]. Therefore, it
is necessary to encrypt the important data stored in the
database on the basis of access management and security
management, so as to strengthen the security protection
of data storage.

The basic idea of encryption is to transform the original
data (plaintext) into an unrecognizable format (ciphertext)
according to a certain algorithm, so that people who do
not know the decryption algorithm cannot know the specific
content of the data [9]. There are two main encryption
methods: one is the replacement method, which uses the
key to convert each character in the plaintext into a charac-
ter in the ciphertext, such as replacing a with F, b with X, c
with Q, so lurk may become NMWJ [10]. The other is the
replacement method, which only rearranges the characters
of plaintext in different order. Using either of these two
methods alone is not safe enough, but the combination of
these two methods can improve the degree of safety.

Since data encryption and decryption are also time-
consuming operations, and the higher the degree of data
encryption and decryption, the greater the system resources
occupied. Therefore, generally, only highly confidential data
are encrypted. The traditional encryption takes the message
as the unit, and the encryption and decryption are carried
out from beginning to end [11]. The use of database data
determines that it is impossible to encrypt the whole data-
base file. When the records that meet the search conditions
are retrieved, the records must be declassified quickly [12].
However, the record is a random section in the database file,
and it cannot be declassified from the middle, unless it is
declassified from beginning to end, and then find the corre-
sponding record. Obviously, this is inappropriate. We must
solve the problem of random declassification from a certain
section of data in the database file. In the traditional crypto-
system, the key is secret, and the fewer people know, the bet-
ter [13]. Once you get the key and cryptosystem, you can
break the password and unlock the ciphertext.

Database encryption is to enhance the security of ordi-
nary relational database management system and effectively
protect the contents stored in the database [14, 15]. It real-
izes the confidentiality and integrity requirements of data-
base data storage through security methods such as database
storage encryption, so that the database is stored in ciphertext
and works in secret mode, ensuring data security.

The basic process of data encryption includes the
translation of plaintext (i.e., read information) into the
code form of ciphertext or password. The reverse process
of this process is decryption, that is, the process of trans-

forming the encoded information into its original form.
Encryption can not only provide confidentiality for data
but also provide confidentiality for communication service
flow information [16].

Encryption algorithm is some formulas and rules, which
stipulates the transformation method between plaintext and
ciphertext. Key is the key information to control encryption
algorithm and decryption algorithm. Its generation, trans-
mission, and storage are very important.

Database encryption belongs to data encryption, which
is just a special data encryption. There is not much fixed data
relationship between encrypted data, but there is a certain
data relationship between the data in the database [17].
When encrypting the database, we should consider the
database system itself. We should first consider the three
encryption levels, three encryption methods, and choice of
encryption granularity. The three encryption levels of the
database are the encryption forms implemented on the 0 s
layer, the DBMS inner layer, and the DBNS outer layer.
The three encryption methods are external encryption,
internal encryption, and hardware encryption; Encryption
granularity refers to the smallest unit of database encryption.
The data in the database can be divided into the data table,
data record, field, and data item according to the hierarchy,
so the encryption granularity of database data encryption
usually includes file level, field level, record level, and data
item level. For example, the wider the scope of encryption
technology for students, the smaller the flexibility of the
encryption-based system. In practical application, different
encryption granularities are selected according to different
security requirements to achieve the goal of ensuring data
security and easy operation [18, 19]. Therefore, database
encryption is to consider the more complex data encryption
of database system, rather than simply considering encryp-
tion algorithm and encryption and decryption. Figure 1 is
the campus student security management system based on
encryption technology.

Based on the current research, through the comparison
of various algorithms, this paper selects the CBC mode of
128 bit AES encryption algorithm to encrypt data and
adopts the complete database field encryption and decryp-
tion mechanism, so as to design a set of practical data
encryption system. In this system, the characteristics of
demand analysis, analysis design, coding, testing, and
deployment of the university archive database encryption
project are discussed, with emphasis on the protection pro-
vided by the password system for university database, the
potential caused by the password system itself, and the prep-
aration for this risk. The key to the security of cryptographic
algorithm is how to ensure the confidentiality of the key and
how to manage the key to withstand all levels of attacks.
Based on the database structure defined by SQL, the coding
of each main module of the system is realized.

3. Research Methods

3.1. Establishment of Database Encryption Key Generation
Function. Generally speaking, the database system running
on a single machine has no data sharing problem, and its
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confidentiality and authenticity can be guaranteed at the
same time. Therefore, the security of the database system
can be realized by controlling the access to the database files
[20]. For the database system running in the network envi-
ronment, its remarkable feature is data sharing. Therefore,
the function of data encryption technology is to ensure the
authenticity of data without affecting data sharing. Its main
encryption technology is based on the encryption of records
and fields. In order to ensure that the system is not attacked,
it is best to use different keys for the same field of different
records, so the number of keys is very large [21]. If there
are M records in a table and each record has N fields, the
number of keys required is M ∗N , and the number of keys
of the whole system is more. Obviously, such a large number
of keys cannot be stored and managed for a long time and
can only be generated dynamically when needed. The key
generation function satisfies at least three conditions: first,
the probability that the keys of different data items are the
same is very small. Second, it is difficult to obtain other data
item keys from one data item key. Third, some information
of a data item (such as value range and probability distribu-
tion) is known, and other information of the data item can-

not be obtained from ciphertext. Then, the key functions
that can meet the above three items are shown in

kij = ki⨁ kj, ð1Þ

ki = E TK , Rið Þ, ð2Þ

kj = E TK , Cjð Þ: ð3Þ
In the formula,kis the data item key generation function,

TK is the table key, Ri is the encrypted field row flag, and Cj
is the encrypted field column flag [22]. For the data item key
generation function, an effective implementation method is
to use an algorithm to encrypt Ri and Cj with table key T
K as the key to obtain keys Ki and Kj and then perform log-
ical operation on Ki and Kj to obtain the data item key.
Here, TK is the key, R is the row ID, and C is the field ID.
Encrypt Cj and Ri, respectively, through key TK , generate
field key kj and record key ki, and then generate key kij after
XOR operation of kj and ki [23].

The comparison of various encryption algorithms is
shown in Table 1:
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Figure 1: Campus student security management system based on encryption technology.

Table 1: Comparison of various algorithms.

Password type Symmetric cryptosystem
Asymmetric
cryptosystem

Hash
algorithm

Name of comparison item DES AES IDEA RC5 RC6 RSA MD5

Development time 1977 2001 1991 1995 1996 1977 1993

Is it protected by patent No No No No No No No

Key length
56 b (double

DES112b, triple
DES168b)

128 b or 192 b
or 256 b

128 b
Variable length
key up to 256 b

Variable length
key up to 256 b

512 b is selected,
and the longest

is 1024 b
238 b

Number of bits of
processing block
during encryption

64 b 128 b 64 b 128 b 128 b Most of 110 b 128 b

Encryption speed Fast Very fast Fast Fast Fast Very slow Slow
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3.2. System General Framework Design. Based on the B/s and
C/S frameworks, through comprehensive consideration, the
student safety management system is designed in the inte-
gration mode of the two [24]. Taking the C/S framework
as the carrier, the server receives the data of portable devices
and uses the worker man architecture to receive and store
the data. With the B/S framework as the carrier, managers
monitor students’ daily safety in real time through the man-
agement platform based on think PHP architecture [25].
This design mode only needs to take the server-side as the
auxiliary development system and compile the socket
server-side code, which can save the system development
cost, and the requirements for the client are relatively low.
Students only need to carry portable devices, and managers
can monitor students’ security in real time through the
browser. The combination of worker man architecture and
think PHP architecture can not only ensure the data authen-
ticity of student safety management system but also ensure
that managers supervise student safety in the whole process.

3.3. Management Platform. The background server manage-
ment platform selects HTML+CSS+JS to realize the page.
The background chooses PHP language to realize develop-
ment. The PHP language has unique advantages in web
development server-side scripting language. It is open
source, and the source code can be downloaded and browsed
in real time. The use is free, which can effectively save the
development cost. It has good platform transfer characteris-
tics and can support Linux. Windows, etc. There are various
mainstream frameworks for PHP, that is, Laravel and
ThinkPHP. This paper chooses ThinkPHP architecture to
design the system.

3.4. Authority and Function. The system is divided into three
types of different permissions, corresponding to different
functions. When the user logs in to the page, enters the
account and password, and verifies that the information is
correct, the background will independently evaluate the user
authority to jump to different pages and realize different

functions. High-level permissions can manage low-level per-
missions. Low-level permissions only have basic operation
functions. There are three kinds of system design permis-
sions, namely, super manager, college head, and head
teacher, as shown in Figure 2.

First, the super administrator and developer manage
their account. Their task is to assign the initial account pass-
word to the person in charge of the college, manage the per-
son in charge of the school level, add or delete equipment,
and monitor the operation status of equipment in real time.
Second, the person in charge of the college is responsible for
compiling the basic information of the university, assigning
the initial account and password to the head teacher, apply-
ing for facilities and equipment, and querying the operation
status of the equipment, as well as the basic information of
students and the student security information transmitted
by the person in charge of the class. Third, the head teacher
is directly responsible for the safety of students, that is, stu-
dents are bound with equipment and query students’ atten-
dance time, movement track, and alarm information.

3.5. Safety Design

(1) SQL injection attack

SQL injection attack belongs to the form of Web attack.
This attack exists because the system background program
does not strictly verify the user’s input data, resulting in ille-
gal elements to conduct destructive manipulation after
obtaining the user’s data information in the database in a
malicious way. In terms of SQL injection attack, the back-
ground system queries statements in the form of array and
selects the preprocessing mechanism to filter dangerous data
for a few string query conditions.

(2) URL encryption algorithm

Because security problems are easy to occur during data
transmission, encryption is a necessary link in the system

Create a school-level
initial account

Equipment issued to school

Supervise all equipment

Super administrator

Assign a class teacher account

View basic student information

View student safety information

School officials

View student attendance time

View student movement tracks

View alarm information
Head teacher

Report class safety results

Authority
management

Figure 2: Background management platform permissions.
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design. The system design encryption work is mainly car-
ried out based on URL. For important parameters, users
are prompted to browse the data information in the
encrypted state in the form of encryption. Developers inde-
pendently compile the encryption algorithm and decryption
algorithm.

Commonly used encryption algorithms in PHP include
MD5, SHA1 and Base64. MD5 encryption algorithm
belongs to one-way hash encryption technology, and Base64
belongs to symmetric encryption algorithm. However, due
to its frequent use, it has certain security risks. In addition,
in the third-party website, the traditional encryption algo-
rithm can be decoded in the form of payment. In short,
the encryption algorithm of this system is independently
compiled by the developer, with the best security and
economy.

The system design encapsulates encryption and decryp-
tion into two functions. The implementation of encryption
is to connect the user’s character information with a
string to obtain a new string; For the new string, Base64
encryption function is used to complete the encryption,
and the encrypted string is divided into an array based
on the string segmentation function. We splice the ele-
ments of the array in the form of array loop to obtain a
new array and turn back the string and replace the special
characters of the string to obtain the final result after
encryption.

The specific effect of encryption is to asynchronously
transmit the user form data in the background, strictly
encrypt the important parameters in the background, and
transmit the encryption results to the foreground. The fore-
ground jumps the encryption parameters and other parame-
ters to the specified interface based on the URL splicing
mode, and the background decrypts with the decryption
algorithm to recover the data and process the business logic,
so as to improve the security and stability of the system.

(3) Socket design

The specific process of socket data receiving of the sys-
tem is to select JSON format to transmit data, open the
port on the server side to receive the client data, and ana-
lyze it. Feedback error information to the client for abnor-
mal data and abnormal operation, and stop the operation
in time. When the data is correctly programmed into the
database, return the normal description to the client, termi-
nate the connection with it, and resupervise in real time.
The socket data receiving process is shown in Figure 3.

(4) Database design

The college student safety management system is real-
ized by the entity relational database design. Based on
demand analysis, the E-R diagram is used to build a model
that can effectively reflect the actual things and relations
and explain the data framework of the database which is
too abstract. The entity relationship is used to abstract the
processing data information, realize the transformation
from entity geometry to entity type, and reflect the inter-
nal correlation of actual things through entity relation-
ship. We build the local E-R model, integrate the local
model into the overall model, and optimize and improve
it. The system E-R diagram is shown in Figure 4 (1 and
N are interentity relations, that is 1 :n or N : 1, one col-
lege corresponds to multiple counselors, one counselor cor-
responds to multiple students, and multiple students
correspond to one behavior; 1 represents a single, N repre-
sents multiple).

4. Result Analysis

In actual use evaluation of the system, the safety manage-
ment system designed in this paper is tried in a university,
and the students who have used the knowledge sharing sys-
tem evaluate the system. The evaluation of the system is car-
ried out from six aspects: system resource richness (E),
system use convenience (F), system security (G), informa-
tion transmission speed (H), system fluency (J), and overall
evaluation (L). Each aspect is scored in the percentage sys-
tem. The calculation formula of the overall score (T) is as
follows:

T = E ∗ 0:1 + F ∗ 0:1 +G ∗ 0:4 +H ∗ 0:15 + J ∗ 0:15 + L ∗ 0:1ð Þ
∗ 100%:

ð4Þ

The collected scores are summarized and analyzed, and
the results are shown in Figure 5.

As can be seen from Figure 5, the safety management
system designed in this paper has obtained satisfactory eval-
uation in the trial universities, accounting for 93% of the
trial population. According to the collected improvement
opinions, this paper will focus on the analysis and further
improve the system, so as to put it into use on a large scale
and improve the management efficiency of university
information.
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Figure 3: Data receiving process.
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5. Conclusion

With the rapid increase of electronic archives data in col-
leges and universities, the requirements for the authenticity,
reliability, and permanence of electronic data are increasing
day by day. Based on the discussion of the key technology of
database encryption, this paper focuses on the implementa-
tion of the method of encryption technology in the manage-
ment of archives in colleges and universities. According to
the security needs of the current university archives data-
base, this paper designs a set of practical system for the uni-
versity archive information management system to realize
the data encryption in the database application system with-

out affecting the ciphertext encryption under the normal
operation of the database. The system can also manage the
encrypted computer files (including title encryption); realize
that all the encrypted data and its derivative parts in the
database are encrypted according to the encryption require-
ments (there is no unclassified channel of ciphertext); realize
the requirements of “can’t understand, can’t steal, and it’s
useless to steal” in the confidentiality work; and realize the
storage, modification, deletion, indexing, printing and
retrieval of encrypted data. Combined with the specific
requirements of the system and through the comparison of
various algorithms, this paper selects the CBC mode of the
128-bit AES encryption algorithm to encrypt the data and
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In order to solve the problem that the slope surface diseases cannot be accurately identified, which cannot be repaired in time and
cause serious slope disasters, a slope intelligent recognition technology based on deep neural network is proposed. Based on
convolutional neural network (CNN) theory, the technology adopts the transfer learning method to solve the overfitting
problem of slope surface samples, which is difficult to obtain a large number of marked samples, and verifies the proposed
model by experiment. The results are as follows: the recognition results of various slope surface diseases by ResNet-18 network
are higher than AlexNet and VGG-16, with an average accuracy of 84.1%, and the recognition effect of cracks is the best.
Under the same migration strategy, the detection accuracy of ResNet-18 is 96.3%, which is much higher than the other two,
and the detection time is reduced by 15% on average. It is proved that the ResNet-18 model proposed can identify slope
changes very effectively, so that workers can be timely dispatched for maintenance, reducing the possibility of disaster, which
has great significance.

1. Introduction

Expressways play an important role in China’s land transpor-
tation and meet the basic travel requirements of residents [1].
The continuous acceleration of highway construction is
followed by a large number of slope engineering. In remote
mountainous areas with large area, highway is still the main
transportation choice, and highway slope disaster will lead to
casualties and loss of a lot of economic property of people [2].

Due to the slope surface disease that is not timely and
effective governance caused by more serious disasters and
accidents, endangering people’s lives and property losses
often occur. Phase of the overall condition of the slope sur-
face detection, so as to targeted, timely, and effective preven-
tion and control of its disease, to avoid causing greater slope
disasters is particularly important. In this case, the detection
and identification of slope surface disease is an important
prerequisite to avoid slope disaster effectively [3, 4].

At present, most people still choose the way of artificial
inspection of the slope, focusing on the damage of the slope

(retaining wall, drainage hole). In the environment where
the slope is located in complex terrain, the slope angle is too
steep, the slope is high, the inspection personnel can only
choose to check the slope state on foot, which occupies a lot
of manpower, and the work progress is slow but also has the
potential of high risk [5]. With the modernization of highway
construction, all kinds of signs show that the contradiction
between the rapid growth of the demand for the effectiveness
and rapidness of slope surface image recognition and the
shortage of staff of slope experts and the lag of slope surface
disease recognition and detection technology is becoming
more and more serious. Therefore, it is urgent to find a new
effective and feasible method of slope surface disease identifi-
cation and detection to solve slope detection and prevention.

2. Literature Review

Conventional slope detection means are displacement mon-
itoring, artificial observation, GPS measurement, and neural
network detection [6].
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Bao et al. proposed a GA-SVM model for edge predic-
tion of slope stability. The optimization function of the
genetic algorithm is used to expand the parameter search
of support vector machine. Using the function of support
vector machine, very good description of nonlinear, etc., to
establish a prediction model, the example proves that the
prediction effect is ideal. This is a simple, effective, and easily
extended slope stability model [7]. Lin et al. take kinetic
energy, resistance, and slope as input and input them to
BP neural network. Full display of all the exploration skills
of genetic algorithm can optimize the original weight and
threshold of its network [8]. At the same time, for the anal-
ysis of the principal components, the multiple regression
prediction model is constructed. Finally, the two predicted
results are compared. BP can predict the movement distance
of slope accurately and stably by using the genetic method to
expand network optimization [9]. The prediction errors of
themaximum horizontal and vertical movement distances less
than 10% accounted for 86.67% and 93.33%, respectively.
Based on the improved BP neural network, a prediction neural
network model for slope stability is constructed for analysis by
Kumar and Tiwari and Villaseor-Reyes et al., and the predic-
tion accuracy of the model network is verified. The results
show that there is little difference between the expected output
and the real output, the constructed BP network can be
applied to the stability detection of a mine slope, and excellent
results have been achieved [10, 11].

In recent years, with the continuous progress of neural net-
work technology, deep learning has been successfully applied to
many applications in computer vision, such as image recogni-
tion. This technique has also been applied in the classification,
identification, and detection of slope hazards [12].

In order to overcome the problem of handwritten
digit recognition in bank check, Nanda et al. applied back
propagation in neural network and further constructed
LeNet-5 [13]. It includes the input layer and other basic
structural layer models [14]. Held et al. used AlexNet to
win the photo contest classification [15]. Since then, deep
learning has developed rapidly and steadily in the key
visual part of the computer. However, increasing the
depth of CNN without hindrance is of no use to improv-
ing network fitting skills. Instead, it will backfire and
cause the dilemma of network degradation. To overcome
this dilemma, residual network proposed the identity
mapping between modules in 2016, which can deepen
the network to more layers and ensure the performance
does not degrade [16, 17].

After continuous improvement, the theoretical basis of
deep learning becomes more stable. The application of work
in every field is very good, and the effect is very good [18].
Poulose et al. proposed the application of a new recursive
CNN (RCNN) to face detection and recognition in color
images [19]. The use of radial basis function neural network
(RBFN) and its feedback application creates a very powerful
CNN for facial recognition. The loop CNN first receives the
image database as a 3D matrix, and after training, selects the
closest faces with acceptable accuracy. In the experimental
analysis, the comparison between cyclic CNN and tradi-
tional CNN shows the effectiveness of the proposed recur-

sive CNN [20]. Sharma proposed the convolutional nerve
with residual connection to perform the task of automati-
cally identifying tree species from the scan image of wood
core [21]. In these tasks, the correct recognition rate of the
proposed model is 93% and 98.7%, respectively, which is
9% and 3% higher than the most advanced CNN-based
model. With the continuous development of transfer learn-
ing means, scholars have gradually explored its application
in real life scenes. In 2021, research on the correlation
between photo identification and land has been continu-
ously produced. Scholars have explored its application in
real life scenarios, and there has been considerable research
in image recognition, such as advocating a framework based
on 50 layers of ResNet-50 for in-depth supervision of the
screening of HEP-2 cell photographs. Select two publicly
available photo sets and prelearn the ICPR2012 photo set
to fine-tune the ICPR2016 photo set in the DSRN model,
as the two are similar to the photo set. It proved to be
state-of-the-art and superior to the ancient deep CNN
(DCNN) method.

On the basis of the current research, this paper takes five
common state types of slope surface collected as the research
object and uses AlexNet, VGG-16, and ResNet-18 networks
to conduct a preliminary study on slope surface image rec-
ognition. In order to solve the problem of network overfit-
ting caused by insufficient number of slope surface data
sets, transfer learning is used to solve this problem and
improve the accuracy of classification recognition, so as to
achieve the goal of accurate recognition of slope surface
image.

3. The Research Methods

3.1. Image Recognition. Image processing and image recog-
nition are the two most important parts of slope surface
image disease recognition, as shown in Figure 1 [22].
The first step is the acquisition of slope surface image,
especially for the identification of slope surface disease,
which requires comprehensive collection of image data
[23]. In order to better identify the images of cracks, water
seepage, rockfalls, and landslides, it is necessary to collect
the images containing these diseases. On the basis of the
original image pretreatment to improve the image quality,
so that the original image with representative features
more prominent performance, feature extraction of image
is the premise of slope surface disease recognition, which
is very important for the whole slope surface disease rec-
ognition process. Slope surface image classification recog-
nition is the last step, and there are a variety of
classification operations, to combine with the actual prob-
lems of slope surface image for experimental analysis and
selection.

3.2. Convolutional Neural Network. CNN was proposed in
the 1990s. It is a kind of feedforward neural network. It
not only has strong feature extraction performance but also
the neurons only affect some of the surrounding neurons.
Local perception and weight sharing are used to reduce the
difficulty of CNN operation and improve the operation
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is a basic multilayer structural foundation. The initial input
(image data) is transmitted layer by layer and finally mapped
to the category to which the image data belongs [24].

The two most important operations of CNN are convo-
lution and pooling. The convolutional layer is also the fea-
ture extraction layer, which mainly plays a role in feature
extraction of a certain part of the input image and is also a
key operation of the convolutional network [25]. The pro-
cess of convolution processing is divided into two parts,
one part (initial image) is the input of the network, and
the other part (orange area) is the convolution kernel. In
the whole process of convolution, according to the preset
value of the convolution kernel and the number of moves,
the initial coordinate of the convolution kernel is in the
upper left corner of the input matrix (the area is marked
green), and the weight value in the convolution kernel is
the product of the input data. Finally, all the product values
are summed, and the set number of steps is moved down or
to the right. The above operation process is repeated until all
the input data is completed. Finally, a new matrix, called the
characteristic matrix, is generated after all the convolution
operation process. Equation Formula (1) below is the pro-
cess of convolution operation:

F zð Þ = 〠
Ml

m=1
C z +mð ÞL mð Þ: ð1Þ

The input and convolution kernel are functions C and L,
respectively. The number of elements contained in the con-
volution domain is represented asMl, and z is the number of
shifts.

3.3. Convolutional Neural Network Construction. Based on
the basic theory of deep learning, this paper constructs the
multilayer detection structure models of AlexNet, VGG-16,
and ResNet-18 networks. Thus, the classification and recog-
nition effects of different types of convolutional neural net-
work structures in the actual scene of slope outer surface
image are compared, and the differences between image fea-
tures extracted by different types of convolutional neural
network structural models and slope outer surface disease
features are compared. Through the means of continuous
practice and detection of network structure, some parame-
ters of model structure (such as the number of implied layers
and the size of convolution kernel) are scheduled, so that the
model structure can obtain excellent screening and detection
results in the external surface conditions of slope.

AlexNet’s model is the most classic and basic model in
the early stage of CNN. It is a sign that CNN is put into
use and opens the door of deep learning in a real sense.
The first development of the AlexNet network allowed
researchers to see its huge role in artificial intelligence. The
birth of VGG network caused the researchers to think
whether the deeper the model is, the stronger the screening
function of the model is. However, as you continue to
expand the depth of the model, the parameters of the model
will certainly become more and more. This will lead to low
efficiency and slow convergence rate of the network model
or even the phenomenon that convergence cannot be
achieved at last. Both networks use generic network architec-
ture layers such as the convolutional, pooling, activation,
and batch normalization (BN) layers. Therefore, in order
to avoid network convergence failure, it is necessary to
improve the network structure. In 2015, the deep network
residual networks (residual networks) pointed out the devel-
opment direction for subsequent CNN research.

3.4. Slope Surface Image Recognition Model Framework.
Construction of the slope surface disease identification model
is as follows: firstly, the ResNet-18 model was pretrained in
ImageNet, and the mode of model migration was selected.
The shallow image features extracted from the pretrained con-
volutional neural model were transferred to the image classifi-
cation and recognition model of the slope surface, which were
used as the initial parameters of the slope surface disease rec-
ognition. Secondly, the input of the network is to extract the
image features of the outer surface of the slope and then train
with the image recognition networkmodel of the outer surface
of the slope. In this article, the number of categories in the
image data set of the outer surface of the slope is set to 5 to
replace the number of full-connection classification output at
the end of the pretraining network. Finally, the recognition
and classification of slope external photos are completed on
the slope external surface image data set constructed in this
paper. According to the above ideas, the overall frame diagram
of slope outer surface image recognition and classification
based on ResNet-18 pretraining model and transfer learning
is shown in Figure 2.

3.5. Network Model Training Process. Model training adopts
K-fold crossvalidation, and K is 6. Figure 3 shows the train-
ing process.

(1) First, the image data set (marked as T) of the outer
surface of the slope was randomly divided into 6
equal parts

Original disease image Image preprocessing Feature extraction Classification

Figure 1: Process of image recognition and classification.
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(2) Use the 5 subsets included as the training set of
the network and save the remaining 1 as the test
set

(3) Training the slope surface recognition model and
showing the accuracy of the model test set P1

(4) Select different test set data for each training and
repeat the above (2) and (3) 5 times

(5) The values of P1-P6 are obtained in turn to obtain
the average value, that is, the correct accuracy of
the P model

4. Results Analysis

4.1. Image Sets of Slope Surface Are Classified and Compared
with Different Network Models. Before the slope surface
image is input, the unified resize and padding are used to
process the image. The input image of the model is 224 >
224 GBR size. Adam optimizer was selected for gradient

Slope surface
image dataset

Slope surface
image test set

Slope surface
image training set

Slope surface
image recognition

mode

Trained slope
surface image

recognition pattern

Slope surface
image recognition

results

Enter test image

Enter

To train

Convolutional
layer

Pooling layer

Fully connected
layer

So�max
classification layer

So�max classifier
for 5-class labels

ImageNet image
dataset

ResNet-18 model

Pre-trained
ResNet-18 model

Model
parameters

Transfer
learning

Replace

Figure 2: Slope surface image recognition based on transfer learning and ResNet-18 pretraining model.
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Figure 3: K-fold crossvalidation training method.
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Figure 4: Comparison of classification results of AlexNet network
structure.
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descent operation, and then parameters were set. Finally,
AlexNet, VGG-16, and ResNet-18 model structures were
trained, and the accuracy of the detection model was verified.

Figures 4–6 show the accuracy of slope surface disease
detection in all AlexNet, VGG-I6, and ResNet-18 experi-
ments. In this experiment, in the same slope surface disease
data set, ResNet-18 network is superior to AlexNet and
VGG-16 in identifying all kinds of slope surface diseases.
The recognition accuracy of ResNet-18 can reach 84.1% on
average, and it has the best recognition effect on cracks,
followed by undamaged ones, and the lowest recognition
accuracy on landslides. This phenomenon may be caused
by the complex background of landslides, which increases
the difficulty of network identification. AlexNet VGG-16
network has a weak effect on the identification of various
slope surface diseases. It may be that AlexNet and VGG-16
are not suitable for the identification of slope surface dis-
eases, because the model cannot well learn and grasp the
deeper characteristics of slope surface training samples.

4.2. Comparison of Detection Performance of Different
Networks. Under the same migration strategy, all network
structure layers were selected to participate in the training,
and the detection results of AlexNet network, VGG-16
network, and ResNet-18 network were compared. Table 1
illustrates the experimental results of different network
models.

It can be seen from Table 1 that the detection accuracy of
VGG-16 network is 90.1%, while that of AlexNet network is
88.5%, 1.6% lower than the former. However, the detection
accuracy of ResNet-18 is 96.3%, which is far higher than
the former two. Furthermore, the accuracy of surface slope
surface disease image increases with the increase of network
model depth, which indicates that the recognition result of
slope surface image disease is affected to a certain extent
by the number of layers of CNN.

5. Conclusion

It is very important to study the automatic identification
method of slope surface diseases in the actual outdoor envi-
ronment for intelligent highway slope management and
security situation. The disasters caused by highway slope
occur frequently, which cause the blockage of the road at
least and the death of the masses at the most serious. In
order to avoid a series of safety accidents caused by highway
slope disaster, it is necessary to test the surface of highway
slope quickly and accurately on a regular basis. The existing
method of slope surface disease detection is mainly manual,
assisted by UAV, which is highly subjective. At present,
more and more machine learning techniques are used in
slope stability analysis. However, the deep neural network’s
expertise in image classification and recognition has not
been brought into full play, mainly because of the lack of a
huge open slope surface image data set, which cannot pro-
vide the deep neural network with the image data set
required for training. Therefore, there are some limitations
in image processing for the recognition of slope surface dis-
eases. In view of the above dilemma, the CNN algorithm is
used in this paper to carry out recognition research on slope
surface disease. The results are as follows:

(1) In view of the lack of open and sufficient slope sur-
face image data set, this paper makes slope surface
image data set required by deep learning. Therefore,
this paper adopts the combination of UAV and cam-
era to complete the slope surface image collection
and image processing on the MATLAB platform
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Figure 5: Comparison of classification results of VGG-I6 network
structure.
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Figure 6: Comparison of classification results of ResNet-18
network structure.

Table 1: Different network models under the same migration
strategy.

The network
structure

Training
time/s

Validation
accuracy

Test
accuracy

AlexNet 13095 90.5% 88.5%

VGG-I6 22651 93.3% 90.1%

ResNet-18 16245 98.9% 96.3%
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(2) In order to discuss the influence of different network
structure types on the accuracy of slope surface dis-
ease identification results, AlexNet and ResNet-18
based on slope surface image samples were, respec-
tively, trained in this research. Slope surface images
constructed in (1) were used as the input of these
two networks, and images were classified according
to extracted features

(3) On the basis of the slope surface disease recognition
model, in order to find a better image disease recog-
nition model, a comparative experiment was
designed to compare the effects of different training
mechanisms, different migration strategies, and dif-
ferent network structure types of neural networks
on the slope surface disease recognition structure
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Fiber-fabric composites have the characteristics of lighter texture, higher strength, higher damage resistance, better toughness, and
flexibility than laminated composites, but their complex structures have not been well studied. This paper is aimed at study the
complex structure of woven fabrics in fiber art creation based on multisensor Internet of Things technology and at studying
the impact of its composite material mechanical properties. In this paper, it is proposed to use glass fibers and carbon fibers to
weave the required structural preforms in a two-dimensional braiding machine and then use the obtained preforms and epoxy
resin to prepare three-dimensional two-dimensional braided composite materials with different structures through a molding
process. The composites were tested in tension, bending, and compression to obtain data and their failure modes, and the data
were compared to obtain correlations. The experimental results in this paper showed that through the tensile, bending, and
compression tests of the three kinds of hybrid structure braided composites, the tensile properties of the glass fiber braided
composites decreased by about 77%; the influence of angle on the bending properties of carbon fiber braided composites has
the largest downward trend of 63%. Two-dimensional biaxial and two-dimensional triaxial preforms are made by weaving glass
fiber and carbon fiber, and the angle deviation is basically kept within 2.2%.

1. Introduction

The development process of carbon fiber research and
production in China is relatively slow. From the late 1990s
to the present, it has gone through a long process in recent
years. However, China has not yet achieved large-scale indus-
trial production, and the informatization degree of carbon
fiber production is relatively low. Therefore, improving the
informatization degree of carbon fiber production and
applying the Internet of Things technology to the carbon fiber
spinning production process are of great significance for
improving the output and quality of carbon fiber in China.

With the rapid development of Internet of Things
technology, the combination of Internet of Things
technology and carbon fiber production can effectively
promote the development of China’s carbon fiber industry.
The monitoring system of carbon fiber production process
based on the Internet of Things is a complex system

engineering. Based on the emerging Internet of Things
technology, the system covers multiple links of carbon fiber
production and realizes the monitoring of the carbon fiber
production process. It improves the efficiency of carbon fiber
production and the informatization degree of the carbon
fiber industry and promotes the development of carbon fiber
production to automation and intelligence.

The innovations of this paper are as follows: (1) biaxial
glass fiber preforms with different angles, triaxial preforms
with different angles, and triaxial carbon fiber preforms with
different angles obtained by 64-spindle two-dimensional
braiding machine. (2) Two-dimensional braided plate-like
composites were prepared by VARI process with three kinds
of mixed-braided structural prefabricated parts and epoxy
resin, and the fiber content of the composites under different
structures and different angles was calculated. (3) Tensile,
compressive, and bending tests are carried out on the two-
dimensional braided composite materials with different
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angles and different number of axes and different fibers; the
influence of the two-dimensional braided structure on the
mechanical properties of the composites was obtained.

2. Related Work

The mechanical behavior of the nonwoven structure is
considered to be represented by the change in fiber
orientation according to the orientation angle and the
degree of deformation. Stolyarov and Ershov’s study found
that the fiber orientation in the internal fabric structure
corresponds to the applied load direction, and the initial
stage of deformation with the maximum material stiffness
is not accompanied by a significant change in fiber orien-
tation [1]. Although the fiber deformation mechanism in
the internal structure of the nonwoven is explained, the
deformation stiffness value is low. Krogh et al. investigated
different concepts related to photo frame testing for shear
properties of woven prepreg fabrics. Although the sample
arm modification was found to have a significant effect
on the measured shear load, the uniformity of the shear
strain field in the sample was not significantly improved
[2]. The effect of the plain weave structure on the cutting
mechanism and the mechanism of defect occurrence is
rarely studied in detail. Zhang and Li established a three-
dimensional finite element model of plain weave carbon
fiber cloth, studied the occurrence and expansion of
delamination, and found that the plain weave structure
can prevent stress transfer and crack growth [3]. There
are limitations of further research on the applicability of
the optimal design of Kevlar fiber-reinforced polymer
(KFRP) composites. Priyanka et al. studied the use of
different modeling methods, such as homogeneous isotro-
pic and orthotropic material models, and the effects of dif-
ferent parameters [4]. However, the research on fabric
weave pattern, matrix material and composite material
manufacturing technology, and working and loading
conditions is insufficient.

It becomes particularly important to design a coopera-
tive computing offloading mechanism. Guo et al.’s
research shows how to fully utilize the centralized cloud
and distributed MEC resources [5]. However, it faces
new challenges such as single networking method, time
extension, poor reliability, high congestion, and high
energy consumption. The features offered by mobile
technology are very important when considering the con-
tinued aging of the population and the ensuing increase
in frailty. Domingues et al. proposed the development of
a noninvasive fiber optic sensor (OFS) architecture suitable
for shoe soles for remote monitoring of plantar pressure
[6]. Although the research on multisensor IoT technology
is relatively deep, there is almost no research on the
combination of multisensor IoT technology and fiber art
weaving technology.

Optical fiber sensors have both communication and
sensing functions and have become a bridge connecting
people and the world and an important part of accelerating
the development of the Internet of Things. Yin et al.’s
research showed the basis of fiber optic chemical sensing

or biosensing, including the sensing mechanism of various
fiber optic sensors, sensing materials, and new technolo-
gies for sensing material deposition [7]. Market forecasts
and trends in the use of fiber optic sensors confirm that
the demand for them will continue to increase. Senkans
et al. focus on fiber Bragg grating (FBG) sensor networks
and their applications in IoT and structural health moni-
toring (SHM), especially their coexistence with existing
fiber optic communication system infrastructure [8]. There
is emerging infrastructure of the Internet of Things. Given
a certain fiber length, there is a trade-off between sensing
bandwidth, sensitivity, and spatial resolution. Wang et al.
constructed a fully linear system for complete theoretical
processing, so that a significant enhancement of the
signal-to-noise ratio becomes feasible and the sensing
bandwidth remains equal to the quartic average case [9].
Although detailed experiments have been carried out on
the fiber art weaving process, the research on its complex
structure is still insufficient.

3. Combination Method of Multisensor IoT
Technology and Fiber Art Weaving

3.1. Application of Fiber Materials in Fiber Art Creation. In
the process of development, fiber art is good at absorbing
nutrients from other art types in terms of expression and
craftsmanship, which is because fiber materials have
inherent advantages, such as linearity, softness, and affinity
in their characteristics. The material itself is superior to
other materials and has strong plasticity [10].

The weaving method is one of the existing modeling
methods of fiber materials in ancient times; that is, various
types of fiber materials are used as the basic warp and weft
elements, and the interweaving treatment method of mutual
floating and sinking is organized according to certain rules.
Weaving is the basic means of shaping linear fibers. Linear
fibers are the original form of fiber materials and have the
most essential characteristics of fibers. The art of fiber
weaving is shown in Figure 1.

As shown in Figure 1, the weaving method is one of the
traditional fiber material forming techniques. From
traditional art forms such as silk, kesi, and tapestries to the
changes of modern weaving forms, a weaving method has
always been a particularly important process technique.
The modern weaving technique breaks the traditional pro-
cess of copying and translation and turns the artist’s creative
master to the works and the materials used and then pays
attention to the matching and changes of the texture and
texture of the materials [11]. This makes weaving break free
from traditional concepts and becomes an important
turning point in fiber art in the modern sense, and it is also
one of the important expressions of fiber materials [12].

3.2. IoT-Based Carbon Fiber Production. The Internet of
Things technology is the further development of informa-
tion technology and an emerging field in the information
technology industry. The Internet of Things technology
based on wireless sensor network can monitor all aspects
of carbon fiber production in real time, help carbon fiber
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production enterprises to grasp the production status of the
enterprise in real time, and improve the monitoring
accuracy and production efficiency [13]. In the short term,
carbon fiber manufacturers can reduce operating costs,
various resource overheads, and unnecessary losses by
applying this technology; in the medium and long term,
enterprises can use the Internet of Things technology
based on wireless sensor network combined with
intelligent optimization control system to improve the
intelligence and real-time optimization control ability of
carbon fiber production, improve the quality of carbon
fiber products, and thus improve the core competitiveness
of carbon fiber production enterprises, in order to
promote the development of China’s carbon fiber industry
[14]. In order to ensure the accuracy and effectiveness of
information monitoring in all aspects of carbon fiber
production, realize intelligent monitoring of carbon fiber
production process, and improve carbon fiber production
efficiency, this paper designs the following application
framework of carbon fiber production process monitoring
system based on Internet of Things technology. The over-
all framework of the carbon fiber production process
monitoring system is shown in Figure 2.

As shown in Figure 2, the front-end sensor node
includes temperature, pressure and other types of sensors,
preprocessing module, A/D conversion module, and
embedded microprocessor. It is mainly used to collect
on-site ambient temperature, pressure, and other
information and convert analog signals into digital
signals [15].

3.3. Sensor Fiber Art Weaving Data Fusion. In actual
detection, the detection range and reliability of each sensor
node are limited. In order to enhance the robustness of
the entire network and the accuracy of the collected data,
to avoid node failure and interference caused by external
factors, multiple identical sensors are often used to
measure the same measurement point [16]. The weighting
factors of each sensor are W1,W2,⋯,Wn; the relationship

between the fusion value and the weighting factor should
satisfy the following two formulas:

X̂ = 〠
n

P=1
WpXp, ð1Þ

〠
n

P=1
Wp = 1: ð2Þ

Since X1, X2,⋯, Xn are independent of each other and
are unbiased estimates of x, the total mean squared n error
is

σ2 = E 〠
n

P=1
Wp X − Xp

À Á2" #
= 〠

n

P=1
W2

Pσ
2
P: ð3Þ

It can be obtained from the above formula that the
total mean square error σ2 is a multivariate quadratic
function about the weighting factor, so its minimum value
must exist. The weighting factor corresponding to the
minimum total mean square error is

Wp =
1

σ2P∑
n
i=11/σ2i

, p = 1, 2,⋯, n: ð4Þ

Therefore, the weighting coefficient of each sensor is
only determined by the measurement variance [17]. The
mean square error can be minimized as long as the
weights of each sensor conform to formula (3), and at this
time,

�X = 〠
n

i=1

Xi

σ2i
〠
n

i=1

1
σ2i

 !−1

: ð5Þ

The true value of the measured value is an objective
constant, which can be estimated according to the

Figure 1: The art of fiber weaving.
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arithmetic mean of the existing measured data. Assume
that

�Xi kð Þ = 1
k
〠
k

p=1
Xp, i = 1, 2,⋯, n: ð6Þ

The estimated value at this time is

X̂ = 〠
n

i=1
Wi

�Xi kð Þ: ð7Þ

The total mean squared error is

�σ2 = 1
k
〠
k

i=1
W2

i σ
2
i : ð8Þ

Using formulas (4), (6), and (7), the estimated value
after data fusion can be calculated.

3.4. Improved Adaptive Weighting Algorithm. Assuming that
there are two groups of sensors for the same measurement
point, the two groups of sensors first use the adaptive
weighting method to perform data fusion on their respective
measured values. The fused values are �X1, �X2, respectively,
and the corresponding mean square errors are σ1, σ2 [18,
19].

Using the batch estimation algorithm, the measurement
equation can be rewritten as

X =
�X1
�X2

� �
= μ½ �TXz + V1V2½ �T , ð9Þ

R = E VVTÂ Ã
=

σ21 0
0 σ2

2

 !
: ð10Þ

At the same time, consider the above two sets of mea-
surement results �X1 and �X2, which are two measurement
data at the same monitoring point at the same time, and
the influence of the previous measurement of the sensor

on this measurement is negligible [20]. So based on
estimated data fusion measurements,

X+ = P+HTR−1X = σ2
2 �X1 + σ2

1 �X1
σ2
1σ

2
2

: ð11Þ

3.5. Simplified Anisotropic Hyperelastic Model. Fiber-rein-
forced braided composite materials are regularly arranged,
and this composite material has strong directionality[21, 22].
Therefore, from a macroscopic point of view, fiber-reinforced
composites are anisotropic materials. And usually, this anisot-
ropy is very pronounced, and its mechanical properties are
highly dependent on the orientation of the fibers. During the
large deformation forming process of fiber reinforced woven
composite materials, the deformation of the material is mainly
realized by the large angle change between the yarns, while the
in-plane tensile deformation along the yarn direction of the
fiber bundle is relatively small. The schematic diagram of the
fabric structure and its deformation before and after is shown
in Figure 3.

Figure 3 is a schematic diagram of the deformation of the
plain woven fabric containing two reinforcing fibers. There
are many ways to express the mechanical properties of the
woven material, so the strain energy function can be
expressed as

W =W C, a0, b0ð Þ: ð12Þ

Similarly, the strain energy function can also be expressed
as a function of the invariant Ii, so the strain energy function
can be expressed by the following formula:

W C, a0, b0ð Þ =W Iið Þ: ð13Þ

Carbon fiber woven cloth is called dry carbon fiber woven
cloth without matrix material, which is composed of two
bundles of reinforcing fibers intertwined[23, 24], and the strain
energy can be decomposed into two parts: fiber tensile strain

Temperature sensor

Pressure sensor

Other sensors

Processor Preprocessing Zigbee module GatewayA/D conversion module

Figure 2: The overall framework of the carbon fiber production process monitoring system.
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energy and fiber shear strain energy in the plane.

W =W C, a0, b0ð Þ =WF +WFF , ð14Þ

where WF is the energy contributed by fiber stretching and
WFF is the shear energy between the interwoven fibers. The
tensile energy WF of the fiber can be simplified to the
expression of the fiber draw ratio, namely,

WF =WF C, a0, b0ð Þ =WF
a Ia4ð Þ +WF

b Ib4
� �

, ð15Þ

whereWF
a andW

F
b represent the tensile energy of the warp and

weft fibers, respectively, and Ia4 and Ib4 can be defined by the
following formula:

Ia4 = a0 · C · a0 = λað Þ2, Ib4 = b0 · C · b0 = λbð Þ2: ð16Þ

a0 and b0 represent the draw ratio of the warp and weft
fibers, respectively. Introduce Iab10 to represent the shear angle
between the two bundles of fibers

Iab10 = Δφ = φ − φ0 ≈ Ia4I
b
4

� �−1/2
a0 · C · b0 − a0 · b0: ð17Þ

The shear strain energy between AFF fiber bundles can be
quantified by ground, which is

WFF =WFF
ab Iab10
� �

: ð18Þ

To obtain the corresponding parameters in the material
model, it is necessary to perform uniaxial tensile experiments
on the material. The tensile strain energy function of the
braided material can be obtained by fitting the material curve
using the test results of the material uniaxial tensile test. By
changing, the tensile strain energy function of the fiber can be

obtained by the following formula:

WF
a Ia4ð Þ = k1 Ia4 − 1ð Þ2 + k2 Ia4 − 1ð Þ3 + k3 Ia4 − 1ð Þ2: ð19Þ

4. Fabrication Experiment of Two-Dimensional
Braided Composite Structure

The preparation of two-dimensional braided composites
includes two aspects: the preparation of two-dimensional
braided preforms and the preparation of two-dimensional
braided composites. The prefabricated parts are made of
glass fiber produced by Jushi Group and carbon fiber
produced by Zhongfu Shenying Company. The two-
dimensional braided composite material is obtained by
compounding the two-dimensional braided preform with
the epoxy resin produced by Dongqi Company through
the VARI molding process, and the mechanical properties
of the prepared two-dimensional braided composite material
are tested.

4.1. Preparation of 2D Braided Preforms. Because of the
weaving characteristics of two-dimensional weaving, a
mandrel needs to be used in the weaving process, so it is
necessary to calculate the diameter of the mandrel used for
the design of the mandrel according to the width of the yarn.
After that, parameters such as weaving pitch and traction
speed are determined, and the prefabricated parts are finally
woven. The design process is shown in Figure 4.

As shown in Figure 4, preforms with different
parameters can be woven by the braiding machine, and the
parameters in the preforms include braiding angle, braiding
pitch, coverage factor, and the like.

In the experiment, E6D17-1200-380 direct roving
produced by Jushi Group Co., Ltd. was used as the braiding
yarn, and the linear density was 1200 tex. The width of the
yarn is wide, and the yarn width is 2.70mm when standing
still. The yarn of this width is woven on the surface of the
mandrel to ensure uniform weaving and a high coverage
factor. The shaft yarn is made of A-grade 12K SYT49S

b0

a0

O

Before deformation

(a) Before deformation

b

a

After deformation

(b) After deformation

Figure 3: Schematic diagram of the fabric structure and its deformation before and after.
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carbon fiber produced by Zhongfu Shenying Carbon Fiber
Co., Ltd., and the fiber width is 2.00mm when standing.
The equipment adopts the high-speed horizontal 64-
spindle two-dimensional weaving machine produced by
Jiangsu Xuzhou Qixing Ribbon Machinery Co., Ltd. The
instrument is simple to operate, has high weaving efficiency
and a high degree of automation, and can weave biaxial and
triaxial fabrics of 2 × 2, 1 × 1, and 2 × 1 specifications. The
weave of the samples woven in this subject is 2 × 2.

4.2. Core Mold Diameter Design. In the case of weaving the
same angle with the same width of yarn, the diameter of
the core mold is directly related to the coverage factor of
the preform. On the basis that the yarn of the same thickness
can be woven, the coverage factor of the preform obtained
by using a core mold with a larger diameter is smaller, and
vice versa. The size of the coverage factor has a great
influence on the mechanical properties of the two-
dimensional braided composites. The larger the coverage
factor, the tighter the yarn and the higher the strength, and
vice versa. The core mold diameters corresponding to
different coverage factors are shown in Table 1.

As shown in Table 1, the number of yarns in this test is
64, so n = 64. In the case where the width of the knitting
yarn is not compressed, the width of the knitting yarn is
2.70mm, so br = 2:70. To avoid low coverage factor, the
mechanical properties of composite materials are greatly
affected, so the coverage factor of prefabricated parts should
reach more than 90% (no obvious voids on the surface).
When the braided yarn width is 2.70mm, the coverage
factor is 0.9, the number of yarns is 64, the braiding angle
is 60°, and the mandrel diameter is 80mm. When the
coverage factor is 1, the mandrel diameter is 55mm.

In the experiment, the core molds are all made of PVC
round pipes, which are lighter and have stronger hardness,
which is convenient for the installation and disassembly of

the core molds. Before the test, sandpaper must be used to
polish the surface of the tube and the head and tail to
prevent the friction between the tube and the yarn from
being too large, causing serious fiber fluff. The PVC round
pipe needs to add a fixing clamp at one end to facilitate
the mandrel to be fixed on the pulling device. This method
helps to give a certain tensile force to the shaft yarn during
the weaving process, to ensure that the shaft yarn is parallel
to the axial direction, and to prevent the shaft yarn from
buckling during the demolding process, which affects the
final test result. The parameter table of the two-
dimensional braided preform is shown in Table 2.

As shown in Table 2, all organizational structures in the
table are 2 × 2. The knitting yarn width is 2.70mm, and the
shaft yarn width is 2.00mm when the coverage factor is
calculated, and the knitting speed is 0.191 rad/s. If the weav-
ing speed is too slow, the woven preform will not be formed
smoothly; if the weaving speed is too fast, it is easy to cause
the yarn to break. After many trials, the weaving speed was
chosen to be 0.191 rad/s.

4.3. Prefab Parameters. It takes pictures of the prefab head,
middle, and tail. The picture was imported into PS for angle
measurement, and the three measured angles were averaged.
The fabric is flattened according to half of the corresponding
diameter, and the thickness is measured at five points of the
preform at random with a thickness measuring instrument,
and the average value is obtained. A summary of the
parameters of the preform obtained by measurement is
shown in Table 3.

As shown in Table 3, the liquid forming process obtains
the composite material by laying the fiber fabric in the mold
and pouring the resin. The process is simple to form and has
high forming efficiency, but it needs to design corresponding
molds. The autoclave forming process uses the prepreg to
prepare the composite material through high temperature
and high pressure, and the cost of this process is relatively
high.

In this experiment, the VARTM molding process in the
liquid molding process is used; VARTM molding process
is one of the liquid molding processes, which has the advan-
tages of low cost, low pollution, and high efficiency, which is
widely used in large and complex structures, such as ship
hulls, blades, and aviation components. VARTM lays the
fiber fabric on a flat plate, then injects resin in a vacuum
state, and finally solidifies into a composite material. The
VARTM molding process is shown in Figure 5.

As shown in Figure 5, fabrics, guide nets, release cloths,
and other materials are laid in the order shown, and a
vacuum effect is formed in the gap between the vacuum
bag and the glass plate by a vacuum pump. The vacuum
pressure makes the fabric and the release cloth guide mesh

Selected yarn Determine the
mandrel Design parameters Braided preforms

Figure 4: Design weaving flowchart.

Table 1: Corresponding mandrel diameters for different coverage
factors.

Number
of
spindles
(piece)

Weaving
yarn
width
(mm)

Braid
angle
(°)

Mandrel
diameter (mm)

when the
coverage factor

is 0.9

When the
coverage factor is
1, the diameter of
the core mold

(mm)

64 2.70 60 80 55

64 2.70 55 68 47

64 2.70 50 63 43

64 2.70 45 57 39

64 2.70 40 53 36

64 2.70 30 47 32
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closely fit together, which facilitates the subsequent
penetration of epoxy resin.

5. Two-Dimensional Braided Composite
Material Performance Test

With the development of industrialization, the application of
two-dimensional braided composite materials is gradually
widespread. Considering the subsequent use requirements
of the material, it is necessary to judge whether the two-
dimensional braided composite material in this topic can
meet the use requirements, so it is necessary to carry out a
mechanical test on the material. The tensile, bending, and
compressive properties of two-dimensional braided
composites were mainly tested by different angles, different
number of axes, and different fiber blends. The influence of
angle, number of axes and different fiber blending on the
tensile, bending, and compressive properties of composites
can be analyzed and compared.

5.1. Influence of Shaft Yarn on Tensile Properties. Two-
dimensional triaxial braided composite material compared
with the two-dimensional biaxial braided composite

Duct

Vacuum bag
Diversion net

Release cloth
Fabric Release cloth

Duct

Glass plate

Figure 5: VARI schematic.

Table 2: Parameter table of 2D braided preforms.

Numbering
Types of weaving

yarns
Number of

axes
Mandrel diameter

(mm)
Braiding pitch/

mm
Angle
(°)

Traction speed
(mm)

Coverage factor
(%)

1-1 Glass fiber Dual axis 60 63 114.3 3.474 98.4

1-2 Glass fiber Dual axis 55 63 138.6 4.213 94.3

1-3 Glass fiber Dual axis 50 50 131.8 4.007 97.9

2-1 Glass fiber Three-axis 60 63 114.3 3.474 99.9

2-2 Glass fiber Three-axis 55 63 138.6 4.213 99.9

2-3 Glass fiber Three-axis 50 50 131.8 4.007 99.9

3-1 Carbon fiber Three-axis 60 63 114.3 3.474 99.9

3-2 Carbon fiber Three-axis 55 63 138.6 4.213 99.9

3-3 Carbon fiber Three-axis 50 50 131.8 4.007 99.9

Table 3: The actual angle and thickness of each prefab.

Numbering
Types of
weaving
yarns

Number
of axes

Mandrel
diameter
(mm)

Braiding
pitch (mm)

1-1 60 58.8 0.3 1.3

1-2 55 55.8 1.5 1.3

1-3 50 48.9 2.2 1.4

2-1 60 61.0 1.7 2.0

2-2 55 55.2 0.4 1.6

2-3 50 49.6 0.8 1.8

3-1 60 60.2 0.3 1.4

3-2 55 55.6 1.1 1.4

3-3 50 49.8 0.4 1.5
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Table 4: Tensile strength of three hybrid structural composites.

Numbering
Average tensile strength

(MPa)
Dispersion

coefficient (%)
Average tensile modulus

(GPa)
Dispersion

coefficient (%)
Average elongation at

break (%)

1-1 315.8 6.27 2.974 5.78 2.73

1-2 166.3 8.77 2.422 7.54 16.75

1-3 159.4 7.98 2.304 6.99 15.09

2-1 431.4 10.13 4.718 9.44 6.72

2-2 390.9 8.85 5.582 7.64 6.05

2-3 368.9 9.65 5.928 8.36 6.61

3-1 576.6 8.33. 7.058 7.40 6.88

3-2 542.3 9.50 7.849 9.66 7.01

3-3 526.8 6.63 6.898 7.74 6.54

0

0 10 20

4000

8000

12000

16000

Displacement (mm)

Lo
ad

 (N
)

30°
40°
45°

50°
55°
60°

 Glass fiber biaxial

(a) Glass fiber biaxial

0

0

5000

15000

10000

20000

2 4 6 8

Displacement (mm)

Lo
ad

 (N
)

30°
40°
45°

50°
55°
60°

Glass fiber carbon fiber triaxial

(b) Glass fiber carbon fiber triaxial

0

0

5000

10000

15000

20000

Displacement (mm)

Lo
ad

 (N
)

2 4 6 8

25000

30000
Carbon fiber triaxial

30°
40°
45°

50°
55°
60°

(c) Carbon fiber triaxial

Figure 6: Tensile displacement-load curves of three hybrid structures at different angles.
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material, the two-dimensional triaxial preform ismore than the
two-dimensional biaxial preform plus a set of shaft yarns
composed of carbon fibers. The glassy carbon fiber braided
composite material and the carbon fiber braided composite
material preform in this paper are all two-dimensional and
three-axis, and the three axes are all carbon fibers, and the
number of axial yarns is 32 (half of the braided yarns). The
addition of carbon fiber axial yarn has two main effects on
the tensile strength and elongation at break of the braided
composites. The tensile strength of the three kinds of mixed
structural composites is shown in Table 4.

It can be seen from Table 4 that the tensile strengths of
2-1 to 2-3 and 3-1 to 3-3 are larger than those of glass fibers
(1-1 to 1-3) at the same angle. Compared with glass fiber
braided composites, glass carbon fiber braided composites
add carbon fiber shaft yarns to their preforms. At 30°, the
strength of the glassy carbon fiber braided composite
increases by 36%; at 40°, it increases by 135%; at 45°, it
increases by 131%; at 50°, it increases by 161%; at 55°, it

increases by 237%; and it increased by 306% at 60°. The data
show that basically with the increase of the braiding angle,
the reinforcing effect of carbon fiber axial yarn on the two-
dimensional braided composite is more obvious. Due to
the presence of carbon fiber shaft yarns, the tensile modulus
increases and increases with increasing angle. The tensile
displacement-load curves of the three hybrid structures at
different angles are shown in Figure 6.

As can be seen from Figure 6, the carbon fiber shaft yarn
has a relatively obvious effect on the tensile elongation at
break of the composite material, which will lead to a
decrease in the elongation at break. The displacement of
the glass fiber woven composite material during tensile
fracture is large, and the elongation at break is large. The
displacement of the glassy carbon fiber braided composite
material during tensile fracture is small, and the elongation
at break is small. It can be seen from the data that the
presence of carbon fiber shaft yarn reduces the tensile
elongation at break of the composite material. According

Table 5: Flexural strength of three hybrid structural composites.

Numbering
Average yield load

(N)
Average flexural strength

(MPa)
Dispersion coefficient

(%)
Average flexural modulus

(GPa)
Dispersion coefficient

(%)

1-1 555 444.0 10.32 13.499 9.21

1-2 485 388.0 12.51 11.493 10.02

1-3 477 381.6 11.98 12.327 9.98

2-1 423 338.4 9.88 11.411 8.32

2-2 339 271.2 9.48 7.731 7.69

2-3 258 206.4 11.32 8.287 10.98

3-1 634 507.7 9.32 34.894 9.58

3-2 538 430.9 7.2 I 30.118 8.65

3-3 490 392.5 8.65 21.200 8.39
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Figure 7: Bending displacement load curve of glass fiber braided composites.
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to the weaving characteristics of two-dimensional biaxial
preforms and two-dimensional triaxial preforms, the axial
yarn improves the stability of the preforms to a certain
extent. Different from the 2D biaxial preform, the 2D triaxial
preform has better overall stability after demoulding from
the core mold and does not have the characteristics of good
elasticity after demolding of the 2D biaxial preform, which
makes the stability of the composite material formed by
the two-dimensional triaxial preform after being com-
pounded with the resin also better. During the stretching
process, it is necessary to overcome not only the axial force
of the braiding yarn but also the breaking force of all the
axial yarns and the stabilizing force of the axial yarn and
the braiding yarn after curing, so it finally showed an
increase in tensile strength and a decrease in elongation at
break.

During the whole process from the beginning of the
stretching to the tensile fracture, the stress-strain of the

glassy carbon fiber woven composite with axial yarn and
the carbon fiber woven composite at different angles is basi-
cally linear, and it is more inclined to the elastic material.
Except for 30°, the displacement load curve of the braided
composite material corresponding to other braiding angles
is divided into two parts, the first part of the displacement
load is basically linear, and the slope is large. The second
part is similar to linear with a smaller slope, indicating that
the presence of carbon fiber shaft yarns makes the braided
composite more elastic in the tensile fracture range. When
the tensile test was completed, the displacement-load curve
showed a very obvious dip and the load no longer increased,
indicating that the carbon fiber shaft yarn can make the
tensile fracture of the braided composite material
instantaneous.

5.2. Influence of Braid Angle on Bending Performance. The
flexural properties of three kinds of composites braided with

0

0

150

300

450

600

Displacement (mm)

2 4 6 8

Lo
ad

 (N
)

30°
40°
45°

50°
55°
60°

Glass fiber composite

(a) Glass fiber composite

0

0

150

300

450

600

1 2 3 4

Lo
ad

 (N
)

Displacement (mm)

30°
40°
45°

50°
55°
60°

Glass fiber carbon fiber composite material

(b) Glass fiber carbon fiber composite material

0

0

150

300

450

600

Displacement (mm)

1 2 3 4

Lo
ad

 (N
)

Carbon fiber composite

30°
40°
45°

50°
55°
60°

(c) Carbon fiber composite

Figure 8: Bending displacement-load curves of three hybrid structures at different angles.
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different angles of hybrid structure were tested. The test
shows that the bending strength is different at different
angles and the bending strength is also different at different
structures. Table 5 shows the calculation of the bending
strength obtained by the bending test of the three kinds of
mixed-braided structural braided composites.

As shown in Table 5, when the braiding angle of the
glass fiber braided composite material increases from 30° to
60°, the bending strength decreases from 444.0MPa to
194.4MPa, with a decrease of about 56%. When the braiding
angle of the glassy carbon fiber braided composite material
increases from 30° to 60°, the bending strength decreases
from 338.4MPa to 146.4MPa, with a decrease of about
56%. When the weaving angle of carbon fiber braided
composites increased from 30° to 60°, the bending strength
decreased from 507.7MPai to 184.5MPa, with a decrease of
about 63%. In the degree of decline, the carbon fiber woven

composite material is larger than the glassy carbon fiber
woven composite material and the glass fiber woven
composite material. In the bending test of the glass fiber
woven composite at different angles, the bending
displacement load curve of the glass fiber woven composite
is shown in Figure 7.

It can be seen from Figure 7 that as the braiding angle
increases, the displacement corresponding to the maximum
bending load is larger. The displacement corresponding to
the maximum bending load at 30°, 40°, and 45° is less than
4mm; the displacement corresponding to the maximum
bending load at 50°, 55°, and 60° is greater than 4mm.

The existence of carbon fiber shaft yarn makes the
displacement-load curve in the bending test of the braided
composite more linear. The bending displacement-load
curves of the three hybrid structures at different angles are
shown in Figure 8.
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Figure 9: Displacement load curves of three hybrid structures at different angles.
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As shown in Figure 8, the displacement-load curves of
the glassy carbon fiber braided composite and the carbon
fiber braided composite are more linear than the glass fiber
biaxial braided composite due to the presence of carbon fiber
axial yarns in their preforms. This is because the addition of
carbon fiber shaft yarn makes the braided preform more sta-
ble, stabilizing the braiding angle, width, length, and other
parameters. Braided composites made from 2D triaxial
braided preforms also have better stability. Due to the high
tensile strength and modulus of carbon fiber itself, it is deter-
mined that the triaxial preform braided composite material
is more brittle. The maximum bending strength of the glass
fiber woven composite material should be relatively large.
The smallest displacement is about 4mm, and the corre-
sponding displacement when the bending strength of the
glassy carbon fiber woven composite material is the largest
does not exceed 4mm at different angles. The displacement
corresponding to the maximum bending strength of the car-
bon fiber woven composite material does not exceed 3mm
at different angles. It shows that the carbon fiber shaft yarn
can make the woven composite material with smaller bend-
ing elongation at break, make the material more elastic, and
strengthen the stability of the woven composite material. At
the same time, the carbon fiber shaft yarn makes the load of
the braided composite material drop in a cliff-like manner
when bending and breaking, and the recovery degree of the
samples is different after the test is completed. The glass fiber
carbon fiber composite material and the carbon fiber com-
posite material are slightly bent, and the glass fiber compos-
ite material is more severely bent, indicating that the carbon
fiber shaft yarn affects its elastic properties.

5.3. Influence of Shaft Yarn on Compression Properties. The
shaft yarn used in this project is 12K SYT49S carbon fiber
produced by Zhongfu Shenying Company. Adding a set of
axial yarns to the two-dimensional biaxial preform makes
the braided preform more stable and also improves the
compressive strength of the braided composite material to
a certain extent. At the same time, the addition of carbon
fiber shaft yarn makes the material more elastic, and as the
angle increases, the compressive strength changes less and
less. The displacement load curves of the three hybrid
structures at different angles are shown in Figure 9.

It can be seen from Figure 9 that the displacement line of
the position load of the glass-carbon fiber woven composite
material with carbon fiber added to the preform is more lin-
ear during the compression process, while the glass fiber
woven composite material is 30° apart. The load-
displacement curve of the braided composite material corre-
sponding to other angles is basically divided into two parts:
two parts with high slope and low slope. However, the
load-displacement curve of the glassy carbon fiber woven
composite material shows the same slope in the whole pro-
cess, indicating that the existence of carbon fiber shaft yarn
makes the material have better elasticity in compression.
Due to the presence of carbon fiber, the compressive
strength of the braided composite material decreases gradu-
ally with the increase of the angle, indicating that the carbon
fiber axial yarn bears most of the compressive force. The

compressive force borne by the braided yarn is smaller than
that of the shaft yarn. Therefore, the compressive strength of
glassy carbon fiber woven composites and carbon fiber
woven composites decreases with the increase of the
braiding angle.

6. Conclusion

In this paper, two-dimensional weaving design weaving and
mechanical property testing of composite materials are the
main research objects, and three kinds of prefabricated
hybrid structures are woven by glass fiber and carbon fiber,
respectively: glass fiber two-dimensional biaxial preform,
glass-carbon fiber braided two-dimensional triaxial prefab
(glass fiber is braided yarn, carbon fiber is shaft yarn), and
carbon fiber braided preform, by measuring the width of
glass fiber and carbon fiber, starting from the design of the
core mold, and then determining the parameters required
for weaving the preform, so as to weave the two-
dimensional biaxial and two-dimensional triaxial preforms.
The composite material was prepared by VARI process of
preform and epoxy resin, and the composite material was
tested in tension, bending, and compression. The tensile,
flexural, and compressive properties of braided composites
with three different structures were tested. It provides some
theoretical basis for studying the factors affecting the
mechanical properties of two-dimensional braided compos-
ites and has a certain theoretical value for simulation
research. Due to the limitation of time and cost, the mechan-
ical properties tested in this subject are far from enough, and
there is a lack of research on the influence of multiple factors
on the braided composite materials, which needs to be fur-
ther studied in the future.
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In order to meet the needs of accurately grasping the situation of people in the mall at all times, the author proposes an analysis
method based on computer vision for people flow image detection system. This method combines the HOG feature with the SVM
classifier, detects pedestrians through dual cameras, and builds an experimental research platform for dual-camera joint detection
of pedestrians. The result shows that the error rate of human flow detected by the author’s method is the lowest of 0% and the
highest of 6.25%. Conclusion. This method has a good effect on the statistics of the number of people in the shopping mall and
can reduce the workload of the monitoring personnel in the shopping mall.

1. Introduction

Computer vision is an emerging discipline, which is to col-
lect video image data through cameras, apply computer
vision to identify, track and measure targets in video images
instead of human eyes, further do graphics processing, and
make computer processing become more suitable for human
eyes to observe or transmit images to instruments for detec-
tion [1]. The shape, position, speed, size, and other data of
objects in video images can be extracted by computer and
can be widely used in finance, justice, military, public secu-
rity, border inspection, government, aerospace, electricity,
factories, education, medical, and other industries. Computer
vision is a comprehensive subject and a challenging and
important research field, involving computer science and
engineering, signal processing, physics, applied mathematics
and statistics, neurophysiology, and cognitive science [2].

People flow statistics based on machine vision is an
important application field of computer vision technology,
with the selection and updating of computer chips and the
continuous optimization of image processing algorithms;
people counting technology based on machine vision is also
changing with each passing day [3]. The video image of the
monitored area is collected by the camera, and the collected

video image is processed by relying on the extraordinary
data processing capability of the computer. First, the video
image is converted into a sequence image, and the sequence
image is preprocessed to ensure the accuracy of the collec-
tion, extracting the moving objects in the sequence images,
identifying whether the moving objects are pedestrians,
and establishing and tracking pedestrian trajectories and
can not only complete the statistics of people flow but also
perform statistical analysis on related information to realize
the behavior analysis of pedestrian objects.

With the continuous development of the economy, var-
ious large-scale transportation hubs and various public
places have appeared, and the passenger flow has caused
great pressure on the transportation hubs and public places;
if passenger flow statistics are carried out for commercial
places, operators can make scientific and effective decisions
through the data of passenger flow statistics, thereby increas-
ing the profits of operators. Counting the flow of people in
cultural and entertainment places such as scenic spots can
count the changes in the flow of people in real time and then
get the trend of off-season and peak season, which is conve-
nient to establish a safety warning mechanism [4]. Real-time
scheduling and management can be carried out through pas-
senger flow statistics of subway stations, airports, and other
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transportation hubs. The passenger flow statistics of mobile
vehicles such as buses and subways can be used for early
warning management of overload behavior [5].

Therefore, whether it is in the fields of security or busi-
ness, the technology of people flow statistics based on com-
puter vision is of great significance, and the research on
related technologies has important practical value [6].

2. Literature Review

In the early days, people flow statistics adopted manual
counting, infrared sensing technology, and gate system; with
economic development and scientific progress, the flow of
people in various occasions has gradually increased, and tra-
ditional passenger flow statistics cannot meet the current
needs; at this stage, most of the people flow statistics systems
are developed into machine vision-based passenger flow sta-
tistics systems. In the field of human flow detection based on
computer vision, many research institutions have conducted
in-depth research on it in recent years and not only achieved
rich results in theory but also introduced a human flow
detection system suitable for different scenarios in the appli-
cation field [7]. As the core technology of pedestrian flow
detection, pedestrian detection has been highly concerned
by scholars decades ago. The human flow detection system
based on computer vision uses digital image processing tech-
nology, combined with various gradually updated and
improved video image processing algorithms to analyze
and process video images, and uses pattern recognition tech-
nology and trajectory analysis methods to automatically
detect human flow; the detection process includes pedestrian
target detection and tracking, pedestrian number statistical
analysis, and timely warning of sudden changes in pedes-
trian flow. The demand for applications has promoted the
development of technology, and people flow detection has
a great demand in many public places [8].

The interframe difference method proposed by Sun et al.
extracts moving objects by the difference between consecu-
tive frame images; this method is the most simple and direct
and can quickly detect changes in video images [9]. The
optical flow method proposed by Schmidt and Sutton forms
the motion field of the whole image by obtaining the velocity
vector of each pixel in the image and obtains the position
area of the moving target according to the change of the
optical flow vector [10]. Li et al. adopted a linear weighting
method for foreground ablation and fused this ablation
mechanism and background reconstruction into a Gaussian
model, but the foreground ablation time of this method was
too long, requiring multiple frames to completely ablate
[11]. Pei et al. make full use of the neighborhood informa-
tion of pixels; a foreground detection method based on
dynamic background difference is proposed, which ignores
the temporal continuity of pixels while considering the spa-
tial information of pixels, resulting in low detection accuracy
[12]. Mavredakis et al. proposed a new foreground extrac-
tion method, which greatly reduces the computational com-
plexity of the original method, thereby speeding up object
detection [13]. Khan et al. implemented the previously pro-

posed HOG feature calculation using the integral graph idea,
which greatly improved the detection speed [14].

Based on the analysis of the computer vision human flow
image detection system, the author detects and counts
pedestrians under the condition of no surveillance and builds
an experimental research platform for dual-camera joint
detection of pedestrians, which has achieved good results.

3. Research Methods

3.1. Image Preprocessing. Due to the influence of uncertain
factors such as lighting and shadows, there will always be
noise in the video sequence captured by the camera. The
preprocessing of the image can effectively suppress the noise
of the image; the process of image preprocessing is to read
each frame of image captured by the camera, then grayscale
the image, and filter the final grayscale image. Image prepro-
cessing is to filter the edge information of the image to make
the image easier to detect, that is, image filtering [15–17].

The main purpose of image filtering is to remove infor-
mation that is not related to detection, such as illumination;
this step occupies the largest proportion in image preprocess-
ing, and the effect of filtering is also an important evaluation of
the entire system. There are many filtering methods that are
often used; the method used by the author is the Gaussian fil-
tering method, which can be easily implemented in OpenCV;
the GaussianBlur function used is as follows: C++: void
GaussianBlur (InputArray src, OutputArray dst, Size ksize,
double sigmaX, double sigmaY=0, int borderType).

3.2. Detection of Moving Objects. Optical flow method and
frame difference method are effective and common methods
for moving object detection; these methods are used to
detect moving objects; no matter what, it is good to “see”
moving objects. The core of these methods is to use the dif-
ference between video frames to determine whether there is
a moving object. Among these methods, the adjacent frame
difference method has strong robustness and is suitable for
the system of people flow detection in shopping malls [18].
This method mainly uses the pixels corresponding to the
adjacent two frames of sequence images to perform a differ-
ence operation; if the obtained difference is greater than a
given threshold, it is determined that there is a moving target
in the current scene; otherwise, there is no moving target;
the formulas of the operation formula (1) and formula (2)
are as follows.

Dk x, yð Þ = Hk+1 x, yð Þ −Hk x, yð Þj j, ð1Þ

Tk x, yð Þ =
1,Dk x, yð Þ ≥ T ,
0,Dk x, yð Þ < T ,

(
ð2Þ

where Hkðx, yÞ is the pixel of the image sequence and T is a
predetermined threshold; if Dkðx, yÞ ≥ T , then it is said that
there is a moving target. If Dkðx, yÞ < T , then it is said that
there is no moving target.

3.3. Pedestrian Detection. The research on pedestrian detec-
tion methods is an important and difficult point in the
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computer field. Computer vision is a science that studies how
to make machines replace human eyes to recognize objects;
in pedestrian detection, it is to study how to use a PC to see
objects through sensors such as cameras, determine whether
it is a pedestrian, and finally make statistics. In general, there
are currently three best methods for pedestrian detection.
The improved HOG+improved SVM, HOF+CSS+AdaBoost,
and HOG+LBP+SVM methods have their own characteris-
tics and are often used in combination. For the actual situa-
tion, the author uses the improved HOG + improved SVM
method considering the characteristics of the shopping mall.

3.3.1. HOG Features. HOG is a very effective method to
mine image information. This image information is called
gradient information. By calculating this gradient informa-
tion, the information is represented by a histogram, which
constitutes the HOG feature. The HOG feature detection
method was proposed by the French researcher Dalal at
the CVPR conference in 2005; after continuous improve-
ment by experts and scholars, the current improved HOG
feature was obtained. The usual case is to use the improved
HOG feature with the improved SVM classifier to compre-
hensively detect pedestrians [19].

Since the gradient usually exists at the boundary, it is
necessary to use many images as samples to extract the
HOG features of pedestrians, which is equivalent to the
description of the local area in the image. The main idea of
HOG feature is the strategy of dividing the whole into zero,
dividing an image whose features are to be extracted into
many small regions, counting HOG features in these small
regions, and finally combining the small features to obtain
the overall HOG feature picture. The extraction of HOG fea-
tures is an operation in a small local connected area; changes
in some areas will not have a great impact on the HOG fea-
tures of the entire image, so the detection method has strong
robustness and is very suitable for pedestrians. Target is
detected.

The flow chart of the HOG feature extraction is shown in
Figure 1.

The specific process is as follows:

(1) Since the color information has little effect, grayscale
processing is performed on the image to reduce the
amount of information processed by the computer

(2) Use the correction method to correct the pixels of
the image, and the method used is the gamma cor-
rection method. The formula of this method is
shown in formula (3), where gamma=1/2

H x, yð Þ =H x, yð Þgamma ð3Þ

(3) Calculate the gradient of each pixel in the image,
where the gradient calculation method at the pixel
point ðx, yÞ is as follows:

Gx x, yð Þ =H x + 1, yð Þ −H x − 1, yð Þ,
Gy x, yð Þ =H x, y + 1ð Þ −H x, y − 1ð Þ:

ð4Þ

The gradient magnitude and gradient direction are as
follows:

G x, yð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gx x, yð Þ2 +Gy x, yð Þ2

q
,

α x, yð Þ = tan−1
Gy x, yð Þ
Gx x, yð Þ

� � ð5Þ

(4) Divide the entire image into many small squares
called cells. And connect some fixed cells into a block

(5) Extract the information of the HOG feature of each
block, and use 9 bins to count the HOG features of
the image; that is, divide 0° ~180° into 9 parts equally;
the gradient direction of each pixel is αðx, yÞ, and
which bin it belongs to, the information of the pixel
is placed in this bin

(6) Connect the small ones into large ones, and get all
the directional gradient information of the image

3.3.2. SVM Classifier. Pattern recognition technology refers
to the recognition technology of various things based on
computer technology to realize machine simulation of
human beings; it is a branch of artificial intelligence. At
present, pattern recognition technology is developing
rapidly, and various theories have been proposed and

Input detection object

Color space normalization

Gradient value calculation

Cell gradient zhi'fang

Cells overlap each other

Overlapping block normalization

Collect HOG features

Output feature vector

Figure 1: HOG feature extraction process.
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continuously improved; at this stage, people’s views on pat-
tern recognition are not unified; some people think that pat-
tern recognition technology has inherent deficiencies in
simulating people; further development is very limited. The
success achieved at this stage is mainly for some simple pur-
poses; for complex operations in complex scenarios, the
workload required by pattern recognition technology is not
generally large; another part of people believes that with
the improvement of hardware technology and the progress
of computer processing power, although the software seems
to have touched the ceiling, its potential is immeasurable.
Although at the theoretical level, pattern recognition tech-
nology seems to have entered a bottleneck, but in practical
applications, it has achieved good results in many fields,
and these results also encourage people to continue to invest
in research in this field. In statistical pattern recognition,
predecessors have made various attempts and proposed
excellent algorithm mechanisms such as Bayesian decision-

making and BP neural network, but they each have obvious
shortcomings, so that they often fall into one way or another
in practical applications in a vicious circle. The problem of
probability density seriously restricts the promotion of the
algorithm, because in terms of pattern recognition, the esti-
mation of probability density is often more difficult to solve,
and the basis of engineering practice is often less than the
development of theory; as a result, some algorithms have
obvious strong effects in theoretical experimental environ-
ment, but they will encounter unexpected setbacks in
specific applications. However, with the breakthrough
achievements of statistical theory, especially the establish-
ment of modern statistical theory, the SVM algorithm tech-
nology of support vector machine was finally born [20].

SVM, or support vector machine, is a classification
method used in the field of computer vision, and it is a clas-
sification method defined by the classification hyperplane.
The author uses the SVM classifier mainly to classify the

y

xo

Support vector

Separation hyperplane

Figure 2: SVM classifier.

CameraThe PC

The mall
Pedestrians

Going into the store

CameraThe PC

The mall
Pedestrians

Going into the store

Figure 3: Physical simulation diagram.
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HOG features of pedestrian faces, that is, after sufficient pos-
itive samples (images containing faces) and negative samples
(images without faces) are provided, and the HOG features
are extracted from these positive and negative samples; the
SVM classifier is used for classification and identification.
A diagram of the interpretation of the SVM classifier is
shown in Figure 2. Find the optimal separating hyperplane
from the preorganized positive and negative data sets, and
extract the region of interest. The mentioned support vectors
are also some data closest to this separating hyperplane.

After using the improved HOG + improved SVM
method, for the video frames captured by the camera, we
can directly call this method to scan the image continuously,
perform template matching, and then determine whether
there is a pedestrian.

4. Analysis of Results

The experimental system uses two cameras to capture the
faces of pedestrians entering and exiting the mall and trans-
mits the obtained data to the PC, where it is processed and
the flow of people in the mall is obtained. Figure 3 is a phys-
ical simulation diagram. The processing flow of the PC
includes several parts such as calling the camera to take
images, filtering processing, moving object detection, face
detection, and people counting. The author’s overall block
diagram is shown in Figure 4.

The idea designed by the author is shown in Figure 4; the
pedestrians in the images captured by the two cameras are
counted separately, the number of pedestrians collected
and counted by camera 1 is the number of people entering

Take an image Filter to dry Moving object
detection 

People counting Face detection

Training set HOG feature
extraction SVM classifier

Figure 4: Overall block diagram of the system.

Table 1: Statistics of people.

Time (t)
8 : 00 10 : 00 12 : 00 14 : 00 16 : 00

Number of people counted by author’s method 10 28 15 20 25

The actual number 10 27 16 19 24

0.00

1.00

2.00

3.00

4.00

5.00

(%
)

6.00

7.00

08:00 10:00 12:00 14:00 16:00

Error rate 

Error rate

Figure 5: Error ratio of each time period.
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the mall, the number of pedestrians collected and counted by
the camera 2 is the number of people leaving the shopping
mall, and the difference between these two data is the pedes-
trian flow in the shopping mall. Through experimental sim-
ulation, a certain classroom is used as a place to simulate a
shopping mall, and the number of people in the classroom
at each time of the day is obtained, as shown in Table 1.
The error ratios for each time period are shown in
Figure 5. By analyzing and comparing the obtained data,
the data obtained by the author’s method is not much differ-
ent from the actual data, which can well replace the respon-
sibilities of the staff.

5. Conclusion

In the response measures of emergency incidents in shop-
ping malls, to minimize casualties, it is necessary to accu-
rately grasp the situation of personnel in shopping malls at
all times. In order to reduce casualties, by combining the
HOG feature with the SVM classifier, the author uses dual
cameras to detect pedestrians, builds an experimental
research platform for dual-camera joint detection of pedes-
trians, and designs a system for detecting people in shopping
malls. It has played a very good role in the statistics of the
number of people in the shopping mall and can reduce the
workload of the personnel responsible for monitoring the
shopping mall. There are still some defects in this method,
such as the detection effect of occluded pedestrians is not
very ideal; there is still a lot of work in this system and the
field of human detection and tracking to be further explored.
The system is not universal and needs different training
samples for different scenarios, especially when the camera
angle and height change greatly. Whether it is the human
body detection, identification and tracking technology used
in video surveillance, or the people flow statistics system,
there is a lot of room for development. With the gradual
increase in the application of video surveillance and people
flow statistics in people’s production and life, more and bet-
ter optimization algorithms will surely be brought, which
will promote greater development in this field.
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In order to solve the practical application of the continuously developing remote sensing technology in urban planning, this paper
proposes a method of temporal and spatial evolution of urban green spatial pattern based on GIS remote sensing information.
Based on the Landsat Image data of the main urban area of Xi’an from 2000 to 2012, different classification methods are used
to extract the urban green space information and compare the accuracy. The classification results with high accuracy are
selected to analyze the temporal and spatial evolution law of urban green space and the change of landscape pattern in the
study area. In this paper, the change of vegetation coverage can be divided into five levels: significant degradation: <-0.006;
slight degradation: -0.006~-0.002; stable: -0.002~0.002; slight improvement: 0.002~0.006; and significant improvement: >0.006.
The results of this paper prove that this method can be used to understand and evaluate the ecological consequences of
urbanization and improve our quality of life. At the same time, it can provide basic information for decision-making.

1. Introduction

As a part of urban ecosystem, urban green space plays an
important role in urban sustainable development because
many ecosystem services and functions are crucial to urban
ecological integrity and human well-being [1]. Urban green
space is an important part of urban ecosystem. It has impor-
tant ecological auxiliary function for urban development and
progress. It is an important indicator of urban ecological civ-
ilization construction and plays an important role in regulat-
ing urban ecological environment [2].

With the acceleration of urbanization and urban expan-
sion, the area of urban green space continues to shrink and
gradually becomes a scarce resource. However, people’s
attention to green living standards continues to increase
with the growth of economic development level [3]. Urban
green space has become the focus of many disciplines [4].

On the one hand, urban green space provides healthy
and comfortable rest places for urban residents. On the other

hand, it is also an important measure for the government to
reasonably layout the urban spatial structure, and promoting
its healthy development has become an important content of
urban planning [5]. Urban green space improves the quality
of life and air quality, reduces the use of refrigeration and
heating energy, purifies the urban environment, regulates
the temperature and humidity of the air, and makes the
urban environment more aesthetically desirable [6]. With
the continuous development of urban economy and the
acceleration of urbanization, the environmental problems
faced by cities are becoming more and more serious, such
as urban heat island effect, air pollution, water resources pol-
lution, ecological environment damage, excessive population
expansion, and serious damage to biodiversity. They have
seriously affected the physical and mental health of urban
residents and are one of the most severe challenges faced
by human society in the 21st century. Rational planning of
urban green space can effectively solve the severe challenges
faced in the process of urban development in China [7, 8].
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At the same time, green space plays an important role in
enterprise location, local employment rate, and tourism
development, as shown in Figure 1.

2. Literature Review

Urban green space is the key to the coupling of urban spatial
development and ecological environment, and it is also the
key to effectively alleviate the problem of environmental
degradation in urbanization areas. As an important living
urban infrastructure form attached to urban land resources,
urban green space is an important part of urban ecosystem
with white and clean function, and it is also an important
symbol to measure the level of urban sustainable develop-
ment and civilization [9]. Due to the differences in the stages
of urban development and the focus of ecological and envi-
ronmental protection research at home and abroad, scholars
at home and abroad have different definitions and under-
standings of green space. Foreign countries mostly refer to
urban open space [10]. In 1877, the concept of urban open
space was first put forward in London, England [11]. In
1906, urban open space was formally defined as “any
enclosed or unclosed land, in which less than 1 / 20 of the
land without buildings or buildings, and the rest of the land
was used as parks or entertainment, or as waste areas, or
unused areas” [12].

Urban open green space emphasizes the openness and
greenness of space. All countries in the world are committed
to building various forms of urban open green space, such as
urban parks, corridors, and green belts. As a kind of urban
land, urban green space is distributed in the urban area from
the perspective of comprehensive consideration of urban
land utilization and has a relatively clear land scope. It pays
more attention to the landscape aesthetic benefits, social
benefits, and ecological environment benefits of green space.
Urban green space is treated from the perspective of city and
large region. Its composition and classification have the
characteristics of comprehensiveness and integrity. It
includes not only the types of green space divided by urban
green space but also the agricultural production land, water
body, mountain, grassland, wetland, and so on in the whole
region. It emphasizes the coordinated development of urban
structure and the sustainability and rationality of the devel-
opment of urban spatial structure, including all land within
the city that has a direct or indirect impact on the improve-
ment of urban ecological environment and people’s life [13].
According to the classification standard of urban green space
issued by the Ministry of Housing and Urban-Rural Devel-
opment in 2017, urban green space is divided into five cate-
gories: park green space, square green space, protective green
space, auxiliary green space, and regional green space [14].
The traditional concept of green space in China actually
refers to green space in a narrow sense.

Zhu et al. define urban green space as a green network sys-
tem composed of garden green space, urban forest, three-
dimensional space greening, urban farmland, and water wet-
land [15]. Liu et al. pointed out that urban green space con-
tains at least the following two meanings: first, urban
regional space based on natural acquisition, mainly covered

by artificial green vegetation; the second is to provide various
social service functions, including ecology, entertainment,
and aesthetics [16]. Zhu et al. believe that urban green space
refers to the area covered by green plants inside and around
the city, including natural or man-made green space such as
grassland, forest land, and cultivated land [17]. Wang et al.
put forward that urban green space refers to the space covered
by living plants in the city, which is the sum of urban forests,
crops, shrubs, and other plants. It includes natural vegetation
(although the natural vegetation of most cities has disap-
peared), seminatural vegetation, and artificial vegetation,
mainly including the central area of the city and its surround-
ing areas [18]. Zhang and Shen believe that urban green space
can include any vegetation in the urban environment, includ-
ing parks, open spaces, residential gardens, or street trees.
These places provide residents with contact space, opportuni-
ties for leisure, and entertainment, as well as habitats of natural
species, and maintain biodiversity [19].

Therefore, based on the satellite data with long time
series and medium spatial resolution, this paper applies
remote sensing and GIS technology to extract the green spa-
tial information of the main urban area of Xi’an and dis-
cusses the extraction, composition structure, and temporal
and spatial evolution characteristics of the green spatial
information in the study area, so as to provide reference
for the sustainable development of the city.

3. Research Methods

3.1. Elements of Green Space in Xi’an. Urban green space
classification is the basis of green space information extrac-
tion, space-time evolution of green space, and landscape pat-
tern analysis [20]. In this paper, according to the
classification of land use status, the research of scholars
and the actual situation of the main urban area of Xi’an,
and according to the contribution of the constituent ele-
ments of urban green space to green space, the spatial types
of the study area are divided into green space and nongreen
space, in which green space includes urban green space cul-
tivated land, and water body, and nongreen space includes
construction land and other land, as shown in Table 1.

3.2. Xi’an Green Space Information Extraction Method.
Image classification is an integral part of image processing.
It extracts topic information by learning the relationship
between spectral features and various categories or topics
of interest to users. It is a complex process and needs to con-
sider a variety of factors [21]. As an important part of urban
ecosystem, urban green space has the function of ecological
balance and is closely related to human life. Its integrity,
diversity, and systematicness are disturbed by human activ-
ities to a great extent, showing dynamic characteristics.
Quantitative analysis of the type composition, quantitative
characteristics, dynamic evolution, and other characteristics
of green space can help understand the development and
evolution process of green space and provide crucial basic
data and analysis basis for the analysis of the ecological
and environmental effects caused by urbanization and
human activities [22]. User demand, the scale of the research
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area, economic conditions, and the skills of analysts are
important factors affecting the selection of remote sensing
data, the design of classification program, and the quality
of classification results [23].

3.2.1. Maximum Likelihood Method. Maximum likelihood
classification (MLC) is a statistical method of pattern recog-
nition [24]. For each pixel in the image, the probability of
belonging to a certain category is calculated and assigned
to the category with the highest probability. Generally,
assuming that the distribution of each class in the multidi-
mensional space is Gaussian distribution, the mean and
covariance matrix of maximum likelihood classification are
obtained from the training samples and used to effectively
model the class [25]. The basis of this assumption is Bayes-
ian decision rule (BDR), in which different kinds of proba-
bilities need to be specified. Using BDR, we must have a
priori knowledge of different kinds of probabilities. Maxi-
mum likelihood classification is a common method in super-
vised classification. It is suitable for most image processing
software with high classification accuracy. It is the most
commonly used parameter classifier in practice, as shown in

gi xð Þ = ln p ωið Þ − 1
2 ln ∑ij j −

1
2 x −mið ÞTΣ−1

i x −mið Þ
, ð1Þ

where i is class i; x is n-dimensional data, where n is the
number of bands; pðωiÞ is the probability that a certain class
i appears in the image, and it is assumed that all classes are
the same; j∑ij is the determinant of the covariance matrix
of some type i data; Σ−1

i is the inverse of a class i covariance
matrix; mi is the average vector of some i.

3.2.2. Support Vector Machine Classification. Support vector
machine (SVM) was developed in the mid-1990s. This
method is a supervised classification method based on statis-
tical learning theory and structural risk minimization (SRM)
principle. SVM not only achieves good results in pattern rec-
ognition, function estimation, and regression analysis but
also shows many unique advantages in solving small sample
and nonlinear and high-dimensional pattern recognition.
The simplest way to train support vector machines is to
use linear classifiers. The formula is expressed as

Xi, yif g, i = 1, 2,⋯, k: ð2Þ

In formula (2), k is the number of training samples: X is
N-dimensional space, X ∈ RN ; y is a class label, and y ∈ f−
1,+1g. If there is a vector W perpendicular to the linear
hyperplane (determining the direction of the discrimination
plane) and a scalar b showing the offset of the discrimination
hyperplane from the origin, these classes are considered to
be linearly separable. Two hyperplanes can be used to distin-
guish data points in various classes. The formula is expressed
as

WXi + b≥+1, y = +1,

WXi + b≤−1, y = −1:

(
ð3Þ

3.2.3. Random Forest Classification. The basic idea of ran-
dom forest classification method is as follows: firstly, boot-
strap sampling technology is used to extract training
samples from the original data set, and each training sample
accounts for about two-thirds of the original data set. Then,

How to collect

instrument, keyboard, etc

graphics and attributes linking,

The data source

The real world

annotation, etc

analytical mapping

Editing, edging, layering,
How quality

Public database

Digitizer, scanner,Spatial data
Attribute data
Text reports , remote sensing images, etc

Figure 1: Urban green space based on GIS and remote sensing information.

Table 1: Classification of urban green space.

Urban space
type

Land use type Types and characteristics of green space

Green space Cultivated land Land for planting crops, including paddy field, dry land, and irrigated land

Urban green
space

Forest land mainly refers to the land where trees, bamboos, and shrubs grow
Grassland includes natural grassland, swamp grassland, artificial grassland, and other grasslands

Water body Including rivers (canals), lakes, reservoirs, pits and ponds, coastal and inland beaches

Nongreen
space

Land used for
building

Including residential land, commercial land, industrial and mining storage land, public management and
public service land, special land, transportation land, hydraulic construction land, etc.

Other land Including bare land, sandy land, bare rock gravel land, saline alkali land, etc.
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a classification regression tree is established for each training
sample to generate a forest composed of NCART decision
trees. In the growth process of each tree, m characteristic
variables are randomly selected from all M characteristic
variables as the input sample of each node, ðm ≤MÞ. Finally,
the classification results of each decision tree are synthesized
by voting, and the classification result with the largest num-
ber of votes is the final result. The out-of-bag tree is called
one-third of the out-of-bag tree. The out-of-bag samples
are used as the test data to generate the decision tree. This
part of the out-of-bag data is used to estimate the internal
error, resulting in OOB error. The random forest classifica-
tion method uses Gini index as the attribute selection mea-
sure. For a given training set T , randomly select a pixel
and indicate that it belongs to a class Ci, f ðCi, TÞ/jTj is the
probability that the selected pixel belongs to class Ci. The

Gini index can be expressed as

Gini Index =〠〠
j≠i

f Ci, Tð Þ
Tj j

� �
f CiTð Þ

Tj j
� �

: ð4Þ

3.3. Research Ideas. Based on the five Landsat Image data of
1994, 2000, 2006, 2013, and 2018, taking Xi’an land use map,
high-resolution Google map, and administrative division
vector data as auxiliary data, this paper carries out a series
of preprocessing for Landsat Image data, such as radiometric
calibration, atmospheric correction, geometric correction,
and image clipping. For the preprocessed data, the maxi-
mum likelihood classification method, support vector
machine classification method, and random forest classifica-
tion are used to extract the green space information of the

Landsat data

Radiometric
calibration

Image cropping

Atmospheric
correction

Geometric
correction

Administrative
division data

Google Maps Land use status
map

Determination of the elements of green space in the study area

Green space information extraction in the study area

Dynamic degree
of green space

Green Space
Statistics

The evolution law of green
space in the study area

Selection of main indicators for green
space landscape pattern measurement

Plaque Characteristic Index

Landscape Aggregation
Degree Index

Landscape Diversity Index

Landscape Connectivity
Index

Analysis of the
overall landscape

level of green space

Level analysis of
green space

landscape types

Data preprocessing

Temporal and spatial evolution of green space in the study
area and analysis results of landscape pattern

Spatial and temporal evolution analysis
of green space in the study area

Analysis of green space landscape
pattern in the study area

Figure 2: Research ideas.
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study area, and the accuracy is verified to obtain the optimal
green space extraction method: the random forest classifica-
tion method and landscape index method are selected for
landscape pattern analysis. The research idea of this paper
is shown in Figure 2:

4. Result Analysis

Using MODIS NDVI data with stronger timeliness com-
pared with common remote sensing images, this paper ana-
lyzes the vegetation cover change and distribution pattern in
Xi’an from 2000 to 2012, so as to provide decision-making
reference for the evaluation and adjustment of Xi’an indus-
trial pattern and economic layout.

The MODIS NDVI/EVI MOD13Q1 data provided by
NASA used in this paper has a spatial resolution of 250m
and a temporal resolution of 16d. Affected by the climatic
environment and vegetation growth in Xi’an, and according
to the existing research results, July to September of each
year is defined as the growth season of plants in this area.
This paper selects the relevant data of plant growth season
images in Xi’an from 2000 to 2012 for correlation analysis.

In order to eliminate the influence of cloud as far as pos-
sible, 117 MODIS NDVI images from 2000 to 2012 were
synthesized by maximum value composite in years. In Arc-
GIS10.0, select the max command to maximize the process-
ing, and then obtain the data related to NDVI-Max in 13
growing seasons from 2000 to 2012.

4.1. Study on Vegetation Cover Change. The interannual lin-
ear change trend of NDVI is used to judge the nature and
intensity of vegetation cover change. On the basis of each
pixel, NDVI-Max is linearly fitted, and the trend slope is

calculated by the least square method, as shown in the fol-
lowing:

b = xi − yð Þ
xi − xð Þ : ð5Þ

In the equation, b is the trend of the slope, x and y are the
year and the NDVI-Max value of the year respectively,
and x and y are the mean value of the year and the
NDVI-Max value from 2000 to 2012, respectively. A posi-
tive slope indicates the increase of vegetation coverage.
The larger the value, the more obvious the trend of vege-
tation coverage increase. A negative slope indicates a
decline in vegetation coverage. The more obvious the
value, the more obvious the trend of vegetation coverage
reduction.

In order to determine the natural fluctuation range of
NDVI-Max in the study area from 2000 to 2012, combine
the basic geography.

According to the data, the water body without vegetation
cover is extracted in the whole area of Xi’an. Considering
that the resolution of remote sensing image is 250m, 10
patches with an area greater than 1 km2 are selected as the
experimental area. By analyzing the linear trend slope of
the average value of NDVI-Max in the growing season from
2000 to 2012, it is found that almost all tribes are in the
range of -0.002~0.002. As shown in Figure 3, set this range
as the natural fluctuation amplitude of vegetation cover in
Xi’an, and extend the limit of natural fluctuation outward
twice to obtain 0.006. Take this value as the limit of slight
change and significant change of vegetation cover. There-
fore, the change of vegetation coverage can be divided into
five levels: significant degradation: <-0.006; slight degrada-
tion: -0.006~-0.002; stable: -0.002~0.002; slight improve-
ment: 0.002~0.006; and significant improvement: >0.006.

4.2. Interannual Variation of Vegetation Coverage in Xi’an.
Use ArcGIS10.0 to draw the distribution map of vegetation
cover change trend in Xi’an, and count the area of each veg-
etation cover change category, and calculate the proportion,
as shown in Table 2. The results show that the vegetation
cover in Xi’an has been mainly stable and increased in recent
13 years, accounting for 81.42%. The vegetation coverage in
some areas is seriously reduced and concentrated, mainly
distributed in the northeast of Yanbian County, the river
area of Miyi County, the west, the area under the jurisdiction
of Xi’an city, and the south of Xi’an city. As the distribution
is relatively concentrated, it may be caused by the continu-
ous development of industrial land and construction land.

In order to compare the changes of NDVI-Max in differ-
ent growth seasons, the annual growth season NDVI-Max of
two increase types and two decrease types are counted,
respectively, and their change trend charts are drawn, as
shown in Figures 4(a) and 4(b).

Figures 4(a) and 4(b) show that NDVI-Max increased by
an average of 0.01 per year in the growth season of the sig-
nificantly improved type in the past 13 years (the confidence
is 99.9%), the annual average increase rate is 152%, and the

Table 2: Statistics of covered mounting categories of each value.

Vegetation cover change
category

The measure of
area

Proportion

Significant reduction 420 6.23%

Stable 1020 14%

Increase 2300 34%
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Figure 3: Potential slope distribution in the experimental area.
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type of slight improvement is NDVI-Max in the growing
season.

The average annual increase is 0.0038 (confidence is
98.0%), and the average annual increase rate is 0.49%. The
average annual reduction rate of NDVI-Max in the growth
season of significant degradation type is 0.0103 (confidence
99.9%), and the annual average reduction rate is 1.35%. The
average annual reduction rate of NDVI-Max in the growth
season of slight degradation type is 0.0036 (confidence
99.9%), and the annual average reduction rate is 0.45%.

Make statistics on the changes of the average value of
NDVI-Max in the growing season from 2000 to 2012 in
the whole Xi’an area, and draw a broken line diagram of
the changes. As shown in Figure 5, it can be seen that the
overall vegetation coverage in Xi’an is good, and the NDVI
changes above 0.76. According to the change trend of NDVI,
the vegetation cover change in the past 13 years can be
divided into two periods: the fluctuation and rise period
from 2000 to 2009 and fluctuation decline period from
2009 to 2012. The reasons for this change also need to be
studied in combination with various data.

5. Conclusion

This paper uses ENVI5.3, ArcGIS10.0, and other related soft-
ware, based on the high-resolution remote sensing image data

of Xi’an, taking Dadukou area as an example, through the
splicing, cutting, and extracting green space information of
remote sensing images. In a series of steps, the production of
thematic map of urban green space landscape types was com-
pleted, and the database of urban green space system was
established. On this basis, the spatial structure of green space
landscape in Dadukou area is analyzed by using statistical
analysis software such as Patch Analyst, GS+9.0, and SPSS,
mainly from the aspects of urban green space landscape patch
composition, urban green space landscape patch scale grade,
urban green space landscape patch fragmentation, urban
green space landscape overall index, urban green space land-
scape spatial heterogeneity, and so on. At the same time, based
on the MODIS NDVI data of Xi’an, this paper studies the veg-
etation cover change and distribution pattern in this area from
2000 to 2012. The conclusions are as follows:

(1) The landscape types of green space in Dadukou area of
Xi’an are mainly divided into 9 types: urban park,
community park, protective green space, residential
green space, public construction green space, road
green space, scenic and recreational green space, river
green space, and other ecological green space.
Through the calculation of the number of various
green space types, the number of various green space
landscape patches, the area of various green space
landscape, the maximum patch index, and other
indexes, the composition analysis of green space land-
scape patches is realized. The results show that the
total area of green space in Dadukou area of Xi’an is
219.35 hectares, with a total of 2565 patches, and the
overall green space coverage rate of this area reaches
38.3%. Among all types of green space, public con-
struction green space and residential green space
account for the absolute advantage in the total area
of green space, and the corresponding number of
patches is also the largest. The area of road green space
is the least, but the number of patches is large, which is
mainly due to the fact that there are many intersec-
tions on the road and the green space is mostly distrib-
uted on both sides of the road, so it is difficult to form
continuous green patches. The number of protective
green space patches is the least, but the area is large,
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Figure 4: Interannual variation of NDVI-Max of four change types (a). Interannual variation of NDVI-Max of four change types (b).
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mainly because the protective green space is mostly
distributed in flakes and the patch area is large.
According to the analysis results of the maximum
patch index of different green space landscape types,
it can be concluded that the maximum patch index
of other green spaces is the maximum, indicating that
the green space type is uneven in area distribution

(2) Through the analysis of the scale level of green land-
scape patches, it is found that the green patches in
Dadukou area of Xi’an are mainly small patches, which
are scattered. Small patches (area < 0:1hm2) are mainly
residential green space and public construction green
space; medium patches (0.1hm2~0.5hm2) are mainly
residential green space and public construction green
space; larger patches (0.5hm2~1hm2) aremainly public
construction green space; large patches (area > 1hm2)
are mainly protective green space

(3) The results show that the fragmentation degree of
road green space is the most serious, while the frag-
mentation degree of protective green space is the
lowest. At the same time, it also verified the relation-
ship between the evaluation patch area, patch den-
sity, and the degree of green space fragmentation;
that is, the larger the average patch area, the smaller
the patch density, and the lower the degree of green
space fragmentation
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In order to solve the problems in practical application of Building Information Modeling (BIM) as an innovative tool and
production method, the author proposes a method for simulating modern buildings using the Ecotect software. This method
establishes a digital BIM parametric model, the digital information technology is directly applied to the whole life cycle of the
construction project, and then the effectiveness of the method is verified by examples. The result obtained is as follows: The
authors’ method is designed with the assumption that Construct III is below the standard limit throughout the year, in order
to meet the requirements of energy-saving design; it is recommended to change the type of external window in the engineering
design scheme and make the energy consumption of buildings meet the requirements of energy-saving standards. The method
proposed by the author saves about 20% of the construction cost compared with the traditional method. It is proved that the
author’s method can make architectural designers correctly understand the feasibility and applicability of the Ecotect software
in building energy conservation and promote BIM technology and software; BIM technology can be widely used in engineering
projects, allowing architects to select the right and suitable software for various energy conservation simulations and build
energy-saving building solutions.

1. Introduction

Energy is the pillar and driving force of the country’s eco-
nomic development related to community security, tradi-
tional employment, national security, sustainable
development of ecological environment, and the survival
and continuity of future generations [1, 2]. As science and
technology improve, communities and businesses around
the world develop rapidly, and demand for energy increases.

According to statistics, global electricity demand is
growing by two percent annually. This example estimates
global demand for electricity, and by the middle of the 21st
century, global electricity consumption will be four times
the total electricity consumption when the battery life of
the 1970s. Since the oil crisis, global energy shortages have
made commodity prices heavier, and more and more coun-
tries are estimating greater energy savings and consumption
[3, 4]. The concept of sustainable development is a viable

answer to environmental and energy issues in the 21st cen-
tury human development strategy [5]. The concept of the
idea of sustainable development is recognized by every
country of the world, the problem of energy scarcity should
not be ignored, and energy conservation has become a long-
term goal of national development [6].

BIM (building information model, for example, build-
ing information) technology has been used in the con-
struction industry in many countries around the world
according to information releases. New and advanced
BIM technology has proven to save development time
and reduce construction costs. Rates reach different levels
[7, 8]. Developing countries in Europe and the United
States have developed and developed BIM research centers.
In the future, our country will follow the promotion and
use of information of construction companies and make
the introduction of new technologies in engineering, such
as data center design (BIM).
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2. Literature Review

Since the beginning of the global catastrophe in the 1970s,
power generation has been gaining traction, and more and
more scientists are studying it to reduce energy consumption
at home and achieve some achievements [9, 10]. Since the
inception of BIM technology, BIM heat wave has appeared
in the development of the world, and the use of BIM tech-
nology in every cycle of home life has been popular. And sci-
entists have begun to study the use of BIM technology in
construction. In energy conservation abroad, BIM research
covers the entire life cycle of a home, and the study of energy
conservation in the home often includes the following.

Ahmed et al. divide sustainable development into man-
ageable components: Air quality, biodiversity, solid waste,
wastewater, etc. In order to solve the problems arising from
these parts, this study examines the utilization of drinking water
and wastewater according to the requirements of sustainable
systems, uses BIM to carry out overall parametric settings such
as equipment, systems, and materials to control drinking water,
and applies BIM to modeling of urban water use; simulation
calculation can utilize wastewater and rainwater collection,
design rate roof, calculate water runoff, etc. [11]. Moghadasi
et al. explored the interoperability of BIMwith the environmen-
tal simulation software [12]. Ma et al. used BIM for energy anal-
ysis in the conceptual design stage of construction projects and
used BIM technology to build a model of a community emer-
gency service station, the model was used to explore the early
effects of different building envelopes and components on
building design [13]. Nageib et al. used EnergyPlus and virtual
environment software IES, respectively, to build the samemodel
to compare their effectiveness and suitability as a BIM-based
energy simulation tool [14]. For the further development of
the research, the researchers especially focus on the energy con-
sumption caused by different building orientations and window
areas and finally summarize how to use BIM-based building
energy analysis effectively.

The research time of BIM technology in my country is
still short, and it is mostly used in the architectural design
stage. In order to achieve building energy conservation,
many researchers are actively exploring the application of
BIM technology in building energy conservation-related
fields. At present, many architectural design and research
departments have applied Ecotect’s calculation results to
practice and research [15].

Billah et al. proposed a method for applying BIM tech-
nology to building energy conservation and constructed a
building energy conservation work framework based on
BIM technology [16]. Bazazzadeh et al., on the basis of ana-
lyzing the software requirements of building energy-saving
design, carried out the detailed functional design of the
building energy-saving design software system, and the sys-
tem development was carried out [17]. According to Luo
and Oyedele, based on the current situation and existing
problems of building energy-saving design, this paper intro-
duces the development ideas and key technologies of build-
ing energy-saving software based on BIM technology [18].
Chen et al. used the energy consumption results of Ecotect
to judge the pros and cons of the inclination angle of the

external windows of the building and finally analyzed the
optimal energy-saving angle of the windows to guide the
installation of windows in practical buildings [19].

On the basis of the current research, this research is
aimed at comprehensively applying BIM technology, using
the Ecotect Analysis software to establish an energy con-
sumption simulation information model in the design stage,
and conducting energy consumption simulation analysis for
a residential building in a certain place. In order to deter-
mine how BIM technology has been used in construction
compared to the current power generation process in our
country, the differences in power consumption analysis of
participants, software, process analysis, and electronic data
analysis were compared. There are advantages and disadvan-
tages of energy-saving analysis of construction plans com-
pared to conventional electrical inspection procedures.

3. Research Methods

3.1. Application of BIM Technology in PKPM Construction
Engineering Software System. BIM or Building Information
Technology is made up of three-dimensional digital technol-
ogy, and the design data engineering that includes informa-
tion related to the design is digital information on behalf of
appropriate documents.

BIM is a product that the whole team works on, and as
shown in Figure 1, it can be used by different participants
at different angles at each stage to improve performance,
quality, and data sharing of all participants. Therefore, the
purpose of BIM is to complete the integration of data from
various parts of the construction industry, to improve the
speed of reuse of data construction, thus reducing construc-
tion costs and improving productivity.

All standardized data files for PKPM civil engineering soft-
ware systems are developed by combining modeling templates,
one model for each job, and one model with multiple counts.
The design data is all three-dimensional, object-oriented, and
parametric, and it is very easy to modify, query, make changes
to objects, and modify the view in real time. From simple 3D
data modeling, PKPM integrates design ideas, product design,
building design, quantity engineering, cost reporting, garden
management building, and other links to the construction
and implementation of the BIM concept. It is now possible to
combine data files, data structures, and design and then apply
building materials to the entire life cycle.

Special applications are as follows.

(1) Three-dimensional housing planning and design soft-
ware in PKPM can be used for preliminary survey of
areas in planning, design, urban planning, design,
urban assessment, and planning. 3D modeling tech-
nology to ensure the performance of 3D modeling,
reconstruction, process and site design, modeling,
document design, green space design, counting of
materials design, solar analysis, and design of real-
life observational models, using experts. The software
introduces various technologies such as 3D modeling
technology, ground technology, design technology
modeling data, index dynamic control technology,
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counting, reverse, dynamic shadow simulation tech-
nology output, and current image capture and pro-
vides design data with good control and sensitivity.
3D photos affect the screen

(2) PKPM Architectural design software APM is a soft-
ware architecture based on BIM technology, which
starts from the design concept to create simple doc-
umentation of the building design, and all the func-
tions are based on simple information. The base file
just creates a variety of drawings of the house

(3) The building information model of the PKPM
architectural design link can be reused in the cost
(estimated budget) analysis link. The building
information model entered in the design process
contains the basic information of the building,
which is also the concern of the cost engineer.
Therefore, the reuse of the building information
model can greatly save the workload of the cost

engineer. Of course, this information is not com-
plete and needs to be further supplemented. Based
on the architectural structure design model, the
PKPM budget software supplements the informa-
tion required for the budget, such as supplement-
ing the decoration practices of each room and
exterior wall, selecting the quota library, and enter-
ing the scaffolding information. The program auto-
matically extracts the corresponding quota or list
code, completes the calculation of the engineering
quantity and reinforcement quantity of each floor
and each component, carries out the quantity anal-
ysis, and generates various forms and data required
by the cost engineer

(4) CFG, an independent copyright graphic platform
that PKPM has long relied on, is mature and sta-
ble, various professional software of PKPM have
been developed on it, and it has a large user base.
Scholars have conducted comprehensive and in-

BIM core data
management so�ware

Structural design so�ware

Equipment design so�ware

Project management so�ware

Operation management so�ware

Cost management so�ware

Visualization so�ware

Model integratedcollision
inspection so�ware

Energy saving and green
building so�ware

Planning and design so�ware

Architectural design so�ware
BIM core data

Figure 1: Architecture of Building Information Modeling (BIM).
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Figure 2: Architecture of PKPM 3D graphics platform.
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depth research on PKPM in the field of 3D
graphics platform and have established a mature
system architecture as shown in Figure 2, in
object-oriented technology, 3D geometric modeling
core system, graphics display technology, parallel
computing technology, graphics interaction tech-
nology, 3D entity, professional entity modeling
technology and related data management, software
interactive interface, 3D scene realistic rendering
technology, path animation, and key frame anima-
tion technology, and other aspects have deep tech-
nical accumulation

3.2. Simulation Analysis of Energy Consumption of BIM
Technology. BIM technology examines and calculates the
electrical applications of the construction, which is a small
part of the use of BIM technology throughout the life of
the home, and the equipment used to analyze review by
the Ecotect Analysis software. Unlike conventional elec-
tronic simulation analysis, BIM technology is involved in
the entire project life cycle by design phase design, while
BIM technology utilizes design software such as Revit Archi-

tecture and Revit during the design phase. Its visual design
allows owners to use design ideas by interacting with
designers to create 3D data models and to design concepts
simultaneously, such as designing and creating project
directly into the virtual model, which can be more efficient
as the owner needs. Thanks to BIM software integration,
gbXML or DXF files can be exported from the Revit Archi-
tecture model software at the end of the schematic design
phase and imported directly into Ecotect software for vari-
ous physical models or create a model with the same data
files directly from the Ecotect software as a 3D data model
and then identify it as stable. The procedure for using

Architectural project enters
conceptual design stage

BIM technology for architectural design and
establishment of 3D building information model

BIM import into Ecotectin gbxml or
DXF file format

Set parameters such as interior
design conditions, number of

personnel, and indoor heat gain

Set project geographic information,
climate, environment, area and other

attributes

HVAC load calculation under
thermal environment analysis

Calculate the total energy consumption of the
building throughout the year, the monthly

maximum heating/cooling load, etc.

Carry out the comparison and calculation of the envelope
structure, and select the lowest energy consumption

scheme that meets the energy-saving design

Ecotectexports DXF format files to
modeling so�ware for further design

Figure 3: BIM technology energy consumption simulation analysis process.

Table 1: Heat transfer coefficient of the building envelope.

Exterior wall,
W/m2K

Roof, W/
m2K

Exterior
window, W/m2K

Design structure (I) 0.793 0.58 2.665

Standard limit (II) 0.8 0.6 2.5

Hypothetical
construction (III)

0.793 0.58 2.5
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electronic analysis using the Ecotect software to model the
electricity is shown in Figure 3.

4. Analysis of Results

4.1. An Example of Energy Consumption Analysis of
Residential Buildings Based on BIM Technology. The project
covers an area of more than 1,800mu, with a total construc-
tion area of 327,158 square meters, a total development vol-
ume of more than 1.5 million square meters, a plot ratio of
only 1.93, and a green space ratio of 31.23%; after comple-
tion, it will have a population of nearly 50,000 people and
is currently the largest pure residential project in the area.

The author selects the D9 villa in this residential group as
an example to conduct energy simulation analysis; the fire
protection height of D9# building is 33m, with the under-
ground garage floor, the negative floor, and eleven floors
above ground, which belongs to the second-class high-rise
residential [20]. The outer walls of all enclosures designed
in this project are made of 200mm-thick B5.0 autoclaved
aerated concrete blocks. The roof is made of reinforced con-
crete with a thickness of 20 cm for thermal insulation,
20mml : 2 cement mortar : 13mm air layer.

The heat transfer coefficient of engineering design is
compared with the limitations specified in “energy save
design standard for homes” and is provided in Table 1.
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Figure 4: Annual total energy consumption.
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Figure 5: Comparison of monthly energy consumption under three structural conditions.
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The instructions show that the roof and exterior walls
are lower than the maximum height of the structure com-
pared to the thermal conductivity required by the design,
which meets the requirements of energy conservation stan-
dards. Because the exterior window does not follow the rules
of the energy-design model, energy consumption simulation
analysis is done to determine the building energy consump-
tion according to the model. In order to create more energy-
efficient building materials, Hypothetical Building II is
designed to reduce the thermal conductivity of exterior
walls, roofs, and exterior windows to a minimum large
model [21]. The monthly energy consumption analysis is
calculated in turn from cases I to II, and the simulation
results are analyzed using Excel charts, as shown in
Figures 4 and 5 [22].

As can be seen from Figure 5, the design structure I is
not much different from the energy-saving standard limit.
However, if the heat transfer coefficient of the external win-
dow is reduced to the standard value, the total energy con-
sumption for the whole year is much smaller than that of
the design structure [23]. The energy consumption of design
structure I in winter is greater than that of standard struc-
ture II, and the energy consumption of design structure I is
less than that of II in summer. Construct III is assumed to
be below the standard limit throughout the year, meeting
the energy-efficient design requirements. It is recommended
that the engineering design scheme change the type of exte-
rior windows and make the energy consumption of build-
ings meet the requirements of energy-saving standards [24].

5. Conclusion

Rapid urban growth, increased demand for energy, and
energy conservation are future improvements. As BIM tech-
nology is developed and promoted in China, BIM has been
increasingly used throughout the life of the construction
industry, and the role of BIM technology in home design is
the importance increases. Designers have used Ecotect to
assist with home design because of its versatility, simplicity,
design, and seamless integration with SketchUp, CAD, Revit,
and more other software. The author compares the usual
power simulation techniques with power metrics using
BIM technology output models and analyzes the differences.
It helps users to understand the differences between the Eco-
tect software and other electronic simulation analysis soft-
ware, as well as the differences between participants and
processes in the monitoring process. The main conclusions
of the author’s research are as follows: When the BIM soft-
ware can be used directly to identify applications using
BIM technology to help create building plans, it is very easy
to plan, design, and modify the schematics of the software.
Its three-dimensional design can be used directly to show
the construction of the site, and CAD-format architectural
drawings can be directly drawn from the model. Because
BIM technology is used to simulate and analyze power con-
sumption in construction, the home data created in BIM
software can be used for Ecotect software power simulation,
shading system analysis, etc. The performance of the physi-
cal environment is used not only in the design phase but also

for various accompanying activities during the construction,
operation, and maintenance phase. For example, for con-
struction simulation, collision detection, project planning,
etc., the model can also guide construction on site and com-
pare the corresponding degree of project entities and BIM
data in real time. The simulation results of Ecotect have a
limited scope of use in auxiliary architectural design, and
its basic calculation method is not suitable for large changes
in the outdoor environment; there are also some errors in
the calculation of solar radiation and heat storage, but it is
feasible to use Ecotect to judge the pros and cons of building
shading system.
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In order to make full use of the large amount of teaching data existing in the data center, the author proposes a mining algorithm
using classification technology and association rules in data mining technology; the teaching quality evaluation data and student
achievement data were mined. By constructing the C4.5 decision tree algorithm, this method taps the potential links between
teachers’ professional titles, degrees, ages, and teaching quality evaluation results, through correlation analysis theory; the
correlation between professional courses was mined from the student’s course achievement database, and some reasonable and
reliable course association rules were obtained. Experimental results show that the correct rate of C4.5 decision tree algorithm
under different sampling times is above 80%. The conclusions drawn have certain guiding significance for college teaching and
personnel training.

1. Introduction

As the foundation of a country’s development and innova-
tion, education and scientific research is receiving more
and more attention from the whole society. With the contin-
uous progress of information technology, integrating new
information technology into the information construction
of campus, it not only disseminates advanced educational
and scientific research achievements but also improves edu-
cational achievements and accelerates the scientific process.

The so-called smart campus is in order to improve the
utilization rate of school resources, a campus management
method that applies the campus card in the smart campus
to access control management, public housing use, and
links with scientific research teams [1]. The use of intelli-
gent and informatized campus management can more
effectively obtain campus information, campus information
sharing, and services and realize an integrated and all-
round intelligent corresponding system. It is convenient
for the students and the management of the school. First
of all, the smart campus can provide teachers and students
with a fast and convenient information service platform
and can formulate some services based on teachers and
students, leaving some space for teachers and students to

play freely [2]. Secondly, the information services relying
on cloud computing and the network are integrated into
various fields to achieve the purpose of information sharing
and, furthermore, from the perspective of information
sharing, provide a comprehensive information service
platform for the teachers and students of the school to con-
nect and communicate with the outside world. Smart cam-
pus is an advanced stage of education informatization;
information technology has greatly improved the service
level and ability of teaching, scientific research, manage-
ment, service, and other fields and has unique advantages
[3]. At present, the construction of smart campuses in my
country is being stepped up, and many educational institu-
tions and campuses are participating in the wave of smart
campus construction.

2. Literature Review

In the “Twelfth Five-Year Plan”, Zhejiang University con-
structively put forward a blueprint for a “smart campus,”
which depicts ubiquitous online learning, convenient and
thoughtful campus life, transparent and efficient school
governance, integration of innovative online scientific
research, and colorful campus culture. The construction of
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Nanjing University of Posts and Telecommunications on
the “smart campus” is based on the Internet of Things, with
various application service systems as the carrier to build a
new intelligent work, study, and living environment that
integrates teaching, scientific research, management, and
campus life. It is believed that “smart campus” should have
three core characteristics: (1) provide teachers and students
with a full range of intelligent perception environment and
comprehensive information service platform, and provide
personalized services; (2) integrate network-based informa-
tion services into various applications and service areas of
the campus to achieve interconnection and collaboration;
(3) using the intelligent perception of the environment
and the comprehensive information service platform,
provide an interface for communication and perception
between the school and the outside world.

With the evolution of ubiquitous computing, some
smart campus prototypes have been developed. For example,
Booker and Jabbour proposed that a smart card can be used
in the campus to access the services in the campus [4]. Li
et al. proposed the ETHOC system, which uses various
devices such as mobile phones or PADs to make the system
itself support virtual peers with printed documents [5]. Dar-
gan et al. proposed that a “smart campus” should have the
following levels: first, sensors can sense, capture, and trans-
mit information about equipment, people, resources, etc.;
the second is the perception, capture, and transmission of
learners’ individual characteristics such as learning prefer-
ences, attention states, learning styles, cognitive characteris-
tics, and learning situations such as learning time, activities,
space, and partners [6].

With the advancement of digital campus construction in
colleges and universities, application systems of various
functions are constantly being built. In order to solve the
current situation of the information island between various
application systems in the school, in the first phase of digital
campus construction, a shared data center was established to
realize data sharing and synchronization between various
systems [7]. At present, data centers have accumulated rich
business data and have grown rapidly. There is a lot of
important information hidden behind the proliferating data;
if there is no means to discover the relationships and rules
existing in the data, it is impossible to predict the future
development trend based on the existing data, which will
inevitably lead to “data explosion but poor knowledge” phe-
nomenon. How to effectively manage and organize these
data and convert data into knowledge to assist university
administrators in making the next decision, this is an urgent
problem to be solved; it is also how to further analyze and
mine the data of various business information systems after
the completion of the digital campus, so as to provide deci-
sion support for teaching management.

Data mining technology provides a good solution for
this [8]. Data mining is to extract from a large number of
incomplete, noisy, fuzzy, and random practical application
data, which is hidden in it and people do not know in
advance, but it is also a process of potentially useful informa-
tion and knowledge as shown in Figure 1 for the data secu-
rity management framework [9]. The application of data

mining in digital campus is undoubtedly of practical signifi-
cance. It will become the trend of college informatization.

3. Research Methods

3.1. Overall Framework of Shared Data Center. Data plays a
very important role in the normal development of college
teaching. In order to improve the daily office efficiency of
the school, various departments have successively built
their own information systems. However, information is
managed independently, and there is no data interconnec-
tion and data sharing, a university officially started the
construction of a digital campus in November 2018, and
the construction of the shared data center platform began
in the first phase of the digital campus. After three years
of construction, the function of the shared data center
has become more and more complete, and the amount
of data has become more and more complete; based on
the three main lines of integration of teacher information,
student information and asset information, data integra-
tion, and information sharing are realized.

All data in the data center has a unique data source;
taking teacher information as an example, the source of
its generation is the personnel management system; in
order to ensure the consistency of the data, other systems
have blocked the authority to modify the basic informa-
tion of teachers; the data center will regularly extract the
changed faculty and staff information from the personnel
management system and push it to other application sys-
tems to achieve data sharing and synchronization. Simi-
larly, the source of student information is the educational
administration system, only the educational administration
system can maintain student information, and other sys-
tems use student information and cannot maintain student
information.

The shared data center stores the shared data extracted
from various application systems, such as the basic informa-
tion of personnel extracted from the personnel management
system, the teaching workload information, student perfor-
mance data, teaching evaluation data extracted from the
educational administration system, and the thesis results,
patents, and reward information extracted from the scien-
tific research system. These data are currently only simple
summary and statistics without further analysis and utiliza-
tion of the data. In view of this, we have selected teachers
and students as the theme and discuss the in-depth applica-
tion of data mining technology in shared data centers.

3.2. Application of Classification Technology in Teaching
Quality Evaluation and Analysis. Online evaluation of the
teaching quality of teachers is an important means of
teaching quality monitoring. At present, the system has
accumulated a large amount of evaluation data and uses
classification algorithms to construct decision trees [10], it
can excavate the relationship between teachers’ educational
background, professional title, age and other attributes, and
evaluation results and apply the research results to practice
to provide more help for teaching managers.
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3.2.1. Overview of Decision Tree Algorithm. Decision tree is
an instance-based inductive learning algorithm; it infers
classification rules in a decision tree representation from a
set of unordered, random tuples [11]. A decision tree con-
sists of three parts: nodes, branches, and leaves; nodes repre-
sent attributes, leaf nodes represent categories, and the
topmost node of the tree is the root node, a path from the
root node to the leaf node forms a classification rule, which
is widely used. At present, a variety of decision tree algo-
rithms have been formed, such as CLS, ID3, CHAID, CART,
FACT, C4.5, GINI, SEE5, SLIQ, and SPRINT [12]. One of
the most famous algorithms is the ID3 algorithm proposed
by J.R. Quinlan in the “Induction of Decision Trees” paper
in 1986 and the improved C4.5 algorithm in 1993. The
C4.5 algorithm is an improved version of the ID3 algorithm;
it uses the gain ratio to overcome the insufficiency of select-
ing attributes with many values when selecting attributes
with information gain; during the tree construction process
or after the construction is completed, pruning is performed;
the discrete processing of continuous attributes can be com-
pleted, able to handle incomplete data, and can eventually
form production rules [13, 14].

Figure 2 shows a simple decision tree classification
model.

3.2.2. Data Acquisition and Preprocessing. This application
research mainly analyzes the relationship between teachers’
basic situation and evaluation results and establishes an
excellent teacher model, so that schools can have an exact
basis for teacher incentives. The research process uses data
from two aspects: the basic situation of teachers and the
results of teaching evaluation in the second semester of the
2019-2020 school year; the data structure is shown in
Tables 1 and 2.

3.2.3. Teaching Quality Evaluation Model Based on C4.5
Decision Tree. Assume that the training dataset contains m

categories, namely, T = ft1, t2,⋯, tmg. An attribute in the
training dataset may have a total of k values of ða1, a2,⋯,
akÞ, according to the attribute is divided into T ′ = ft1′ , t2′ ,
⋯, tr′g; other properties are similar to property A. According
to the training set, the information of its ideal division can
be obtained as follows (1) [15].

H Tð Þ = −〠
m

i=1
p tið Þ log2p tið Þ: ð1Þ

Among them, pðtiÞ = jtij/∑m
i=1jtij.

The information entropy obtained by dividing the train-
ing set by attributes is as follows (2) [16].

HA T ′
� �

= 〠
r

i=1
p ti′
� �

H ti′
� �

= −〠
r

i=1
〠
m

j=1
p ti′
� �

p ti ∣ ti′
� �

log2p ti ∣ ti′
� �

=H T ∣ T ′
� �

:

ð2Þ

Among them, pðt′iÞ = jti′j/∑r
i=1jti′j; pðt j ∣ t′iÞ = jt′i ∩ t jj/jt′ij.

pðt j ∣ t′iÞ represents the probability that samples belonging

to t′i in partition T ′ belong to subset t j in an ideal partition
[17]. It can be obtained that the information gain of attribute
A for the division of the training set is the following.

HGain T ′
� �

=H Tð Þ −HA T ′
� �

: ð3Þ

The segmentation information entropy of attribute A is
the following.

H T ′
� �

= −〠
m

i=1
p ti′
� �

log2p ti′
� �

: ð4Þ
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Figure 1: Data security management framework.
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From Equations (3) and (4), the information gain rate of
attribute A can be expressed as the following.

Ratio T ′
� �

=
HGain T ′

� �

H T ′
� � =

H Tð Þ −HA T ′
� �

H T ′
� � : ð5Þ

Similarly, the information gain rate of other attributes can
be calculated. By calculating the information gain rate of all
attributes, the attribute with the largest information gain rate
value is selected as the root node of the decision tree [18].
Then, determine the nodes of each layer of the decision tree

in the same way, and the calculation method is the same as
the above steps.

Select the C4.5 decision tree algorithm provided by
TipDM data mining platform of Taipu Company, mining
3000 pieces of teaching quality evaluation data in the first
semester of the 2019-2020 school year, and extracting some
classification rules [19, 20].

Rule 1: IF degree =master student AND professional
title = associate professor AND age ≤ 50, THEN teaching
evaluation is “excellent” ratio of 86.3%.

Rule 2: IF academic background=undergraduate AND
professional title = associate professor AND age > 37, THEN
proportion of the teaching evaluation is “excellent” which is
79.6%.

Rule 3: IF academic background=doctoral student AND
professional title = associate professor AND age ≤ 40, THEN
proportion of teaching evaluation is “excellent” which is
95.6%.

3.2.4. Interpretation and Practical Application of the Rules.
From the extracted classification rule 3, it can be seen that
the young- and middle-aged teachers with the title of associ-
ate professor and doctoral degree are the backbone of the
teaching staff. This part of the team should be enriched to

Outlook

Sunny

True False

Humidity Windy

Yes

Yes No No Yes

<=75
>75

Rainy

Overcast

Figure 2: Simple decision tree model.

Table 1: Basic information of teachers.

Employee number Gender Age Education Job title Part

100033 Woman 39 Postgraduate Associate professor Business school

100047 Man 48 Postgraduate Professor IT academy

100056 Man 41 Undergraduate Associate professor Law school

100105 Man 46 PhD student Professor Law school

100111 Woman 35 Postgraduate Lecturer School of humanities

100116 Woman 48 Undergraduate Associate professor School of education

100105 Man 46 PhD student Associate professor School of geography

… … … … … …

Table 2: Evaluation results of teachers’ classroom teaching quality.

Employee
number

School
year

Semester
Evaluation of
teachers/%

Evaluation
level

100033 2019~2020 1 93.864 Excellent

100047 2019~2020 1 94.278 Excellent

100056 2019~2020 1 89.656 Good

100105 2019~2020 1 78.754 Middle

100111 2019~2020 1 89.235 Good

… … … … …
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the front line of teaching and play a leading and exemplary
role in the teaching team; teachers under the age of 50 with
the title of associate professor and a master’s degree due to
the rich teaching experience, the teaching experience, and
ability of young teachers can be improved through their
help, transmission, and introduction. In the introduction of
talents, we mainly focus on highly educated, high profes-
sional titles and young doctors to improve the level of the
entire teaching staff.

3.3. Application of Association Rules in Student Score Data
Analysis. Student achievement is the basis for evaluating
the quality of teaching, and it is also an important sign to
test whether students have mastered the knowledge they
have learned in school, by applying association rule mining
technology to a large amount of student achievement data;
interesting connections between these data can be found.
For example, in the curriculum system, a certain precourse
course is excellent, and its follow-up courses are excellent,
and the proportion of excellent is also high. For example,
students with excellent performance in discrete mathemat-
ics have a higher proportion of students with excellent
performance in data structure; under the credit system, stu-
dents can choose courses according to these rules and pro-
vide guidance for the revision of the existing curriculum
system.

Association analysis is a mining method for discovering
hidden relationships between data [21]. In a large database,
many similar rules can be analyzed without screening, in
order to remove useless association rules, two thresholds
are generally set: support and confidence. Support is an

important measure. If the support is very low, it means that
this rule only appears by chance, which is basically mean-
ingless [22]. Therefore, support is often used to remove
those meaningless rules. Confidence is the reliability of rea-
soning through rules. The user can define two thresholds,
requiring that the support and confidence of the rules
mined by the mining system are not less than the given
thresholds.

4. Results Analysis

4.1. Data Acquisition and Preprocessing. Now, based on the
student achievement data of the shared data center, we select
the professional course achievement database of 250 soft-
ware engineering students from the School of Computer
Science, some data are shown in Table 3, each record in
the table represents a transaction, the student number attri-
bute can be regarded as an ID number, and the content of
the following fields can represent the item set of the transac-
tion, that is, the grades of a certain professional course. The
table actually contains a large number of “attribute-value”
pairs, such as “C language-85.” Curriculum correlation anal-
ysis is to study the relationship between multiple “attribute-
value” pairs that frequently appear together.

As shown in Table 3, there are very few “attribute-
values” in the table that are exactly the same, and if you mine
it directly as an item, you will not get the desired result. After
the discretization of grades and course coding, the obtained
student grade transaction database is shown in Table 4.

The course names are coded with K1, K2, ..., for exam-
ple, the coding of “C language” is K1, the code of the “data

Table 3: Original student grade transaction database.

Student ID
C

language
Data

structure
Database
application

Software
engineering

Microcomputer
principle

Operating
system

Introduction to
computers

Network
principle

0921014101 92 90 79 81 72 88 74 89

0921014102 86 73 66 88 85 75 80 97

0921014103 80 85 86 90 78 79 81 85

0921014104 84 80 79 87 74 81 69 85

0921014105 85 85 74 68 83 87 80 77

0921014106 77 75 80 85 69 85 87 68

… … … … … … … … …

Table 4: Transaction database of student grades after processing.

Student ID
C

language
Data

structure
Database
application

Software
engineering

Microcomputer
principle

Operating
system

Introduction to
computers

Network
principle

0921014101 K1A K2A K3B K4A K5B K6A K7B K8A

0921014102 K1A K2B K3B K4A K5A K6B K7B K8A

0921014103 K1A K2A K3A K4A K5B K6B K7A K8A

0921014104 K1A K2A K3B K4A K5B K6A K7B K8A

0921014105 K1A K2A K3B K4B K5A K6A K7A K8B

0921014106 K1B K2B K3A K4A K5B K6A K7A K8B

… … … … … … … … …
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structure” is K2; at the same time, the grade data is trans-
formed into three grade data, namely, A: corresponding
score 80-100; B: corresponding score 60-79; C: correspond-
ing score 0-59.

Figure 3 shows the accuracy of the dataset at different
sampling times. With the increase of sampling times, the
correct rate of the algorithm increases, and the correct rate
under all sampling times is above 80%, when the sampling
times increase to a certain value, the performance of the
algorithm also tends to be stable [23, 24]. It can be seen from
the figure that when the sampling times are 12 and 15, the
difference in algorithm performance is very small, so 12 is
selected as the final sampling times.

4.2. Correlation Analysis of Students’ Course Grades. After
data preprocessing, the data can be considered to be pure;
on this dataset, the classical Apriori algorithm is used to
perform association rule analysis on the data, the support
degree is set to 0.2, the confidence degree is 0.6, and the
maximum number of itemsets is 3, and some association
rules are mined [25].

Discrete mathematics by rules, “excellent”→data struc-
ture, and “excellent” confidence = 61%, we can find that
students who score above 80 in Discrete Mathematics are
61% more likely to score above 80 in “Data Structure.” We
can strengthen the teaching of “discrete mathematics” to
improve the teaching effect of “data structure”; designed by
regular assembly language programming, “excellent”→mi-
crocomputer principle and interface technology, and
“excellent” confidence = 61%, we can find that students with
a score of 80 or more in “Assembly Language Programming,”
“microcomputer principle and interface technology” is also
61% likely to score above 80 points; similarly, we can also
strengthen the teaching of “Assembly Language Program-
ming” class, in order to improve the teaching effect of “Micro-
computer Principle and Interface Technology” course.

5. Conclusion

Based on the shared data center, the application of data
mining technology in educational informatization is dis-
cussed. Two topics of teaching quality evaluation analysis

and students’ course performance correlation analysis are
selected, and decision tree algorithm and association rule
mining algorithm are, respectively, applied, which are
implemented on two datasets, and some reasonable and
effective rules are obtained. According to the analysis results
of teaching quality evaluation, it can provide a certain refer-
ence for schools in the training, assessment, and talent
introduction of teachers. Of course, teachers’ teaching
methods, instruments, behaviors, students’ own qualities,
and other factors will also affect students’ evaluation of
teachers. Through the correlation analysis of students’ per-
formance, it is found that there are correlations between
courses of the same major, such as the sequence of courses,
the connection of content, and the professional weight of
courses. It can provide in-depth analysis of curriculum set-
tings for teaching departments, provide reference for the
overall curriculum settings of schools, and provide guidance
for students to choose courses under the full credit system.
Of course, the applications in the above two directions are
just some simple applications of data mining technology
in the digital campus system. How to make full use of col-
lege resources, it is a practical problem facing colleges and
universities to better combine data mining technology and
digital campus. The follow-up work will continue to select
some topics, such as classification labels to measure the sci-
entific research ability level of teaching and research per-
sonnel, cluster analysis, objective and effective description
of the current situation of teachers, association rules techni-
cal description of teaching, scientific research and social
work, and other aspects. Relationship, etc., discusses the
in-depth application of data mining technology in digital
campus.
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In order to solve the problems of narrow object orientation and insufficient visual rendering ability of the optical communication
network experimental system, the author proposes a multithreaded scheduling using virtual reality, and the experimental system
design method of optical communication network with multichannel serial port design is proposed. The system builds the overall
structure model of the optical communication network experimental system in the virtual reality environment, and uses the PCI
bus technology to build the transmission channel model of the optical communication network, the basic entity object of the
optical communication network experimental system is constructed, and the multithread scheduling method is used to process
the local information of the experimental system. The result obtained is as follows: The experimental system of optical
communication network designed by the author’s method, the optical communication transmission bit error rate is reduced by
about 30%, the time overhead is saved by about 60%, and the memory overhead is saved by about 50%, which is superior.
Using the author’s method, the maximum bit error rate is about 22%, while the maximum bit error rate of traditional method
1 is about 43%, and the maximum bit error rate of traditional method 2 is about 70%. It is proven that the visual simulation
effect of the optical communication network experimental system is good, the reliability and stability of the optical
communication network are improved, and the communication transmission error is reduced.

1. Introduction

With the development of computer data and graphics
devices and the creation of 3D images for various events in
virtual reality (VR), screens have the ability to create 3D
images and simulations that include virtual reality analysis
and interpretation. The phenomenon process was known
[1]. Virtual reality technology is an important branch of
visual and visual technology, and software development
using virtual reality technology will be an integral part of
the application environment, such as software design, net-
work communication, and image editing.

Optical communication network technology is the trans-
mission and storage of real-time communication data, and

with the development of optical devices on this platform,
it is possible to convert data extensions into packets and
red optics and store them in the cloud. Network connec-
tions, data storage, and optical communication network
connections are prone to external access and theft, leading
to data loss and damage. Ensuring the security of cus-
tomer information [2, 3], therefore, it is necessary to cre-
ate a secure network protocol that combines the integrity
of communication when storing and sending large amounts
of communication data to the network using the cloud
platform [4].

Because optical data aggregation has a simple structure,
optical data aggregation is based on communication, inter-
connection technology, and the most commonly used digital
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experience. Optical data networks are used in an integrated
manner to create steganographic data structures that are vul-
nerable to theft. Software attacks and steganographic perfor-
mance are poor [5]. Optical network data steganography
technology uses only a combination of chaotic encryption,
DCT transmission, DNA processing, and know-how of opti-
cal network data steganography [6]. The study of optical
communication information steganography technology is
important to ensure the security of optical communication
network and optical communication network, and the study
of steganographic technology is of great interest as shown in
Figure 1.

2. Literature Review

Optical communication network testing is a network system
for modeling communications and communication envi-
ronments and uses virtual reality technology to create opti-
cal communication. The equipment is used to design an
experimental platform, which improves the visual perfor-
mance of optical communication network tests, and the
research experimental design process has received consider-
able attention [7, 8].

Currently, the design of optical communication test sys-
tem is mainly using external design and remote control
functions, and the system receives a single connection.
Multi-hop communication is used to describe the applica-
tion of the whole system, but the visualization and
objective-oriented analysis of the communication experi-
mental system is not good. [9].It is necessary to use three-
dimensional virtual reality technology to develop experi-
mental models of optical communication network, and to
know about remote access and queries in a network in a vir-
tual reality visual simulation; in doing this, based on design
ideas, experimental analysis, and design, some studies have
been completed [10, 11]. Among them, Abdul, W. has
devised an optical communication network testing method
development based on CCD photoelectric parameter testing,
which provides a full-duplex communication mechanism in
the process of cross-regional optical communication channel
transmission, research, and development of optical. Com-
munication network testing is based on CCS2.20 develop-
ment platform, and test system has high performance
reliability; however, the reliability of this method is not high,
and interference channel size and the material-orientedness
of the optical simulation are negative [12]. Zhu, J. has pre-
pared data transfer and scheduling data model of optical
communication test based on PCI bus technology, as a
driver design and software development program sell com-
munication network test, and completed a variety of plat-
form communication network developed by the load and
network connection; the product-orientedness of the test
system is improved, but the portability of the system is not
zog [13, 14]. Martins. The overhead of this steganography
method is large, and the automatic steganography perfor-
mance of the optical communication data is poor [15]. Li,
J. has developed a data steganography method based on
interconnection, using Oracle random selection mechanism
for hybrid encryption of optical communication network.

Combined with the semantic security protocol, the risk of
deciphered is reduced to zero, and the data steganography
of the communication network is known; however, this
method has the risk of malfunction to prevent plaintext
attack and poor performance of optical communication net-
work data steganography [16, 17].

Based on the current study, the author describes an opti-
cal connection test model based on a multichannel serial
port model. PCI bus technology and multistream scheduling
method are used to generate experimental local data to
develop a complete model structure of the optical communi-
cation network test system and to develop the transmission
channel structure of the optical communication network,
and in the implementation of virtual reality phenomenon
communication models, multichannel serial ports and host
computer communication models, user/design, system soft-
ware experience, and optical communication network test
system development at MATLAB and VC ++ platforms,
the test results showed its advantages.

3. Research Methods

3.1. Rendering Process of Virtual Reality Model of Optical
Communication Experimental System. To understand the
design of an optical communication network that follows
virtual reality technology, it is first necessary to observe the
process of displaying the virtual reality of optical communi-
cation based on an optical communication instruction loop.
According to the display list stored in the optical communi-
cation experimental system rendering cycle instructions, the
information proxy service function of Web-APP browser
(Browser), Web-CULl server, and Web-draw Editor (editor)
is used to load the program. Optical communication exper-
imental system information data from the control device
are read.The current viewpoint and communication trans-
mission information of the experimental system virtual real-
ity simulation are calculated.The state information and
rendering instructions of the scene are judged within the
current view range, and polygon data is drawn to judge the
scene model elements. During the phase of destruction of
the graphical characteristic data of the exhibition, a virtual
reality model of the optical communication test system was
made, and the diagram is shown in Figure 2 [18, 19].

In Figure 2, the angular static viewing point of the opti-
cal communication head test system is set as a logical and
hierarchical image imaging database, the angular visibility
is the same, and the model is sent based on the optical com-
munication information simulation package, and the virtual
reality simulation. When the position of the animation
model changes, the moving model automatically generates
an impression, resulting in a real-time 3D image [20].

When calculating the relative distance visibility of a body
motion simulation, the vision automatically moves in the
same direction as the body movement and involves three
types of interactions and development of a relatively remote
static point of view for flow optical communication channels
and communication systems [21].

Due to the differences between starting point management
and the line of sight, 3D visual simulation is used to manage
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Lab-Windows/CVI through high-level integration through
multiple filters and filtering processes, and the Android kernel
environment is designed to work and to develop a virtual real-
ity model of an optical communication test system [22, 23].

3.2. Transmission Channel Model of Optical Communication
Network. Based on the above explanation, the optical com-
munication test virtual reality model was developed using
the PCI bus technology, and the received optical

Base controller
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resources

Virtual controller

Wireless network
controller

Wireless network
controller

Radio spectrum
resource

Wireless network
equipment resources

Figure 1: Optical communication network of virtual reality technology.
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Figure 2: The rendering process of the virtual reality model of the optical communication experimental system.
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Figure 3: Entity object model of the optical communication network experimental system.
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communication channel model was developed. According to
the EAPSD, the communication mechanism is defined as:

Zk = �wkAT = 〠
n

j=1
�wk
j · aij i = 1,⋯,mð Þ: ð1Þ

Among them, the transmission channel in the bus com-
munication control is the number of nodes of the optical
communication channel and the routing matrix of the node

information source. To determine the maximum transmis-
sion error in the node and communication group, the trans-
mission speed of the optical communication is based on

ρcluster =
∑L

i=1 ρlane−i
L

+ c1 ⊗ c2, ð2Þ

where if c1 and c2 are relatively prime, and the space-time
weighting on the communication transmission channel in
the cluster is introduced, the impulse response of the optical
communication signal transmission is obtained as:

Rcc ∼ τ1, τ2, αð Þ = Rcc ∼ τ1, αð Þδ τ1 − τ2ð Þ: ð3Þ

A three-dimensional database is constructed to carry out
the statistics of the information characteristics of the optical
communication network experimental system, and the auto-
correlation function recorded by the output master node of
the communication network in the WSSUS channel can be
expressed as::

Time = abs z kð Þj j2 − RMDMMA kð Þ� �
=min

i
abs z kð Þj j2 − RMDMMA i

� �
:

ð4Þ

The transmission signalAiof the communication system
is obtained through adaptive line spectrum enhancement;
the perceived data class Token, based on virtual reality
technology, obtains the same frequency interference sig-
nal [24].

Calculate the carrier frequency of the transmission chan-
nel controlled by the optical communication network bus; at
the system application support layer, the estimated time
delay of the sink node of the optical communication net-
work experimental system is:

ρ kð Þ = β

1 + exp −α ê kð Þj jð Þ , ð5Þ
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Figure 4: Symbol sampling value and partial enlarged view of communication.
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Figure 5: Comparison of the bit error rate of the communication
experimental system.

Table 1: Comparison of time overhead and memory overhead.

Method Time cost/s Memory overhead/Gbit

The method of this paper 2.10 0.87

Traditional method 1 6.98 2.33

Traditional method 2 12.87 4.76
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Optical network experimental network application sup-
port design was developed for the application development
layer and the software layer using the light communication
layer to convert the static reality visual image of the optical
communication network test. The overall design and con-
struction of the system can be constructed. In virtual reality
visual simulation, the smooth transition method of static
view point is used to construct the network adaptation layer
of optical communication network experimental system.
The optical communication network experimental system
access service, network generation service will be completed
[25].

3.3. Entity Object Design of Optical Communication Network
Experimental System. Based on the above virtual reality
model rendering and channel model design of optical commu-
nication experimental system, the basic entity object of optical
communication network experimental system is constructed
and the experimental system is improved.This paper presents
an experimental system design method of optical communica-
tion network based on multi-thread scheduling and multi-
channel serial port design. Optical communication network
test process is model based on multistream schedule and mul-
tiport model. The components of an optical network test sys-
tem typically include software support processes, a simple
software layer, an application installation layer, an application
service layer, and a change layer.

Among them, the use of layer process support includes
testing of various midlevel optical communication networks,
and intermediate equipment is the basis for public intercon-
nection. The eye network testing platform provides maxi-
mum software and flexibility and ease of movement. In the
middle of the network, the software provides full access to

the test operation of the optical communication network.
The intermediate configuration program completes various
configurations of the optical communication network test
system, such as routing configuration and topology switches.
Intermediate operations complete a wide range of optical
network test services that provide interoperability for a vari-
ety of virtual monitors. Based on the above observations,
design a test product for the optical network as shown in
Figure 3.

Figure 3 shows the main test points of the optical net-
work, the virtual reality environment, and the optical net-
work test model equipment. In the virtual reality
environment, the entity object of the node model of optical
communication network experiment system completes the
operation, collection, and storage of network communica-
tion nodes. In the above analysis, hierarchical models are
used to create a network connection test model, and multiple
distributors are used to record the test site and to control the
top and face arrangements of the material. Designed a com-
munication test system that allows you to plan the recording
process data on a large number of communication lines,
obtain a 3D/2D static logic hierarchical database, and com-
plete the optical communication network test product
design product.

The OpenFlight hierarchical view generates hierarchical
property units with OpenFlight to explain the basic data
level (head phase) model ID in a virtual reality environment,
the three-dimensional product model of the optical network
test system, and the network definition. The control and data
are adjusted using the node characteristic data control and
closure method, and the completion of the section deter-
mines the geometric properties and the location and size of
the 3D image model.
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Figure 6: Comparative analysis of bit error rates of different methods.
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3.4. Software Development of the System. Based on the phys-
ical design of the virtual reality simulation of the optical
communication network test system, the local data process-
ing and optical communication driver configuration are per-
formed using the multiflow scheduling method. The
network test system records data during the network-
connected API interface on the VISA software interface
and configures the external information of each functional
subapplication with virtual reality programming.

The ADV656 multimedia schedule software has a built-
in CONVST module and a TCPComm class that connects
to the client and user/user, creates a virtual reality communi-
cation model, and generates the program boot code in the
installed Linux kernel environment.

The system receives the serial connection, interprets the
communication equipment through the optical communica-
tion network test equipment, C code, and performs the mul-
tichannel serial port and host computer experience. The
system communication design is based on the CCS2.20
development platform, software development knowledge,
optical communication network testing, open source and
system optical network testing (SystemReg) logs on multiple
platforms through open source and ioctl using software,
Lynx Prime graphical interface visual simulation system, call
acf data design, Configure Lynx Prime, and .acf and system
simulation iteration software through a graphical interface
and develops an optical network test system.

4. Analysis of Results

4.1. System Performance Test. Simulation tests have been
completed to measure optical communication network test-
ing based on the virtual reality technology developed by the
author, to improve the quality of optical communication,
and to improve product guidance. Attempts to install soft-
ware on the optical communication network on MATLAB
and VC ++ platforms were successful. In the experiment,
OpenGL’s App (use) and Cull (interrupt) information in
the Vega Prime phenomenon are used to retrieve informa-
tion transmitted by the optical communication channel,
and the system automatically dials the number without
requiring termination using the PlaySound function for
unreliable connections. Converting data using full-screen
analysis to mimic the input and output state of large-scale
optical communications, the MAC layer process uses the
IEEE 802.11 standard, informs the technical use of the inter-
face, and declares content and events. The alarm in the inter-
face, in the main module of the component, directly calls the
function declared by the command in the interface, connects
to the web server in real time, and connects to the host com-
puter. In this setting, the signal-to-noise ratio of the optical
communication system is -12 dB~0 dB, the optical commu-
nication sales efficiency is 0-50m/sec, and the optical com-
munication sample speed is 10 times higher than the
carrier frequency. The bandwidth cut-off frequency is
5 kHz. According to the above set of simulation parameters,
it is possible to perform a test simulation of an optical com-
munication network test system, first, to make a standard
transmission in the communication system and to make a

sample value of the symbol and image part as shown in
Figure 4.

Following the above model example for the test equip-
ment and optical network transmission test, Figure 5 shows
the optical communication network using the author’s
method and the usual style, and the results of the bit error
comparison are shown in Figure 5.

Comparison of system response time and memory over-
head of optical communication network experiments using
different methods is shown in Table 1.

The analysis of the above results shows that the optical
communication network test developed by the author’s
method has the advantages of low optical connection error,
low time, and low memory load.

4.2. Comparative Analysis of Bit Error Rates of Different
Steganography Techniques. To determine the steganographic
performance of the author’s method, the author’s method is
compared with standard steganographic techniques used to
detect minor errors in optical communication networks.
The results of data steganography and analysis can be seen
in Figure 6

As shown in Figure 6, in the same situation, the differ-
ence between the previous and subsequent errors decreases
slightly as the network connection increases. Of these, the
maximum bit error rate using the author’s method is
approximately 22%. The maximum bit error rate of standard
1 is approximately 43%, and the maximum bit error rate of
standard 2 is approximately 70%. This shows that the
authoring method has more performance and some advan-
tages than the process in the file.

5. Conclusion

The author develops optical communication network exper-
iments in virtual reality and proposes the design of optical
communication network experiments based on multistream
schedules and other port designs. The overall structure
model of optical communication network experiment sys-
tem is constructed, and the transmission channel model of
optical communication network is constructed by PCI bus
technology. The basic entity object of optical communica-
tion network experimental system is constructed, and the
local information processing of the experimental system is
carried out by using multithread scheduling method.The vir-
tual reality visual communication transmission model is
constructed by client or server model, and the communica-
tion design of multichannel serial port and upper computer
is carried out. Installation of optical connection test system
software on MATLAB and VC ++ platforms is considered.
The conclusion is as follows:

(1) The experimental system of optical communication
network designed by this method has the advantages
of low optical communication transmission error
rate, low time, and memory cost

(2) In a similar situation, as network integration
increases, small errors are observed with the differ-
ence between the increase before and after the

6 Journal of Sensors
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With the aim of solving the errors of gear transmission system in the actual manufacturing process, processing and installation,
and solving the the vibration and noise of the gear system caused by the deformation brought about by external excitation such as
motor load and actuator, which seriously threaten the safety and stability of unit equipment, a novel active vibration suppression
structure of multistage gear system with built-in piezoelectric actuator is designed to generate active control force, and it can be
used on the shaft. An active controller is designed and established using FxLMS adaptive algorithm. The results of this method
show that by measuring the vibration signal system, the base frequency of the high-speed gear pair is 310Hz, and the basic
frequency of the low-speed gear pair is 192Hz. I had the adaptation snare go for almost 0.5 seconds, with a difference of
0.52%. Adaptive Trap II reached in 1 second, with a difference of 0.96%. In the active vibration suppression test, the basic
frequency of the high-speed gear pair is 804Hz, and the basic frequency of the low-speed gear connector is 500Hz. Using the
FxLMS adaptive algorithm, it is able to effectively suppress the frequency vibrations of the high-speed dual-gear and low-speed
dual-gear coupling systems of multispeed gears. After being controlled by FxLMS algorithm at the second frequency of the
high-speed gear, the vibration reduction is about 10 dB at the third frequency of the low-speed gear. The vibration reduction is
also approximately 7 dB. This has proved that a new experiment of industrial safety can be used to accelerate the movement of
gear vibrations using the FxLMS adaptation algorithm.

1. Introduction

As one of the most widely used forms of transmission, gear
transmission can achieve constant transmission ratio trans-
mission for its compact structure and the reliable trans-
mission, which is widely used in machinery, automobile,
aerospace, metallurgy, mining, robot, and many other fields.
It becomes an indispensable part of major rotating machin-
ery and power transmission devices. However, due to the
change of system external load and the errors in the process
of gear manufacturing and rodent impact, gear transmission
in operation may cause vibration and noise in the actual pro-
cess of gear engagement. It is not only related to the working
life of mechanical parts, but also affects people’s daily life and
work. Therefore, the vibration control problem of gear trans-

mission system has become one of the key technical research
hotpots in the field of vibration control [1].

The vibration of the gear transmission system will not only
cause noise, but also cause the serious impact on the smooth
operation and service life of other transmission parts. It even
causes the immeasurable loss. In terms of mechanical equip-
ment, gear failure can cause serious machine failure and the
component damage. For example, the main transmission
device of the traditional helicopter is generally composed of
multistage gear transmission system, which is located at the
top of the cabin. The vibration of autonomous transmission
system will reduce the comfort of cabin crew, causing fatigue
and affecting work safety and efficiency. The precision of the
important precision instrument will be affected, reducing reli-
ability and causing a serious threat to flight safety [2].
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gearbox, drive axle, differential, and steering machine. And
gear transmission is even also used in many electrical compo-
nents, such as glass elevator, wiper, and electronic handbrake.
The application of gear transmission system in the aviation
field is the main transmission system of the US Apache AH-
64D attack helicopter. And the application of gear transmis-
sion system in the automotive field is the ZF8-speed transmis-
sion equipped by the Chrysler 300C. The vibration caused by
the gear pair can be transmitted to the supporting structure
and the box structure, and then, the noise is transmitted to
the outside. Different levels of vibration and noise will be inev-
itably produced in normal work in the gear system. Therefore,
the action of taking effective vibration and noise reduction
measures can not only improve the safety and stability of the
vehicle, but also meet people’s high standards and require-
ments for car driving safety and comfort.

In the project of “Key Basic Parts and General Parts” of the
National Science and Technology Support Plan during the
12th Five-Year Plan, gears and other key transmission basic
parts are listed as the key research and support projects. The
research on key technologies such as design and manufactur-
ing of science and technology meets the needs of the national
development through science and technology. At present, in
view of the vibration and noise control problems of the gear
transmission system, most researchers are committed to the
passive vibration reduction technology research such as
improving the processing process and improving the process-
ing precision and wheel tooth repair. The adaptability of the
passive vibration control method is poor, and the actual effect
of vibration reduction is low. So the limitations of this method
are increasingly prominent [3]. With the emergence and
application of new multifunctional materials, the rapid devel-
opment of vibration reduction and noise reduction technology
based on active control algorithm is promoted (Figure 1). It
can not only achieve a better control effect, but also ensure
the controllable stability of the charged system, effectively
making up for the insufficient of the passive control method.

Therefore, the vibration control principle of gear trans-
mission system, exploring new methods and designing new
schemes, is studied in depth, which is conducive to improv-
ing the service life and work stability of mechanical transmis-
sion equipment. It has a very critical guiding significance for
the development of China’s industrial economy.

2. Literature Review

The study of the impact strength of glass has become one of
the hot topics of many scientists, because glass plays an
important role in the protection of the glass country, indus-
try, and other important applications.

Sun J. was one of the first experts to determine the
impact of vibration in transmission gear and introduced a
new way to prevent vibrations from spreading through the
second gear. The key to this process is the use of a piezoelec-
tric actuator and an analog frequency generator in a
vibration control system. Experiments have shown that the
vibration reduction can reach 70% [4]. Zhang, J. et al.
suppressed the vibration caused by gear engagement by
arranging a magnetostrictive actuator acting on the input
shaft in the gearbox, which also corrected the dynamic
engagement characteristics of the gear. In addition, he used
an adaptive feedback controller to output the force that
determines the amplitude and phase to drive the actuator
on the axis in order to reduce the vibration of the box.
And the results showed that the vibration decay at the base
frequency was about 20-28 dB [5]. Wang, R. et al. proposed
a new control scheme, in which three magnetostrictive actu-
ators are applied directly on the gear body and the actuator
generates a circumferential force to suppress the torsional
vibration according to the corresponding control strategy.
The results of the experiment showed that the vibration
decreased by about 7 dB at a base frequency of 250Hz [6].
Thereafter, Afanas' Ev, V. A., et al. first proposed the idea
of lateral vibration control of the gear drive system. The
actuator to generate active control force acting on the shaft
through additional bearings were adopted, and the active
controller based on the LMS method and its improved con-
trol algorithm to generate active driving signal was designed.
And good control results were obtained [7]. The same
approach was used to suppress the vibratory of the rotating
machinery by Fukunaga, T.G et al. [8]. Xia et al. fixed the
built-in piezoelectric actuator directly on the transmission
shaft and also used the FxLMS control algorithm to establish
the corresponding active controller. The results of the exper-
iment proved that when the rotation speed was below
180 rpm, the vibration of the plate was reduced by 7 dB
[9]. Jiang, S. et al. designed a nonlinear controller which
effectively regulates the torque acting on the input shaft gear,
which can effectively reduce the impact caused by time-
varying engagement stiffness [10]. Major research at home
and internationally has found that most studies focus on
the theory and process of vibration control at one-phase
energy, but there are a few studies on vibration control of
secondary and multiphase mechanisms and phase gear
transmission system. Thus, this article focuses on modeling,
vibration control, and vibration control techniques.

3. Research Methods

3.1. Dynamic Active Control Algorithm of Gear Transmission
System. The least mean square algorithm, which can modify

Video
capture

CND server The clientHTTP wireless network

Figure 1: Adaptive control algorithm.
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the objective function to simplify the gradient vector, is one
of the most popular algorithms in adaptive filtering theory
and active control research and application, with low com-
puting complexity and easy convergence under steady-state
conditions [11].

The principle of active vibration control of the adaptive
algorithm method is based on the vibration signal received
by the sensor, and the signal is equal to the vibration source
and antiphase signal to compensate for the problem. Vibra-
tion is directly controlled by adaptive law. A signal equal to
the size of the vibration source and opposite to the phase of
the vibration source is generated to counteract the harmful
vibration. The second channel usually represents the chan-
nel from the activator to the fault sensor. The second chan-
nel includes the D/A converter, the amplifier, the activator,
the physical channel, and the error-sensing main [12]. After
filtering the signal used by the second channel, the distribu-
tion of the individual values on the autocorrelation matrix of
the input signal increases and is not diagonalized. In addi-
tion, the integration speed of the algorithm is reduced. To
improve the control, it is also possible to introduce a model
with a second function to change the signal input and inte-
grate the control algorithm into the solution. In order to
improve the control effect, a model with the same transfer
function as the secondary channel can be introduced to
change the input signal XðnÞ to ensure that the improved
control algorithm can still converge to the optimal solution.
The filter using the signal can also be involved in calculating
the gradient error. The improved control algorithm is called
FxLMS adaptation algorithm [13].

The structure of the FxLMS adaptive algorithm being
applied to the active vibration suppression of the multistage
gear transmission system is shown in Figure 2. HðnÞ repre-
sents the channel between the excitation source input xðnÞ
and the box vibration dðnÞ. The objective existence of the
secondary channel is denoted as SðnÞ. S′ðnÞ represents the
estimation model of the secondary channel. The weights w
of the adaptive filter are mainly affected by the error signal

eðnÞ and the signal xðnÞ obtained through the filtering of
the secondary channel [14].

The output signal yðnÞ from the controller actually rep-
resents the electrical control signal driving the actuator.
And the secondary channel SðnÞ is modeled with a M step
filter (1):

S = S0, S1,⋯, SM−1½ �: ð1Þ

The signal xsðnÞ filtered by the secondary channel can be
expressed as:

xs nð Þ = 〠
M−1

i=0
Six nð Þ: ð2Þ

The force or displacement signal ysðnÞ used to character-
ize the actual control output may be expressed as:

ys nð Þ = y nð ÞSi: ð3Þ

The error signal eðnÞ can be expressed as:

e nð Þ = d nð Þ − ys nð Þ: ð4Þ

Organize the above formula and form:

e nð Þ = d nð Þ −w nð ÞTxs nð Þ: ð5Þ

As the estimate of the error gradient, the product of eðnÞ
and xsðnÞ participates in the weight updating of the FxLMS
control algorithm. And the following formula is obtained:

w n + 1ð Þ =w nð Þ + 2μxŝ nð Þe nð Þ: ð6Þ

The calculation process of the FxLMS algorithm is
shown in Figure 3.

Excitation
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y (n)
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+
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Figure 2: Structural diagram of the FxLMS adaptive algorithm.
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3.2. Establishment of Vibration Active Control Cooperative
Simulation System of Multilevel Gear Transmission System.
The PID controller is widely used in the industrial field for
its good stability and strong robustness. As a classical control
method, it is still one of the basic applied control methods in
the manufacturing field. PID control mainly includes three
basic parameters: proportion P, integral I, and differential
D. The key to PID control is to adjust the three parameters
of the PID controller, so that the output is optimal and the
control can achieve the desired control effect [15]. In addi-
tion, the stability of the system is mainly affected by control
factor P. The key of control factor I is to be used to adjust
the system steady-state error. And control factor D is used
to control the overall stability of the system and suppress
overshoot. The control unit output can be expressed by:

u tð Þ = Kpe tð Þ + Ki

ðt2
t1

e τð Þdτ + Kd
de tð Þ
dt

, ð7Þ

e tð Þ = x tð Þ − y tð Þ, ð8Þ
where eðtÞ is the error signal, uðtÞ corresponds to the output
of the controller, and Kp, Ki,and Kd correspond to the gains
of P, I, and D, respectively.

3.3. Design of the Adaptive Controller. As for the experimen-
tal research on active vibration suppression of multistage
gear transmission system, the actuator received the instruc-
tion from the controller, and the active vibration suppres-
sion force output real timely controls the transmission
shaft of gear transmission system to suppress the complex
vibration at the engagement frequency, so as to achieve the
purpose of vibration reduction and noise reduction [16].

In the research of active vibration suppression of gear
transmission system, obtaining reference signal plays the
important role of vibration suppression. The current fre-
quency estimation methods include spectrum analysis,
phase-locking technology, and adaptive trap [17, 18]. Adap-
tive trap is a digital filter with active conditioning character-
istics that can actively adjust with the input instruction. A
frequency estimator based on the second order infinite
impact response (IIR) adaptive digital trap filter is designed
by the LMS algorithm. Due to its simple calculation and
strong adaptability, adjusting a single parameter enables fre-
quency estimation. Therefore, it is applied to the acquisition
of the reference signal of the secondary gearbox vibration
active control system, and then, the two engagement base
frequencies are estimated by the vibration acceleration
signal.

Set the sinusoidal reference signal as:

x kð Þ = A cos w0k + θð Þ + v0 kð Þ, k = 1, 2,⋯,Nð Þ, ð9Þ

where A is the amplitude of the reference signal, w is the fre-
quency of the reference signal, θ indicates the signal phase,
and v0ðkÞ is the additive Gaussian white noise.

The transfer function of the adaptive filter is shown in:

H z, að Þ = N z,að Þ
D z,að Þ

= 1 + az−1 + z−2

1 + ρaz−1 + ρ2z−2
, ð10Þ

where ρ represents the polar radius and determines the
width of the notch wave. a = −2 cos ðwÞ is the trap frequency
parameter, in which w is the trap frequency of the trap. In
the process of the frequency estimation, w will gradually
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Figure 3: Computational flow chart of the FxLMS algorithm.
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approach w0, so w can correspond to the estimated fre-
quency of the estimator. The construction of the secondary
trap is shown in Figure 4. From the transmission function,
signals e1ðkÞ and e2ðkÞ can be expressed in the following for-
mulas after signal xðkÞ goes through Nðz, aÞ and Hðz, aÞ:

e1 kð Þ = x kð Þ + ax k−1ð Þ + xk−2, ð11Þ

e2 kð Þ = e1 kð Þ − ρae2 k−1ð Þ − ρ2e2 k−2ð Þ, ð12Þ

e2 kð Þ = e1 kð Þ − ρae2 k−1ð Þ − ρ2e2 k−2ð Þ: ð13Þ
To obtain the best estimated frequency value, the LMS

algorithm is adjusted parameter a and the error function is
set to JaðkÞ = je2ðkÞ j

2. And the updated equation of the trap

coefficient is shown in

a k+1ð Þ = a kð Þ − μ
∂J a kð Þð Þ
∂a kð Þ

= a kð Þ − 2μe2 kð Þs2 kð Þ, ð14Þ

s2 kð Þ =
∂e2 kð Þ
∂a kð Þ

= x k−1ð Þ − ρe2 k−1ð Þ, ð15Þ

where s2ðkÞ is the gradient of the relative coefficient aðkÞ of the
trap output e2ðkÞ.

4. Results Analysis

4.1. Optimization of Piezoelectric Actuator Operation
Position. The results of the tests show that a new model in
order to generate vibration of various transmission gears is
being tested. In other words, the control energy is transmit-
ted through a piezoelectric actuator which acts on the base of
the core to break the vibration. At the same time, the loca-
tion of the piezoelectric activator was examined to find
better control [19].

For four different positions of the piezoelectric actuator,
the PID control and FxLMS control algorithm can excel-
lently reduce the single frequency vibration of the system

at 4 times the engagement base frequency [20]. For position
1, at the target frequency, the vibration can decrease by
about 3 dB by the PID control. By being controlled with
the FxLMS algorithm, the vibration can decrease by about
5 dB. For position 2, the vibration can decrease by about
3 dB by the PID control. By being controlled with the FxLMS
algorithm, the vibration can decrease by about 12.5 dB. Sim-
ilarly, for position 3, the vibration can decrease by about
4 dB by the PID control. By being controlled with the FxLMS
algorithm, the vibration can decrease by about 12 dB. For
position 4, the vibration can decrease by about 7 dB by the
PID control. By being controlled with the FxLMS algorithm,
the vibration can decrease by about 17 dB. Specific compar-
ative analysis of the data is shown in Table 1.

4.2. Acquisition of the Reference Signal of the Adaptive
Controller. In the practical experiment research, it is also a
key link in the controller design with the FxLMS algorithm
as the core to estimate the target signal accurately.

To verify the real-time frequency estimation capability of
the adaptive trap device, the experimental equipment is used
for the experiment tests and analysis. The prime motor
rotation speed is set to 1000 r/min. And the system vibration
signal is measured to obtain the vibration time-frequency
domain signal as shown in Figure 5 [21]. It can be seen that
the actual engagement base frequency of high-speed gear
pair is 310Hz and that of low-speed gear pair is 192Hz.

The second-order IIR adaptive notch device based on the
LMS adaptive algorithm takes the real-time vibration signal
as the input signal to realize the online estimation of the gear
engagement frequency by adjusting the notch frequency and
changes the trap to update the step to improve the estima-
tion speed and accuracy. The two traps are connected in
series to form a cascade adaptive trap group based on the
LMS algorithm, and the vibration acceleration signal of the
secondary gearbox is estimated online to obtain the two
engagement base frequency [22]. According to the experi-
mental test data, the cascade adaptive trap designed in this
paper can accurately and effectively estimate the corre-
sponding engagement frequency of the system, which proves

Table 1: Active vibration control effect at the different moving positions of the piezoelectric actuator.

Position controlling means Position 1 Position 2 Position 3 Position 4

No control -0.85238 dB -1.26729 dB -1.01891 dB -1.66384 dB

PID -3.5055 dB -4.54135 dB -5.2639 dB -8.81372 dB

FxLMS -6.14451 dB -13.7313 dB -13.2571 dB -18.5504 dB

z–1 z–1

z–1z–1

x +

+ +

+

a(k) a(k)

e1 e2

–𝜌

–𝜌2

Figure 4: The structure of second-order IIR trap.
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that the proposed frequency estimator is effective in the
experimental research.

4.3. Analysis of the Experiment Results of Active Vibration
Control of Multistage Gear Transmission System. After
developing control logic in the Simulink program for active
vibration suppression experiments, a new model of active
vibration control of a multistage gear system was developed
and tested [23]. The engine speed is set to n = 2540 r/min,
and the dynamometer load is set to T = 1Nm. Vibration
acceleration signals are obtained from the multispeed gear
system by receiving data, and the signal processing was
indeed shown in Figure 6. Joint frequency and the frequen-
cies of the two forces can be clearly seen. The high-speed
dual-gear combination is 804Hz, and the second to fourth
sequences are 1608Hz, 2412Hz, and 3216Hz. A common
combination of low-frequency gears is 500Hz.

As shown in Figure 6, the vibration of the high-speed
gear pair is the largest of the second-order double coupling,
while the maximum for the lower-speed gear pair is at the

third-order double coupling. Therefore, in this paper, the
frequency of the gearbox vibration signal is calculated by a
two-sequence joint adaptive valve developed by the LMS
algorithm, and the frequency signal is provided by the input
signal of FxLMS adaptive algorithm and the active vibration
control analysis of the corresponding frequency. The bene-
fits of relative vibration control are shown in Figure 6
[24, 25]. The FxLMS adaptive algorithm can handle high-
frequency dual and low-speed dual-gear main frequency
vibrations in high-speed gear transmission. The frequency
of the second phase of the high-speed gear pair is controlled
by FxLMS algorithm, and the vibration reduction is approx-
imately 10 dB. At the frequency of the three gears of the lower
gear, the vibration reduction using the FxLMS algorithm is
approximately 7 dB.

5. Conclusion

In this paper, in order to solve the problem of the complex
and time-change vibration caused by the internal engaging

25

20

15

10

5

Po
w

er
 sp

ec
tr

al
 d

en
sit

y 
(d

B)
0

0 100 200 300

Rate (fHz)

400 500

–5

–10
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excitation in multiphase gear transmission, piezoelectric
actuator has been developed to create an active control force
that makes the structure of the new active vibration sup-
pression of multistage gear system. The FxLMS adaptive
algorithm is designed and active controller used for active
vibration suppression of multistage gear transmission. The
main activities and research conclusions of the paper are
as follows:

(1) Analyze the theory and structure of the FxLMS tran-
sition control algorithm in order to generate the
vibration of multiple gear transmission, and develop
a simulation model for functional vibration control
simulation based as FxLMS algorithm. The simula-
tion results show that the FxLMS algorithm can con-
trol the vibration of the gear and work efficiently

(2) Obtain a virtual model of a multipower transmission
gear developed by ADAMS. After adjusting the
functions, the model was sent to Simulink, and the
integration for strong vibration suppression was
developed using PID and FxLMS algorithms for
integration simulation. The benefits of integrated
integration have confirmed the functionality of the
vibration control model of the new multistage gear.
The dynamic position of the internal piezoelectric
activator is also optimized. In addition, a compari-
son and evaluation of the results of multistage
gearbox vibration control simulation based on two
different control modes of PID and FxLMS algo-
rithms have shown the advantages of control strat-
egy based on FxLMS algorithm
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In order to solve the problem of topic drift and topic enlargement in hybrid recommendation system, a possibility C clustering
algorithm based on fuzzy clustering, namely, IPCM (improved possible clustering method) algorithm, is proposed. This
method improves the initial value sensitivity of PCM algorithm and introduces the user interest model into the initial matrix,
so that the results obtained by the convergence of IPCM algorithm are closer to the recommended topics required by users.
The recommended technology algorithm is also fused by learning from each other to form a fusion recommendation
algorithm. The fusion recommendation algorithm and IPCM algorithm are applied to the result sorting, and the accuracy of
the applied results is compared with that of the traditional PageRank algorithm, so as to judge the accuracy of the algorithm.
The feasibility and superiority of the algorithm are verified by experiments. The experimental results show that IPCM
algorithm can speed up the search for useful information and reduce the search time. Moreover, when the query range is
reduced, the accuracy of the algorithm is higher than that of the traditional algorithm, which can be improved by 10%~30%.
Conclusion. This method can effectively make up for the problems of topic drift and topic enlargement in the recommendation
system, with faster speed and higher accuracy.

1. Introduction

Since the invention of computer, more and more informa-
tion resources have been transmitted to the Internet. With
the rapid development of Internet technology, the Internet
has become the main channel for people to obtain network
information resources. The development of the Internet has
played a huge role in promoting economic and social devel-
opment. At the same time, it has also changed the way peo-
ple used to work and live. Due to the rapid updating of
network technology, the application of network is changing
with each passing day. Every user can use the Internet to
query and publish information, which makes the amount
and variety of information on the Internet huge, which
makes it difficult to retrieve the useful information that
users want to obtain on the Internet. In this case, the search
engine was successfully launched. Relying on its powerful
and convenient search function, it effectively solves the

problem of how to quickly and effectively obtain Internet
information resources [1]. Search engine (web searcher)
refers to a system that collects and downloads information
resources on the Internet using specific search algorithms
and software, stores these information resources after pro-
cessing them, provides resources for users to retrieve, and
finally displays the information resources retrieved by users
through the computer interface. The search engine belongs
to the active search of users. If users’ goals are not clear or
there are no keywords, it is obvious that the search engine
will lose its role. So in order to solve this problem, a hybrid
recommendation system is established on this basis. Hybrid
recommendation system and search engine are comple-
mentary tools, which do not require users to provide key-
words, but provide recommendations for users through
the analysis of users’ historical behavior information. The
recommendation system makes up for the deficiency of
search engine [2].
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The research of fuzzy clustering algorithm is to fuse
the deep learning with the traditional recommendation
algorithm. It can optimize the recommendation algorithm
through the feature fusion of more auxiliary information,
establish a more accurate user interest model, and realize
the personalized recommendation to users.

2. Literature Review

For the research of fuzzy clustering algorithm, Lazarini et al.
proposed TS PageRank algorithm based on topic similarity
model to solve the problem of computational complexity
[3]. Aguilera-Alvarez et al. proposed an improved PageRank
algorithm based on topic feature and time factor. The algo-
rithm combines the retrieval topic, page relevance, and time
compensation to avoid topic drift to a certain extent and
effectively reduce the discrimination against new pages [4].
Park et al. proposed PageRank algorithm (link-based web
page ranking algorithm) to calculate the ranking of web
pages. The algorithm judges the authority of a web page
based on the regression relationship that “a web page linked
by a large number of authoritative web pages must also be an
authoritative web page” [5]. Sheng et al. proposed topic-
sensitive PageRank. The algorithm builds a set of PageRank
vectors by calculating the PageRank vectors of different
topics. When a user queries a topic, the topic-sensitive
PageRank algorithm returns the PageRank score of the rele-
vant topic to sort [6]. Quadros et al. used HPR (Hestenes-
Powell-Rockafellar) multiplier method to solve and estab-
lished a new weighted semisupervised FCM algorithm
(SSFCM-HPR). The “typicality” of a supervised sample
depends on the distance from the cluster center to which it
belongs. In this paper, the ratio of the maximum and the
second largest membership values of the supervised sample
is taken as the weight of the supervised sample. The algo-
rithm not only retains the fuzzy division of FCM algorithm
on the supervised samples, so that it can effectively guide
the clustering process, but also find out whether they are
cross class samples. When the information of supervised
samples especially is wrong, the algorithm can effectively
reduce the impact of noise supervised samples on the overall
classification effect [7].

To solve the above problems, this paper proposes a new
search engine result ranking method based on improved
fuzzy clustering algorithm, namely, IPCM algorithm. In
order to optimize the ranking of retrieval results, this paper
adopts the way of learning from each other to fuse the
traditional recommendation technologies and obtains the
fusion recommendation algorithm. The IPCM algorithm
and the fusion recommendation algorithm are combined
and applied to the ranking of search engine results. Com-
pared with PageRank algorithm, IPCM algorithm improves
the initial matrix of PageRank algorithm. At the same time,
the algorithm clusters the web pages through the objective
function of IPCM algorithm and gathers the web pages
with the same topic, which proves the effectiveness of this
method to avoid the phenomenon of topic drift and
improve the accuracy of retrieval.

3. Research Methods

3.1. Basic Theory of Recommendation System. Recommenda-
tion system is an important means to solve the problem of
information overload. On the one hand, it helps users find
their favorite items in a small range, and on the other hand,
it recommends items to users who need them. Recommen-
dation system and search engine are two different technolo-
gies. The former is the development of the latter, and the two
are a pair of complementary tools. The working process of
the recommendation system is similar to the decision-
making process when we face many choices. Taking watch-
ing movies as an example, we usually make the final choice
in the following ways [8].

(1) Ask for help. Consult with people you know and get
recommendations from others or ask questions on
the forum

(2) We may find all the movies according to our favorite
actors or directors, and then select them

(3) Search the ranking list on the Internet and choose to
watch the most popular movies recently. The recom-
mendation system simulates the recommendation
process of human society, takes the information of
users/items as the input, carries out comprehensive
analysis and processing, and then recommends the
output results to the target users, thus establishing
the relationship between users and items [9]. The
online recommendation platform can predict the
future behavior of users by analyzing and learning
the historical behavior of users, save time for users,
and improve user satisfaction and user dependency.
There are different connotations in the application
of recommendation systems in different fields, and
it is difficult to unify the definitions. Recommenda-
tion systems mainly work between items and users.
When users use the recommendation system, their
user information includes user behavior, interest,
preference, access, location, and other records of
the recommended system. The recommendation
system builds a similarity model by extracting the
characteristics of users or items and selects the items
with the highest similarity to recommend to users
through the combination of the two

The focus of the recommendation system is the recom-
mendation algorithm. Different recommendation systems
have different recommendation algorithms because differ-
ent recommendation systems have different requirements.
Recommendation algorithm is the decisive factor for the
quality of recommendation system [10]. For users, the rec-
ommendation system can quickly find the items they
want. For items, it is to recommend themselves to users
who are looking for such items. Different recommendation
systems use different methods, but in essence, they con-
nect users and items in a certain way. Therefore, the gen-
eral working mode of the recommendation system can be
summarized as shown in Figure 1.
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3.2. Traditional PageRank Algorithm. PageRank algorithm
determines its authority based on the citation of documents.
A document is often cited by other documents, indicating
that this document has high authority. The more citations,
the higher the authority. Link the structural characteristics
of URLs in web pages with the characteristics of references,
and draw on the idea of references to the importance of
web pages [11]. That is, the pages are assigned a value (PR
value) according to the mutual links between the pages, so
as to sort the search results.

The core idea of PageRank algorithm is to determine
the importance of web pages based on the regression rela-
tionship that “the web pages linked from a large number of
important web pages must also be important web pages.”
The regression relationship of this important web page of
PageRank algorithm is based on two important founda-
tions [12].

(1) If a web page is linked by multiple other web pages,
the web page may be an important web page; If a
web page is linked by an important web page even
though it is not linked by other web pages, it is more
likely that the web page is an important web page.
This means that the importance of a single web page
is allocated by the web page it links to. This impor-
tant web page is the authoritative web page [13]

(2) If a user randomly grabs a web page from the web
page collection for access and can only view the
URL in the web page forward but not back, the prob-
ability of viewing the next web page is the PR value,
as shown in Figure 2

PageRank algorithm evaluates the PR value of web pages
by defining the following two criteria:

(1) The more URLs a page is linked to, the more critical
the page is and the higher the PR value

(2) The more critical a page is, the more critical the page
is linked to, and the higher the PR value. For the PR
value, the higher the PR value, the higher the sorting.
These two criteria are to use the network link struc-
ture to evaluate the value of a web page. For example,
a URL in web page A is linked by web page B, indi-

cating that web page A thinks that web page B has
the meaning of linking, so web page B may be a
key web page. Then, the PR value of web page B is
determined according to the number of URLs linked
to web page B and the importance of the corre-
sponding web page. If page A has a high PR value,
then page B will also have a certain PR value. In
other words, the PR value owned by page A will be
evenly distributed by the page it points to. The calcu-
lation formula is shown in

PR Að Þ = 1 − dð Þ + d
PR T1ð Þ
C T1ð Þ +⋯+PR Tnð Þ

C Tnð Þ
� �

, ð1Þ

where PRðAÞ represents the PR value of web page A,
d ∈ ð0, 1Þ; generally, the value of d is 0.85, T1,⋯, Tn is
the other web pages linked to web page A, PRðTnÞ repre-
sents the PR value of web page Tn itself, and CðTnÞ repre-
sents the number of URLs linked to other web pages by
web page Tn

3.3. Fusion Recommendation Algorithm. Content-based rec-
ommendation is classified according to the feature attributes

Items Item data
preprocessing

Data feature
representation

Items model

�e user User data
preprocessing

Data feature
representation

User model

Recommendation
algorithm

List of items

Figure 1: General working mode of recommendation system.
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contained in the project itself [14]. If the items recom-
mended by the system are in the form of text, the text vocab-
ulary will be recommended as the characteristic attribute of
the item, so as to recommend to user pages similar to those
that have been viewed. This feature can classify the web con-
tent of search engine search results, which is a further divi-
sion of search results. Moreover, only resources similar to
user interests can be mined, but no fresh interest resources
can be mined [15].

User-based collaborative filtering recommendation is the
earliest and most efficient recommendation algorithm used
in various fields [16]. The algorithm is based on the reality
that each user has a user group with similar hobbies and
behaviors, and the items loved by these similar users can
be used as the basis for the user’s item recommendation.
Therefore, this algorithm is also called the nearest neighbor
algorithm. The recommended user is the target user, and
the neighbor user has similar hobbies or behaviors with the
target user. The most critical step of the algorithm is to find
neighbor users, which is conducive to mining users’ poten-
tial interests. This feature is conducive to the evaluation of
search engine search result pages, thus adding a weight to
the ranking of search engine results [17].

This paper makes use of the feature that content-based
recommendation algorithm classifies items according to
their feature attributes and combines with the feature that
user-based collaborative filtering recommendation algo-
rithm is good at mining potential user interests to form a
fusion recommendation algorithm. Then, it is combined
with IPCM algorithm and applied to search engine result
sorting. The fusion recommendation algorithm also makes
up for the defect that the content-based recommendation
algorithm can not mine fresh resources [18].

The steps of merging the recommended algorithm are as
follows.

Let R be a matrix of n ×m, where n represents the num-
ber of users and m represents the number of items. In the R
matrix, if the i-th user has user feedback on the j-th item,
Ri,j represents the score of user feedback; otherwise, it is 0.
Set U to represent the collection of items browsed by the
target user.

(1) User items are classified according to the characteris-
tic attributes contained in n user items a

(2) For a project classification, k users with the highest
similarity with the target users are found. Generally,
each user is an m-dimensional space vector, and
then, the similarity of the two vectors is taken as
the similarity of the users. That is, the user set of a
× k users most similar to the target user is found

(3) Use the user set calculated in (2) to calculate the item
set C with high evaluation

(4) Remove the items browsed by the target user in item
set C, assign C −U to C, and then select N items
with the highest evaluation from C. The flowchart
of the fused recommendation algorithm is shown
in Figure 3

3.4. Structure of IPCM Algorithm. IPCM algorithm is pro-
posed to solve the problem that PCM algorithm is sensitive
to initial matrix [19]. The algorithm is very important to
the selection of initial matrix. Different selection of initial
matrix will lead to different partition and different local opti-
mal values; that is, the results after the objective function of
IPCM algorithm converges are different. Choosing a reason-
able initial matrix is helpful for good partition results. Oth-
erwise, choosing noise points or outliers as the initial
matrix will greatly reduce the clustering accuracy.

The algorithm starts with the selection of the initial
matrix [20]. Here, because the IPCM algorithm is applied
to the sorting of search engine results, the interests and
hobbies of users browsing the web are collected first, and
the collected interests and hobbies of users are formed into
a user interest model through a mathematical model. After
the model is established, the initial classification matrix can
be formed [21]. When users input keywords (topics) to col-
lect web pages, the social distance between web pages is cal-
culated through the link relationship between web pages.

Start

User resource matrix

Fusion algorithm
processing

Categorize users with a content-based
recommendation algorithm a

Classify a item and calculate the k
users most similar to the target user.

Found the user set of users
most similar to the target user

Calculate the item set C that
they have higher evaluation

Remove the items browsed by the target user
in the item set C, that is, assign C-U to C

Pick the N highest rated items
from C

End

Figure 3: Flow chart of fusion recommendation algorithm.
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The smaller the social distance, the greater the similarity
between web pages. On the contrary, the similarity between
web pages is smaller. Calculate the social distance and initial
matrix with the IPCM clustering objective function to see
whether the objective function converges. If not, update
the clustering center and classification matrix of the IPCM
algorithm. If it is convergent, the convergent web page clus-
tering is obtained directly. When updating the cluster center,
the classification matrix is unchanged. Similarly, when
updating the classification matrix, the cluster center is
unchanged [22]. The flow chart of IPCM algorithm is shown
in Figure 4.

3.5. Algorithm Description and Process. The IPCM algorithm
and fusion recommendation algorithm proposed in this
paper are applied to the sorting of search engine results.
The specific steps are as follows:

(1) Input the keyword (topic) that the user needs to
search, collect the web page set of the topic, and cal-
culate the social distance dij between the web pages
by establishing the connection graph between the
web pages and the random walk method

(2) Acquire users’ interests and hobbies and establish a
model, which is used as the initial matrix of IPCM
clustering algorithm

(3) Determine the selection of various parameters in
IPCM clustering algorithm, including initial classifi-
cation matrix U0, weighted index m, clustering cen-
ter V0, iteration times c, iteration stop threshold ε,
and average “width” ηi of category Vi, and the value
of ηi is

ηi =
∑N

j=1umij d2ij
∑N

j=1u
m
ij

ð2Þ

(4) If the objective function of IPCM clustering algo-
rithm does not converge to the minimum value, the
classification matrix U must be updated. When U is
updated, the clustering center V remains unchanged.

Start

Enter a keyword
(topic)

Social distance

Objective
function

minimization

User's web browsing
interests

User interest model

Initial classification
matrix

�e classification matrix is unchanged,
and the cluster center is updated

�e cluster center is unchanged, and
the classification matrix is updated

End

PMC clustering
criterion function

Figure 4: Flow chart of IPCM algorithm.
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Thus, the probability that point Xj belongs to class
Vi is obtained by using

uij =
1

1 + d2ij/ηi
� �1/ m−1ð Þ ð3Þ

(5) Update cluster center V . When V is updated, the
classification matrix U remains unchanged. The
cluster center has a high probability of being classi-
fied into a certain category and a low distance from
the members of the category. The cluster center
passes the following:

vi =
∑n

k=1u
m
ikxk

∑n
k=1u

m
ik

ð4Þ

(6) Reestimate the value of ηi and repeat (4) and (5)

(7) Decision threshold: according to the stop threshold,
if kV ðl+1Þ −Vlk≤ε, the iteration will be stopped

(8) According to the clustering matrix after the conver-
gence of the objective function, the probability of
web pages belonging to the network community is
determined

(9) According to the initial set of web pages collected in
(1), use the feature attributes contained in the web
pages to classify the web pages a

(10) Classify a web page and calculate the k web pages
that are most similar to the query keywords, and
then calculate the similarity of the web pages. That
is, we found the page set of a × k pages that are
most similar to the query keywords

(11) Use the web page set calculated in (10) to calculate
the web page set C with high evaluation

(12) Remove the web pages browsed by the user in the
web page set C; that is, assign C −U to C, and then
select N web pages with the highest evaluation from
C

4. Result Analysis

Select 50000 web pages crawled by the web crawler as the
search database. In the experiment, five keywords in differ-
ent fields were selected to search. For the retrieved results
of each keyword, select the first 100 records, conduct a pre-
cision analysis for each 10 records, and finally calculate the
average value of precision, as shown in Figure 5. It should
be noted that although the value calculated by PageRank
is independent of the query conditions, only the pages with
query keywords in the page set are extracted for compari-
son with the page sorting of IPCM algorithm, as shown
in Figure 5.

Use PageRank algorithm to search the keywords in the
above five different fields, find the average of their precision,
and compare them with the results in Figure 5, as shown in
Figure 6.

As can be seen from Figure 5, the precision is related to
the keywords entered by the user, and the precision of each
keyword is different in different search results. For the five
keywords in different fields, the accuracy of the top 10
records in the search results is more than 0.6, indicating that
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Figure 5: Result distribution.
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the IPCM algorithm and the fusion recommendation algo-
rithm can well divide the web pages into network communi-
ties according to the same topics and evaluate the web pages.
Thus, the web pages with high similarity to the query key-
words are ranked in the front of the search results, which
speeds up the speed for users to find useful information in
the search results and reduces the user’s query time. There
are also some special cases in the figure, such as the keyword
“WTO.” The reason for this phenomenon is that the key-
word “world trade” was a hot topic earlier, and users now
talk about this topic less often. This shows that the more
recent the hot topics, the more consistent the retrieved
results will be with the topics queried by users.

It can be seen from Figure 6 that the accuracy of IPCM
and fusion recommendation algorithm is higher than that
of PageRank algorithm. When the range of search results is
smaller, the precision of IPCM and fusion recommendation
algorithm is better than PageRank algorithm, and the greater
the precision difference between them. When the range of
search results is larger, the effect of IPCM and fusion recom-
mendation algorithm is similar to that of PageRank algo-
rithm, and the accuracy difference between them is very
small, which is basically the same. The accuracy of IPCM
clustering algorithm is improved by 10%~30%, which indi-
cates that the web pages that rank higher in the search
results have higher similarity with the keywords to be que-
ried than that of PageRank algorithm.

5. Conclusion

This paper presents a possibility C clustering algorithm
based on fuzzy clustering, namely, IPCM algorithm. This
experiment verifies the feasibility and superiority of the algo-
rithm. IPCM algorithm will speed up the search for useful
information and reduce the search time in the experiment.
Moreover, when the query range is reduced, the accuracy

of the algorithm is higher than that of the traditional algo-
rithm. Therefore, in the actual application process, this
method can effectively make up for the problems of topic
drift and topic enlargement in the recommendation system,
with faster speed and higher accuracy.
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In order to solve the application of 3D virtual reality technology in the practical development of scenic spot navigation system, this
paper proposes a scenic spot navigation system based on multimedia technology and component geographic information system
(ComGIS). The system takes Visual Basic 6.0, MapObjectst2.4, and GeoLOD 4.0 as the development platform and develops the
tourism navigation system based on component GIS and multimedia technology, which manages nonspatial data with access
2003. The results are as follows: the path length designed by the system in this paper and the three compared navigation apps
is 1.56 km, respectively. Although the path designed in this paper is not the shortest, the number of scenic spots passed by this
path is up to 6; The accuracy of the navigation system designed in this paper is 97.2%, about 5% higher than that of similar
navigation APPs; 55.2% of users felt that the navigation system designed in this paper was excellent. The results show that the
system can basically meet the needs of tourists, hoping to promote the information construction of tourism.

1. Introduction

Tourism is an industry that provides tourists with a variety of
services. With the in-depth development of tourism and the
progress of computer information processing technology,
tourism demand is gradually showing a trend of diversifica-
tion and personalization [1]. The special requirements for
the intuitiveness, vividness, and service of tourism informa-
tion data are gradually improving. In the past, the tourism
information obtained through traditional maps and other
methods is too single, which not only can not meet the
requirements of tourists for the intuitiveness, vividness, and
richness of tourism information data, but also lacks the spatial
analysis and application of geographic information [2].

Therefore, it is very necessary to explore new ways of
tourism information acquisition and transmission. As an
industry with strong spatial dependence, the distribution
of tourism resources, tourism facilities, and even tourists
themselves have important information related to geospa-
tial location. The tourism navigation system should have
the ability to effectively manage spatial data, spatial ele-

ment attributes, and multimedia data so that tourists can
easily realize the retrieval and query of three kinds of
information [3].

The gradual development andmaturity of GIS, multimedia,
and other related technologies provide theoretical and technical
basis and guarantee for the development of tourism navigation
system [4]. To develop tourism and realize the successful leap
from a large tourism country to a powerful tourism country,
we must promote the healthy and rapid development of tour-
ism with advanced information technology, scientific manage-
ment means, and new expansion ideas [5].

Although the tourism industry has shown a good devel-
opment momentum in recent years, and its position in the
national economy is constantly improving, the tourism
industry in this region started late, the overall strength is
weak, the advantages of tourism fist products are not obvi-
ous, and its own management system and various relevant
supporting facilities need to be improved. Once the scientific
planning guidance and development, product integration,
relevant industrial facilities, and regional integration are
completed, and the level of tourism information technology
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is improved, the tourism industry is expected to become a
new growth point of the national economy and promote
the rapid development of the whole local economy.

2. Literature Review

With the gradual development of GIS, computer, and other
related technologies, especially the promotion of geographic
information system (GIS), high and new technologies have
been widely promoted and applied in tourism development,
tourism management, tourism marketing, tourism transpor-
tation, and tourism services, which has greatly improved the
economic benefits, work efficiency, and service quality of
tourism and provided a reliable guarantee for the establish-
ment of tourism service system. In the construction of tour-
ism informatization abroad, Denmark, the Netherlands, and
other countries have implemented relatively early, among
which the more famous ones are Austria Rohr information
system and Switzerland appenzer information system. The
tourism information system in this period is composed of
detailed information databases of tourism resources, tourism
facilities, and geographical environment, but there are differ-
ences in data organization structure, data coding, informa-
tion content, information source, and technical level.

At present, many countries have established information
systems based on different information technologies. Tour-
ism service information systems for different users and some
different information systems have been networked to real-
ize the sharing of tourism resource information [6].

After years of development, great progress has been
made in the research of tourism GIS abroad, and GIS tech-
nology is combined with encounter technology and GPS
(global positioning system) technology. The integration of
multidisciplinary and multiprofessional knowledge such as
communication technology has greatly promoted the devel-
opment of tourism industry. The rapid development of
modern tourism puts forward higher requirements for tour-
ism information technology. The interactive relationship
between information technology and tourism industry has
also become a hot spot of great concern to foreign scholars.
Many relevant studies have appeared in some academic
journals [7]. Khatib and others discussed the application of
information technology in various tourism industries [8].
Yang and others further discussed the strategic position of
information technology in tourism [9]. Kozorez and others
discussed the application of information technology in tour-
ism from the analysis of tourism distribution channels [10].

In China, the research of tourism information system
started relatively late, which began in the early 1980s. In
order to adapt to the new situation, China’s tourism industry
has accelerated the application research of GIS and other
technologies in tourism information system from two
aspects of theory and practice and has made some achieve-
ments. Zhao and others research on MapX based tourism
information system [11]. Vlacic and others research on the
design and implementation of tourism geographic informa-
tion system [12]. Wang and others studied the tourism sce-
nic spot information system based on GIS [13]. China has
initially established a set of “microcomputer national tour-

ism resources information system.” Based on the completion
of the comprehensive survey of national tourism resources,
the system systematically classifies the resources, adopts
the method of systematic analysis, and establishes a tourism
resource information system composed of geographic infor-
mation basic database, tourism resource database, tourism
service database, tourist statistics database, and database,
which provide a foundation for the computerization, data
sharing, and exchange of tourism resource information
management. However, these studies are still very imperfect.
The information construction of China’s tourism industry is
still in the primary stage. In many aspects of relevant techni-
cal research, it is in the initial and exploratory stage. The rel-
evant technical theory is not mature enough, and the
research on information collection, processing, and analysis
technology is still very weak. Many originally designed func-
tions and schemes cannot be well applied in practice due to
various reasons. There are still many problems in the devel-
opment and application of the system.

Based on this, this paper studies the application and
research status of tourism navigation system at home and
abroad and expounds the advantages of component GIS
technology and multimedia technology in tourism naviga-
tion system. This paper introduces GIS and component
technology, multimedia technology, spatial data, shortest
path algorithm, and other technologies and basic theories
related to system development. It sets the system develop-
ment objectives and analyzes the user needs, feasibility,
and data sources of the system. This paper determines the
technical route, development method, and implementation
environment of the system: The functional module and
database of the tourism navigation system are designed.

3. Research Methods

3.1. 3D GIS. Component technology has gradually become
the industry standard, which is easy to use, so that nonpro-
fessional ordinary users can also develop and integrate GIS
application system and promote the popularization of GIS.
The emergence of component GIS makes GIS not only a
professional analysis tool for experts, but also a visual tool
for ordinary users to manage geographic related data. The
browser of GIS data is much larger than its user and owner
(or producer). The three are star pyramid shaped. As shown
in Figure 1, ComGIS enables the user and browser of GIS
data at the bottom of the pyramid to analyze, browse, and
publish the data easily [14].

As we all know, in the decades of development of two-
dimensional GIS technology, with the rapid development
of computer software and hardware and relational database,
two-dimensional GIS technology has become more and
more perfect and has incomparable advantages in the analy-
sis function of geographic information.

Three-dimensional GIS is a computer system that
inputs, stores, edits, queries, spatially analyzes, and simulates
geographic information objects with three-dimensional geo-
graphic reference coordinates on the basis of two-
dimensional GIS. The biggest advantage of 3D GIS is that
it can truly reproduce the geographic information in the real
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environment, such as terrain and landform. Using 3D GIS
technology, DEM and texture data can realize the generation
function of realistic terrain and landform and real-time
roaming function. For some functions that can only be real-
ized by 3D GIS technology, they must also be realized by 3D
GIS technology. For example, in order to more intuitively
understand the results of spatial query and analysis and
improve the level of spatial analysis, it is necessary to restore
the 3D spatial relationship and carry out perspective dis-
play [15].

Combining two-dimensional GIS and three-dimensional
GIS, two-dimensional GIS and three-dimensional GIS oper-
ate alternately, rather than a single one. Giving full play to
the advantages of both is an economic and practical idea,
which is the purpose of this study [16].

3.2. System Development Mode. According to its content and
function, geographic information system can be divided into
two basic types: tool geographic information system and
application geographic information system. Tool GIS is a
general GIS, that is, GIS tool software package. It has the
general functions and characteristics of GIS, such as Arcinfo,
MapInfo, MAPGIS, and GEOSTAR. It provides users with a
general GIS operation platform or development tool. This
kind of GIS generally has no geospatial entity. Users carry
out further design and secondary development based on it
according to their own needs and certain application pur-
poses, so as to solve practical application problems. The
applied geographic information system is a geographic
information system designed according to the needs of users
to solve one or more kinds of practical problems, including
thematic geographic information system and regional inte-
grated geographic information system [17].

With the expansion of GIS application field, the develop-
ment of application-oriented GIS is becoming more and
more important. How to develop an economic, practical,
and needed application-oriented GIS system is a very
concerned problem for GIS developers. There are three
modes: independent development mode, host secondary
development mode, and secondary development mode
based on GIS.

To sum up, the independent development is too difficult.
The host secondary development is limited by the script lan-
guage provided by the GIS platform, and the GIS component
development mode combines the advantages of the compo-
nent development mode of GIS platform software and visual
development platform and has become the mainstream
direction of GIS application development.

3.3. Technical Route of the System. The system adopts the
technology of taking Visual Basic 6.0 as the front-end
development tool and integrating MapObjcts and realizes
the application of the system by using the access of Visual
Basic 6.0 to the database, the support of SQL (structured
query language), and the support of Geo-dataset of map
objects to the integrated development environment and
SQL. The overall architecture of the system is shown in
Figure 2.

3.4. System Database. Data organization and management is
the basic core of system construction, the data basis for the
realization of various functions of the system, and the key
factor for the success of system construction [18], which
directly affects the practicability and efficiency of the system.
In this tourism navigation system, the design of system data-
base includes the design of spatial database, attribute data-
base, and multimedia database. The design and
establishment of database is a very important and arduous
task in the construction of tourism navigation system. In
the organization and management of system database, how
to organize, store, and manage all kinds of data according
to a certain structure in order to improve the efficiency of
system information query and processing is the key of sys-
tem database design. In this system, the GIS data manage-
ment method of mixed management mode of file and
database system is adopted, that is, the entity vector data
structure is used to express the spatial entity data, the spatial
entity (graphics) data is managed by the serialized file, and
the attribute data adopts the relational database to connect
the data to associate the graphics and attribute data. The
data flow chart of tourism navigation system based on com-
ponent GIS and multimedia technology is shown in Figure 3.

The spatial database is mainly used to store the spatial
graphic data of the salt pond. MapObjects uses the concept
of map layer. Each map layer is composed of geographical
objects of the same nature, and a layer as a theme corre-
sponds to a layer entity table. Each layer is represented by
specific symbols and corresponds to different data sources.
A map layer corresponds to a DBF database, and several
map layers are superimposed to form a complete map [19].

Attribute data is an important feature of GIS, which is
mainly used to describe the characteristics of spatial entities,
such as the name, category, quality, and quantity of entities.
Attribute data itself belongs to nonspatial data, but it is an
important data component in spatial data. Attribute data is
also called statistical data or thematic data. The attribute
database of this system mainly includes attribute data of
tourism resources, tourism services, and tourism facilities
[20, 21].

Producer (Owner)

User

Visitors

Modeling

Drafting

ComGIS

Traditional GIS

WebGIS

Analysis

Release

Figure 1: Comparison of GIS users.
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Multimedia data is a kind of special thematic data; what
methods should be adopted to organize and manage multi-
media data effectively and how to combine it with attribute
database are very important links. Establishing effective
association between spatial databases is the key to the appli-
cation of multimedia technology in GIS. The multimedia
data in the tourism navigation system is mainly used for
information query, so as to increase the expressiveness of
the most scenic spots, more vividly and intuitively reflect
the content of scenic spots, and strengthen the publicity of
tourism industry. Multimedia data need not be stored
directly in spatial database.

Spatial database, attribute database, and multimedia
database are independent of each other, but in the process
of use, spatial data and nonspatial data are inseparable,
and their association must be realized [22]. When designing
the data structure, the method of adding public key fields is
adopted, that is, each spatial entity in the spatial database
has a unique identification number, and there is also an
attribute corresponding to the identification number in the
relational data table structure. The two correspond with
the public key ID and finally realize the two-way query
and retrieval of graphic data and attribute data [23].

4. Result Analysis

4.1. Route Avoidance of Navigation System. In order to test
the performance of the navigation system designed in this

paper, this paper uses several similar products to compare
with this system. For the same starting point and end point,
the optimal route design is carried out, and the results are
shown in Figure 4.

As shown in Figure 4, the designed path lengths of the
system in this paper and the three compared navigation apps
are 1.56 km, 1.33 km, 1.74 km, and 1.22 km, respectively.
Although the path designed in this paper is not the shortest,
the number of scenic spots passed by this path is 6, which is
the largest among the comparison systems, proving the
superiority of the navigation system designed in this paper
[24, 25].

4.2. Accuracy of Navigation System. This paper also uses sev-
eral similar products to compare with this system. For the
same starting point and ending point, route design and
check the accuracy of navigation. The results are shown in
Figure 5.

As shown in Figure 5, the accuracy of the navigation sys-
tem designed in this paper is 97.2%, and the accuracy of sim-
ilar comparison navigation apps are 92.6%, 86.7%, and
85.2%, respectively.

4.3. Overall Evaluation of Navigation System. The navigation
system designed in this paper is given to the experimenters
for trial. The navigation system is scored from five aspects:
interface simplicity (J), operation convenience (C), naviga-
tion accuracy (D), three-dimensional scene authenticity
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data and other

data 

Investigation
and analysis 

Attraction
multimedia
materials,

statistics, text
materials,
references 

Data and data
collection 

Overall system
design 

System functional
structure 

System database

System
management

module 

2D
Navigation

module 

Multimedia
information

retrieval
model 

Spatial
data 

Attribute
data 

Multimedia
data

System integration

3D
Navigation

module 

Figure 2: Overall system architecture.
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(S), and use feeling (G). After collecting the data, the overall
score (T) is obtained. The calculation formula is as follows:

T = J ∗ 0:15 + C ∗ 0:1 +D ∗ 0:3 + S ∗ 0:25 +G ∗ 0:2ð Þ ∗ 100%: ð1Þ

A score of 85-100 is excellent, 70-85 is good, 55-70 is
average, and less than 55 is poor. The results are shown in
Figure 6.

As shown in Figure 6, 55.2% of users felt that the naviga-
tion system designed in this paper was excellent, 28.4% felt
good, 12% felt average, and 4.4% felt poor.
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Figure 3: System database flow chart.
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5. Conclusion

With the continuous improvement of people’s material and
cultural living standards, returning to nature has increas-
ingly become an ideal, and tourism is facing new develop-
ment opportunities. For the development of tourism,
unique tourism resources are very important, but tourism
publicity and related high-quality services are also one of
the essential conditions.

With the popularization and application of multimedia
technology and GIS technology, the perfect combination of
multimedia technology and GIS is applied to tourism, which
opens up a new way for the development of tourism naviga-
tion system and has become a new research hot spot in tour-
ism. It overcomes the defects of the traditional tourism
navigation system, such as the lack of visual and intuitive
expression ability of query results.

The results are as follows: Through in-depth investiga-
tion and analysis, serious damage and exploration, and
feasibility study, overall system design, database design,
program compilation and debugging, a tourism navigation
system based on component GIS and multimedia technol-
ogy is established. The system function is basically real-
ized, and the interface is friendly and concise. Users who
know a little about basic computer knowledge can operate
the system.
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The data used to support the findings of this study are avail-
able from the corresponding author upon request.
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In order to solve the defects of traditional text classification in digital library, the author proposes a method based on deep learning
in the field of big data and artificial intelligence, which is applied to the digital library information integration system. On the basis
of systematically sorting out the traditional text classification of digital library of this method, this paper proposes a digital library
text classification model based on deep learning and uses the word vector method to represent text features, the convolutional
neural network in the deep learning model is used to extract the essential features of text information, and experimental
verification is carried out. Experimental results show that deep learning-based text classification model can effectively improve
the accuracy (average 94.8%) and recall (average 94.5%) of text classification in digital libraries; compared with the traditional
text classification method, the text classification method based on deep learning improves the average F1 value by about 11.6%.
Conclusion. This method can not only improve the intelligence of the internal business of the digital library, but also improve
the efficiency and quality of the information service of the digital library.

1. Introduction

With the rapid and organic integration of computer, net-
work technology, communication technology, and other
technologies, digital information has been widely used in
the human environment. Digital and other forms of infor-
mation have a life cycle and play a role in that life cycle
[1]. Its life cycle includes production, storage, analysis, dis-
tribution, change, innovation, and reproduction. The digital
library has rich digital information resources, such as e-
books, images, audio and video materials, CD-ROMs, and
other media. It has a technology platform that can provide
advanced simple and fast information services such as intel-
ligent messaging, data transfer, and mobile services.

The emergence of the digital library is inseparable from
the popularization of the Internet. The digital library is the
crystallization of human wisdom. It has changed the way
people obtain information. Make it easier and more colorful
for people to acquire knowledge. The digital library is not
only a new development in science, but also a new branch
of public electronics [2]. Computer technology, network
storage technology, communication technology, and many

other technologies have developed rapidly in the past ten
years. Their development and expansion have expanded a
lot of digital information, and now people are moving
around digital information. In fact, due to the widespread
use of digital information, the way people receive informa-
tion has changed dramatically, and people no longer want
to receive information through text, but transmit electronic
data through the Internet [3]. Due to the huge amount of
Internet data, how to obtain more, better, more accurate,
timely, and useful information from it has become a prob-
lem that people care about.

2. Literature Review

Wang, J. et al. discussed the application prospects of expert
systems in libraries [4]. Shi, M. et al. describe how a
knowledge-based librarian system, UMLS, can be used to
search the MEDLINE bibliographic database [5]. ∗Wu, Y.
et al.’s research on AI technology in digital libraries, specifi-
cally discussed how to use Daubechy wavelet transform for
image indexing; An extension of the Stone Li algorithm for
handling occlusions in images; Fault-tolerant structure
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extraction strategies for semistructured text documents, etc.
[6]. According to Kim, Y. et al., the structure of each depart-
ment responsible for data retrieval in the digital library is
described. Ontology is used to present problems, avoid
ambiguous information as much as possible, and also use
ontology to identify relevant information [7]. The formation
of these agents is based on the Gaia method. According to
Wang, D. et al., some applications of fuzzy light theory in
retrieving data are reported, as well as final research in the
field [8]. Lu, L. et al. show how to better answer example
questions posed using static electronics such as blinking
and gazing [9]. Yus, Y. et al. explore the development and
use of international conferences while focusing on the avail-
ability of Canadian libraries [10].

At present, for the in-depth research of library data ser-
vice users, data recovery, and intelligent question answering
robot, there are also some researches on intelligent research
of digital library business information distribution. At the
same time, some scholars from many countries discussed
the application of in-depth research in the field of psychol-
ogy, but most of them focus on using deep learning for entity
extraction, information extraction, cross-language retrieval,
and sentiment analysis; however, there are few related
researches on the application of deep learning in library text
classification, automatic summarization, and topic
extraction.

This paper summarizes the traditional text classification
methods from two aspects: text feature representation and
text feature selection. He researches and writes about text
distribution patterns. Traditional text categories do not have
high-dimensional sparse data or semantics, so text classifica-
tion is recommended. The library model first converts the
data files in the digital library, and then uses the word vector
method to represent the text as two-dimensional network
data, which can solve the traditional text representation
method. Latitude problem, sparse data, no semantics, with
word vector as the concept, in-depth study of recurrent neu-
ral network model. Through the special design of the convo-
lutional neural network, the basic feature is that it can delete
the text and finally complete the text to achieve the purpose
of improving the text quality of the digital library.

3. Research Methods

3.1. Overview of Traditional Text Classification. Text classifi-
cation in digital library refers to the classification of text
according to the subject, content, or attribute of text infor-
mation under the premise of a given classification standard
and the process of classifying massive text information
resources into single or multiple categories. As an important
basis for information management and organization in dig-
ital libraries, text classification can help users find and locate
the required information quickly and accurately, and it is a
very effective method to manage textual information
resources with huge amount of data [11].

The text classification process in a traditional digital
library includes four parts, namely, text preprocessing, fea-
ture representation, feature selection, and classifier, of which
the most important are text feature representation and text

feature selection, which play a decisive role in the results of
text classification [12]. The main process of text classifica-
tion is shown in Figure 1.

3.1.1. Text Feature Representation. Special representation is
the basis of text distribution in digital library and an impor-
tant function of information organization and management
in digital library, and a good text feature representation plays
a decisive role in the performance of text classification tasks
in digital libraries. Currently, scientists have proposed a vari-
ety of esthetic models: Boolean models, probabilistic models,
vector space models, and various hybrid models [13].
Among them, vector space modeling has been widely used
in recent years and is one of the most effective methods to
describe text features.

The vector space model is a text feature representation
method based on statistical theory, this representation
method is simple and direct, compared with other models,
the text feature representation method of the vector space
model is also more standardized, and the use effect is also
ideal. Therefore, the vector space model has always been
the focus of scholars. Although the vector space model can
reduce the complexity of text processing and improve pro-
cessing efficiency to a certain extent, however, it leads to
the high dimensionality of text feature vectors and the con-
sequent data sparse phenomenon. In response to this prob-
lem, the first thing is to find a method that can reduce the
dimension of text features without affecting the effect of text
classification, and this is the dimensionality reduction pro-
cess that people need to perform before classifying.

3.1.2. Text Feature Selection. Reducing the dimension of text
functions is a key factor affecting the accuracy and efficiency
of text classification in digital libraries. Currently, there are
two main ways to reduce script size: select specific and
remove features. Feature selection is the basis for ignoring
the first feature. From the initial text settings, select some
features that best represent the text content and then reduce
the size of the text features. Improve the accuracy and effi-
ciency of text distribution in digital libraries. The most com-
mon options include data frequency, chi-square statistics,
and data gain [14].

Compared to optional features, feature extraction takes a
more efficient way, shifting the importance of the text source
from the art to creating a new feature source of shorter
length, longer duration, and more freedom to improve the
text and dimensionality reduction. However, since the sub-
tractive features are very close to identifying semantic scripts
and the technology involved in this is immature, the impact
size is not good. Compared with feature extraction methods,
script features for selection feature selection are a subset of
the original source features and have the advantages of
semantic context, easy understanding, simple structure,
and ease of use. Therefore, it has attracted the attention of
many scientists and has become an important means of
reducing the size.

3.2. Text Classification Based on Deep Learning. After ana-
lyzing the characteristics of traditional text classification
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lem of digital library text classification in the big data envi-
ronment, there are many difficult problems to solve. In the
process of feature extraction, manual participation is
required, and it will affect the accuracy of the final extracted
text features. The use of vector space models in text repre-
sentation ignores the semantic and semantic information
in the text, which affects text features; in the case of high-
dimensional and sparse data, although attribute selection
methods can be used to reduce dimensionality, it increases
feature and data loss risks, making text processing more
complex overall [15]. There are few features that do not
affect the distribution of the text distribution process, Joa-
chims said, and a good text distribution standard should
take advantage of all features. Therefore, in order to com-
plete the text work of the digital library in the era of big data,
it is necessary to make the text more efficient, high quality,
and higher in text design.

The authors’ in-depth courses based on classification
models for digital libraries include pre-written scripts,
vector-based word representations, pamphlets, and classifi-
cation using convolutional neural networks [16]. Text pre-
processing uses word vectors to represent text, and the
convolutional neural network in the deep learning model is
used to extract text features and complete the final classifica-
tion. The main process of deep learning-based digital library
text classification is shown in Figure 2.

3.2.1. Text Preprocessing. Therefore, before the text classifi-
cation, the original text information needs to be prepro-
cessed; in this way, the subsequent text classification tasks
can be carried out. The quality of text preprocessing has a
great influence on the accuracy of text classification results.
Text preprocessing mainly includes text segmentation and
stop word removal.

(1) Participants: Characters, words, and phrases in Chi-
nese appear in sequence without specific segmenta-
tion. A word is the basic unit of meaning. When
sorting text, a word is needed to describe the charac-
teristics of the text. Therefore, Chinese word seg-
mentation is a relatively basic and important link
in text classification. At present, the word segmenta-
tion technology is relatively advanced, and word seg-
mentation tools such as jieba word segmentation,
Baoding analyzer, and ICTCLAS of the Chinese
Academy of Sciences are widely used [17]

(2) Go to the station: Delete words that are meaningless
but frequently appear in the text. These words are
not helpful for segmenting text, as they do not repre-

sent text, but increase the size of the text vector. This
will affect the final effect of text classification; there-
fore, it needs to be removed so that the remaining
text information can better express text features

3.2.2. Text Feature Representation: Word Vectors. When
using deep learning to perform text classification tasks in
digital libraries, it is first necessary to use text representation
methods and convert semistructured or unstructured text
into vector representations that computers can understand
and process. In view of the problem of high latitude of vectors,
data is scarce, there is no semantics in the traditional text dis-
tribution process, and the benefits of digital libraries are not
good; the author uses the word vector method to represent
the text content, which can effectively solve these problems.

The traditional text representation model represents the
text features, which will make the text feature space very
high, and the deep learning model cannot exert its powerful
feature extraction ability when classifying it. With the pro-
posal of word vector method, the text feature representation
based on word vector provides a prerequisite for deep learn-
ing to be used for text classification tasks in digital libraries.

A word vector is a combination of each word in the text
by plotting each word in the text as a constant of small
dimension in real space. Instead of expressing multiple real
spaces by separating vector space models, high-
dimensional sparse vectors can be transformed into low-
dimensional, dense real vectors.

Compared with the usual representation card, after the
word vector is mapped in the new low-dimensional text fea-
ture position, the relationship between the word vector rela-
tive to words with different letters represents the relationship
between texts, and it can provide richer textual semantic
information. At the same time, the word vector method
can overcome the problems of high vector dimension and
data sparseness in grammar models. This is a big advantage
that text representation does not have, so using word vector
method to represent text can improve the quality and accu-
racy of distributed literature in digital libraries [18].

Word2vec is a tool for training and designing word vec-
tors launched by Google in 2013 based on in-depth research.
It can train a large amount of corpus conveniently, and
through training, it can effectively map the feature words
in the text into dense vector at low latitude.

3.2.3. Text Feature Extraction. In the context of the previous
section, the use of word vectors to represent text solves the
problem of text representation. This demonstrates the use of
convolutional neural networks in deep learning standards to
solve the problem of automatic subtraction of text distribu-
tions in digital libraries. As one of the most deeply researched

�e text sets Text preprocessing Text feature
selection ClassifierText feature

representation

Figure 1: Text classification process.
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tists to solve problems in natural language processing, and
writers have attempted to use these connected neural lan-
guages to enable the distribution of text in digital libraries.

The basic structure of the convolutional neural network
is shown in Figure 3. The first half consists of the input layer,
and the middle part consists of the multirecurrent layer and
the consolidation layer; i.e., an additional recurrent layer is
added. The second half consists of a generic connection layer
and an output layer, where one layer is connected first and
then to the recurrent layer [19].

The training of convolutional neural networks can be
thought of as a healing problem, and the functional objective
should be designed to be maximized or reduced according to
the healing objective. In in-depth research, job cost is often
used as a job objective by proper terminology, and job cost
is the error in measuring the distribution of objects. Calcu-
late the result and the actual value; the operating cost is usu-
ally used in the division function and is the average value of
the cross-entropy loss function of each model. Cross-
entropy is a measure of the similarity of two probability dis-
tributions, and the target distribution is expressed as pðxÞ,
the distribution obtained by prediction estimation is denoted
as qðxÞ, and the cross-entropy between them is defined as
the following formula (1) [20]:

H p, qð Þ = −〠
x

p xð Þ log q xð Þ: ð1Þ

If the label value is represented by a one-hot vector, that
is, the label value for k-category classification is represented
as a target vector of length k: ½p1,⋯, pj,⋯, pk�; if the target
class is yi = c , then let pc = 1, all other items are 0, and then,
the final objective function can be expressed as formula (2).
The expression 1fc = yig indicates that the condition in the
parentheses is satisfied, and then take 1; otherwise, it is 0.

L = −
1
m
〠
m

i=1
〠
k

c=1
1 c = yif g∙log ezc

∑k
j=1e

z j
: ð2Þ

The convolution process can eliminate the different local
features of the text, and the lower-level convolution process
can eliminate the lower-level features of the text such as
words, phrases, sentences, lines, and words, and the high-
level convolution process can be omitted. High-level features
of text, such as sentences, phrases, semantics, etc. The back-
ground of the convolutional layer is the pooling layer, which
can give semantically similar text features and play the role
of secondary feature extraction. The combination of convolu-
tion process and layer pooling process is based on the whole
ensemble process, and the role of the whole connection pro-

cess is to identify and assign various local concepts. The func-
tion of the full connection layer is to summarize and classify
various local text features extracted from the convolutional
layer and the pooling layer.Similar to the function of classifiers
in traditional text classification, classification information is
finally obtained through the output layer.

The special network structure of convolutional neural
network makes it have the following characteristics: ①

The special structure of the convolutional neural network
makes it good at processing grid-type data. Convolutional
neural networks can prove their ability to eliminate images
and speech, which is why image and speech data are
meshed. Data is the difference between images and speech,
data is the solution, and the text represented by the model
is written as a representation of the negated text using a
convolutional neural network. By using the word vector
method to represent the text features, the text features
can be converted into continuous and dense two-
dimensional grid data similar to images and speech, which
can be well-processed by the convolutional neural net-
work. ② The combination of convolutional process and
layer pooling specially built for convolutional neural net-
works can exclude locally unreliable features at various
levels in the text. Compared with the design structure in
the traditional text, the convolutional neural network can
learn the characteristics of the data file, which not only
saves time and effort, but also avoids the negative impact
of the accumulation of errors caused by manual feature
extraction. The extracted features are stronger than dis-
crimination ability. ③ When using convolutional neural
network to classify text, the feature extraction and classifi-
cation of text are taken as a whole. In traditional text clas-
sification methods, the feature extraction part of text and
the classifier are two independent parts. In the convolu-
tional neural network, the feature extraction and classifica-
tion of text are carried out in the convolutional neural
network; as the input of the convolutional neural network,
the word vector will be continuously optimized with the
training of the network; and therefore, the performance
of the joint collaboration of feature extraction and classifi-
cation as a whole can be maximized, thereby further
improving the effect of text classification.

Convolutional neural networks can simplify the pro-
cess by the aggregation and stacking of layers and layers,
which can extract higher-level and more complex solu-
tions, which can render text more intensely, affecting
the main features. Convolutional neural network can
deepen the number of layers through the accumulation
and superposition of convolutional layer and pooling
layer, so as to extract higher-level and more abstract text
features, so that text features have stronger expression
ability and more accurately reflect the essential features

Text set Text preprocessing Text feature
representation

Text feature
selection

Text
categorization

Word vector Convolutional neural
network

Figure 2: Text classification process based on deep learning.
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of text. While the depth of the layers can be more com-
plex and time-consuming, this can be compensated by
increasing hardware performance. Therefore, convolu-
tional neural networks are used to solve the text features
of digital libraries, which can improve the performance
and accuracy of distribution.

4. Analysis of Results

The authors conducted experiments to determine the distri-
butional advantages of a depth-based digital library. Using

convolutional neural network, the experiment of Chinese
distribution is carried out through Google’s open source
deep learning TensorFlow [21]. The most common mea-
sures we use in text distribution are to measure the benefits
of text distribution: precision, recall, and F1 value.

The experimental data is selected by the author from a
set of public records set up by a school’s natural language
laboratory. The experimental data consists of 10 categories:
sports, finance, real estate, real estate, education, technology,
fashion, current affairs, sports, and entertainment. There are
6500 pieces of information in the category, and the
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Figure 3: Structure diagram of text classification based on convolutional neural network.
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Figure 4: Error rate and accuracy rate of model training set.

5Journal of Sensors



RE
TR
AC
TE
D

information layers are divided as follows: 5000 ∗ 10 for
training process, 500 ∗ 10 for usability, and 1000 ∗ 10 for
testing process.

In the preliminary data set, the data experiments were
segmented using the ICTCLAS term segmentation system
of the Chinese Academy of Sciences. In the process of text
representation, the word2vec tool is used to identify the vec-
tor representation of text data, and the convolutional neural
network model and the convolutional neural network model
are studied with the text receiving vector content as the
input. And complete the TensorFlow platform test.

Before using the training process and the verification
process to train the convolutional neural network, after the
training process accuracy rate is stable, it is above 95%, as
shown in Figure 4, and the verification process accuracy rate
is stable at about 94%, as shown in Figure 5; the text distri-
bution and the performance on training and implementa-
tion are very good.

Finally, the distribution results of the convolutional neu-
ral network distribution model are identified by a test proce-
dure not included in the training. And vector format is
always available for text feature representation, and text
selection using TF-IDF is used to compare distributions.
The comparative experimental results are shown in
Table 1, and the F1 values of the two text distribution
methods are compared, as shown in Figure 6. An in-depth
study of the average accuracy and average return is shown
in Table 1 and Figure 6. According to the text distribution
about 94.8% and 94.5%, respectively, the average accuracy
and average return of the text distribution process are usu-
ally between 83.1% and 82.9%, especially for the deep
learning-based text distribution, and the accuracy and the
return of the distribution results are very good.

The F1 value of entertainment, games, technology, educa-
tion, finance, and sports has increased by a large margin, while
the F1 value of current affairs, fashion, furniture, and real estate
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Figure 5: Error rate and accuracy rate of model validation set.

Table 1: Statistics of experimental results of text classification.

Category
Traditional text classification methods Deep learning-based text classification

Accuracy (P) Recall (R) F1 Accuracy (P) Recall (R) F1

Entertainment 0.78 0.79 0.78 0.94 0.96 0.95

Game 0.83 0.83 0.83 0.96 0.94 0.95

Current affairs 0.86 0.81 0.84 0.96 0.91 0.93

Fashion 0.86 0.87 0.87 0.93 0.96 0.94

Technology 0.86 0.85 0.85 0.95 0.96 0.96

Educate 0.77 0.76 0.76 0.9 0.92 0.91

Furniture 0.87 0.82 0.85 0.95 0.9 0.93

Real estate 0.87 0.89 0.88 0.98 0.96 0.97

Finance 0.82 0.84 0.83 0.94 0.97 0.96

Physical education 0.81 0.83 0.82 0.97 0.97 0.97

Average value 0.833 0.829 0.831 0.948 0.945 0.947
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has increased relatively little; compared with the traditional text
classification method, the text classification method based on
deep learning improves the average F1 value by about 11.6%.
Therefore, in general, according to the well-studied text distri-
bution used in this paper, it can improve the results of text dis-
tribution compared to the text distribution model. This shows
that text is represented by word vectors, and then, the neural
network connections in the deep learning model are used to
extract and segment the text, which can help improve the effi-
ciency of book distribution in digital libraries.

5. Conclusion

On the basis of analyzing the text distribution model of dig-
ital library, a text distribution model of digital library based
on depth and text model is proposed, while word vectors can
carry the syntactic and semantic text of the text, a special
hierarchical model connected by a neural network of deep
learning models, and features at the syntactic and semantic
levels, such as words, phrases, phrases, and sentences. Texts
can be taught by themselves. Combining texts with word
vectors and convolutional neural networks can work
together on the text distribution of digital libraries, which
can solve the problems that have always existed in texts.
The experimental results show that, compared with the stan-
dard text distribution model based on the vector space
model, the depth-based digital library text distribution
model can meet the author’s requirements, and the distribu-
tion effect is better.
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In order to solve the problem of improving the energy efficiency of the energy supply system, the author proposes a method for
improving the energy efficiency of the energy supply system of composite energy buildings based on multiobjective grid
optimization, the method solves the energy efficiency improvement of the grid-optimized composite energy building energy
supply system, with the increasing material needs of people, the traditional fossil energy consumption is increasing, and the
environmental pollution problem is also becoming more and more serious, and people will face serious energy crisis. Due to
the high proportion of coal in China’s energy, most thermal power plants use coal as fuel to generate electricity. In the process
of coal combustion power generation, a large amount of air pollutants such as CO2, SO2, and Nox are produced, which
destroys the ecological environment. In order to alleviate the energy crisis and reduce the emission of polluting gases, the
development of renewable energy sources such as wind energy and solar energy is extremely important. Electricity supply and
heat supply account for the main part of China’s energy consumption, 40% of China’s energy consumption is used for
electricity supply, and 25% is used for heat supply. In terms of electricity supply, 12% of electricity is used for residential use,
about 74% is used for industrial production, and 14% is used for commercial development.

1. Introduction

The microgrid unifies the distributed power generation units
into an organic whole, the original microgrid can only
provide electricity for users, with the development of multi-
energy interconnection, the combined heat and power
system is connected to the microgrid, so that the microgrid
can provide electricity to users, which can also provide
thermal energy, and it realizes the transformation from
microgrid to microenergy grid. Adding the energy storage
system to the cogeneration microgrid, it can better realize
the combined electric and heat dispatching of the system,
making the system more flexible and controllable. Due to
the joint supply of electric energy and heat energy to users
at the same time, the distributed power sources in the cogen-
eration microgrid are becoming more and more diverse and
complex, which also makes the flexible scheduling of each

unit in the microgrid more difficult; therefore, it is better
to study the synthesis of various energy microgrids. Reduc-
ing energy and environmental energy impacts, making total
energy use renewable and reducing emissions, are the best
goals of many economic and environmental decisions, worth
looking into around cost. Study the combined electric and
heat dispatching of CHP-type microgrid; it is beneficial to
the unified management of energy and the coordinated
operation of the system. By optimizing the output of each
unit of the microgrid, the energy flow of the multienergy
interconnected microgrid system is efficiently optimized.
The combined optimization of electricity and heat for the
microgrid can improve the peak shaving capacity of the unit.
In the microgrid system, the cogeneration unit mostly works
in the working mode of “heat-based electricity,” in this
mode, due to the constraints of the unit’s electric-heat cou-
pling; the unit’s electrical output follows the thermal output,
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which makes the unit inflexible operation, reducing the
effect of the unit on load peak shaving and valley filling.
The author adds electric energy storage and thermal energy
storage devices to the combined electric and heat system of
the microgrid and installs an electric boiler for electric-heat
conversion, which will greatly decouple the electric-heat
coupling characteristics of the CHP unit. The microgrid
studied by the author not only operates in connection with
the large power grid but also operates in connection with
the thermal grid; in this operating mode, the microgrid can
exchange electrical energy with the grid and thermal energy
with the thermal grid, which not only improves the flexibil-
ity of the system control, the comprehensive utilization of
energy is realized, and the operating cost of the whole system
is reduced.

2. Literature Review

Bhattarai et al. said that, in recent years, China has experi-
enced multiple severe storms, and the habitat has persisted,
facing the dual efforts of energy conservation and emission
reduction and environmental constraints [1]. Kalkan
et al.’s power industry is the key to emission reduction. In
the face of energy saving and emission reduction, only
improving the power generation capacity of equipment can
no longer adapt to the construction of low-carbon industries
under the new situation [2]. Brahim and Abderafi said that
the “13th Five-Year Plan” period is to continue to deepen
China’s energy revolution; it is an important period for the
comprehensive realization of energy transformation and
development [3]. Dan et al. said that in the context of struc-
tural reforms on the energy supply side, the decentralized
form of clean energy utilization will develop rapidly, and
the power market reform will also drive the power industry,
from supply-side management to both demand-side and
supply-side management [4]. Yu and Song said that with
the promotion of smart grid and energy Internet technolo-
gies, a large number of distributed power sources and
demand-side resources will participate in the optimal sched-
uling of power systems [5]. Li et al. said that distributed
renewable power, demand response, electric vehicles, and
other demand-side resources have been paid attention to
because of their advantages of low maturity, fast response,
and low pollution emissions [6]. Storodubtseva et al. said
that users reduce electricity load by using energy-efficient
terminal equipment or responding to electricity price sig-
nals, use demand-side resources to partially replace the out-
put of units with high power supply costs, reduce pollutant
emissions, and realize comprehensive and optimal allocation
of power resources; the power system has the characteristics
of simultaneous completion of power generation, power
supply, and power consumption, and electrical energy can-
not be economically stored on a large scale [7]. Punsawat
and Makcharoen said that this requires that the entire power
system dispatching must be balanced in real time; in order to
cope with the pressure on resources and the environment,
China will develop and utilize renewable energy on a large
scale and increase the proportion of clean energy, and by
2020 and 2030, the proportion of nonfossil energy in China

will reach 15% and 20%, respectively [8]. Berawi and others
believe that in the future, a large number of wind power,
photovoltaic power generation, and other renewable energy
power generation with random fluctuation characteristics
will be connected to the grid, which will seriously threaten
the quality of power transmission and the safe operation of
the power system [9]. Among them, the distributed power
generation resources with scattered layout, because of their
small installed capacity, as a result, is difficult to fully partic-
ipate in the competition in the electricity market. Serale et al.
said that in order to alleviate the above negative effects, sta-
bilize the volatility of renewable energy power generation
output, give full play to the positive effect of clean energy
power generation, and promote the development of distrib-
uted energy, virtual power plants have received increasing
attention [10]. A virtual machine is an integrated power
plant that combines the control of energy and small elec-
tronic devices through technologies such as data, control,
respect, and communication. Power distribution is usually
the distribution of electrical equipment, the required capac-
ity, and the distribution of electrical equipment that can be
connected to the grid. With the development of Internet
energy technology, virtual machine owners can directly par-
ticipate in the equipment and demand balance in electrical
energy, optimize the power load curve, and promote the uti-
lization of renewable energy. At present, China’s economy
has entered a new normal, and its development mode will
also change from relying on excessive consumption of
energy resources, turn to pursue the quality of economic
growth, and optimize the economic structure. The goal of
future power industry development will not only support
economic development but also improve the quality of
power consumption and the sustainable development of
the ecological environment. The deepening of China’s power
system reform is driving the power industry to shift from
single supply-side resource planning to comprehensive
power resource planning and from supply-side management
to demand-side and supply-side comprehensive manage-
ment, and virtual power plants are also developing in the
direction of marketization, as shown in Figure 1.

3. Methods

In the power business environment, two types of on-site
application of virtual power plants can establish a relation-
ship. Price-based demand-responsive virtual power plants
focus on different applications, combine multiple pricing
strategies, and interact with different levels of the virtual
power industry. Incentive-based application fields’ virtual
power plants can bring together a variety of ideas to partic-
ipate in medium- and long-term power markets, daily mar-
kets, and real-time markets [11], the time period in which
two types of demand response virtual power plants partici-
pate in the electricity market. As a result, power operators
need to integrate multiple demand response options,
adjusting the need for capital participation in market value
and timing accordingly. As different industries, formulate
strategies to participate in the power industry, as shown
in Figure 2.
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During system dispatch, the demand response virtual
power plant can be regarded as the generation output and
compete with traditional generator sets in the power market
[12, 13]. Therefore, the authors compare the similarities and
differences between traditional generator sets and demand
response virtual power plants. The output of the two types
of power plants is similar in that there are upper and lower
output constraints, system ramp rate constraints, and oper-
ating cost constraints. But they have many differences in
minimum downtime, number of system calls, and startup
cost, as shown in Table 1.

This section will consider market operation strategies
based on price-based demand response projects; it acts as a
price taker to purchase electricity in a multilevel market to
meet the electricity demand of users. In the electricity mar-
ket environment, the transaction and scheduling process of
virtual power plant operators is shown in Figure 3.

From a transaction point of view, as the main body of
electricity sales of virtual power plant operators, a reasonable
time-of-use price strategy is formulated downward to attract
users to participate in the response to load reduction and
upward through the power dispatch trading center and
power generation entities to carry out medium- and long-
term transactions and spot transactions, in order to purchase

electricity to meet the needs of users and obtain the income
from the purchase and sale of electricity. E-commerce com-
panies transmit the changes in electricity prices in the store
to consumers through electricity consumption time and
encourage users to adjust the power consumption and
reduce the maximum voltage. After assembly, the “negative”
motor unit can generate peak hours [14]. Therefore, through
the time-of-use electricity price, the virtual power plant
operator can save electricity purchase cost and system oper-
ation cost. From the perspective of dispatching, the main
body of electricity sales collects the electricity price response
information of users downward, summarizes the overall load
reduction, and uploads it to the dispatch center, which
adjusts the power generation dispatch plan during peak, flat,
and valley periods [15, 16]. Based on the maximization of its
own interests and the requirements of system energy-saving
scheduling, the main power generation entity will readjust
the operation combination of the units. In a commercial
environment, the demand for virtual power plants by elec-
tricity sellers needs to purchase electricity from the electric-
ity market, medium- and long-term electricity, and retailers
to meet the needs of consumers. Electricity will be sold to
consumer. This chapter will consider the changes in the elec-
tricity sales revenue of e-commerce after using the peak-
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Figure 1: The energy efficiency improvement of the energy supply system of composite energy buildings based on multiobjective network
optimization.
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valley electricity price and explain the impact of the peak-
valley time-sharing rate of virtual power plants. Based on
the cost, the power equipment must be sourced and retailed
in the medium- and long-term market. In the medium- and
long-term market, based on the game of consumer electronic
transportation, a part of electricity is purchased at a certain
cost with the energy generated by both parties or the virtual
consumer electricity market that competes in the middle
[17]. In the current electricity market environment, power
generation companies finally sell power generation loads
for multiple periods of time to users at one price. Therefore,
in the medium- and long-term market, the author does not
consider the impact of the peak-valley time-of-use electricity
price on the power generation side on the main body of elec-
tricity sales. Before the implementation of peak and valley
electricity prices, the electricity purchase cost of electricity
sellers in the medium- and long-term electricity market is
shown in

C0
ml = ρml•Lml0: ð1Þ

Among them, ρml is the transaction price of electricity
sellers in the medium- and long-term electricity market,

Lml0 is the electricity purchase volume of electricity sellers
in the medium- and long-term electricity market, it and is
obtained by predicting the electricity consumption of the
user side in the previous transaction period. Among them,
Lml0 =∑t

t=1θL
0
t and θ are the proportion of electricity pur-

chased by electricity sellers in the medium- and long-term
electricity market. L0i is the load demand at time t before
the implementation of the peak-valley electricity price. The
electricity purchase cost Csp of the electricity seller in the
spot market before the implementation of the peak-valley
electricity price is shown in

Csp = 〠
T

t=1
ρspt L

sp0
t : ð2Þ

Among them, ρspt is the electricity purchase price of
the electricity seller at time t in the spot market, ρspt is
the electricity purchased in the spot market at time t,
and ∑T

t=1L
sp0
t = ð1 − 0Þ∑T

t=1L
0
t . In the spot market, the elec-

tricity purchase price of the electricity sellers in each
period will fluctuate with the market price, and there is
uncertainty. The author uses expectation theory to deal

Table 1: Differences between traditional power plants and demand response virtual power plants.

Project Traditional power plant Price-based demand response VPP Incentive demand response VPP

Minimum start and stop time √ × √
System call limit × × √
Unit start-up cost √ × ×

Medium and long term
market

Current market Live market Ancillary
Services Market

Time-of-use
tariff

Real-time
electricity price

Peak price

Interruptible
Load/Demand Side

Bidding

Emergency
demand
response

Direct load
control

Figure 2: Schematic diagram of the time period when virtual power plants participate in the electricity market.
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with market price fluctuations, and the main body of elec-
tricity sales is affected by the fluctuations of spot market
electricity prices. Assuming that there are s scenarios of
electricity price fluctuations in the spot market at time t,
the electricity price in each scenario is ρsps,t , and λsps repre-
sents the probability of occurrence of each scenario, then
the expected electricity purchase cost Csp faced by the elec-
tricity seller is represented, as shown in

C0
sp = 〠

T

t=1
〠
S

s=1
λsps ρ

sp
s,tL

sp0
t : ð3Þ

After using the maximum power consumption, the
user’s power consumption will change at any time. It is

assumed that the concept of e-commerce purchasing
power in the medium- and long-term market and retail
market remains unchanged, that is, the proportion of elec-
tricity purchases remains unchanged, then the electricity
sellers are in the mid-to-long-term and spot markets,
and the electricity purchase cost in the long-term market
is shown in

CPB
ml = ρml•LmlPB: ð4Þ

Among them, LmlPB =∑r
t=1θL

PB
t and LPBt are the load

demand at time t after the implementation of the peak-
valley electricity price. The electricity purchase cost CPB

sp

of the electricity seller in the spot market is shown in

CPB
sp = 〠

T

t=1
ρspt L

spPB
t : ð5Þ

Based on price uncertainty, the electricity purchase
cost of electricity sellers in the spot market after the
implementation of peak and valley electricity prices is
shown in

CPB
sp = 〠

T

t=1
〠
S

s=1
λsps ρ

sp
s,tL

spPB
t : ð6Þ

Before the implementation of the peak-valley time-of-
use electricity price, the revenue of the electricity sales
company is the electricity sales revenue based on the fixed
selling price, as shown in

I0sell = ρ0 〠
Nc

i=1
〠
T

t=1
L0i,t : ð7Þ

Among them, Nc is the number of users, L0i,t is the
electricity load of user i at time t, and ρ0 is the fixed sales
price. After the implementation of the peak-valley electric-
ity price, the income of the electricity sales company
becomes as shown in

IPBsell = ρp 〠
Nc

i=1
〠
TP

t=1
LPBi,t + ρf 〠

Nc

i=1
〠
TP

t=1
LPBi,t + ρv 〠

Nc

i=1
〠
TP

t=1
LPBi,t : ð8Þ

Among them, ρp, ρf , and ρv are the electricity sales
prices during peak, normal, and valley periods, respec-
tively. Tp, T f , and Tv represent the peak period, the valley
period, and the peace period, respectively.

Therefore, the profit TR0 of the virtual power plant oper-
ator before the peak and valley electricity price is shown in

TR0 = I0sell − C0
sp − C0

sml: ð9Þ

Main body of power
generation

Main body of electricity
sales

Respond to the user

Power dispatch
Trading Center

Figure 3: Market operation mechanism of price-based demand
response virtual power plants.
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It is arranged as shown in

TR0 = ρ0 〠
Nc

i=1
〠
TP

t=1
L0i,t + 〠

T

i=1
〠
S

s=1
λsps ρ

sp
s,tL

sp0
t − ρml•Lml0: ð10Þ

The steps of fuzzy AHP decision-making based on the
concept of horizontal triangle number are as follows,
establishing the AHP hierarchical structure of indicators.
Based on this hierarchical structure, the decision problem
can be divided into three levels, namely, the target deci-
sion level, the criterion level, and the element level, as
shown in Figure 4.

Judgment matrix is established by pairwise comparison
between indicators. First, the pairwise comparison results
of the importance of each indicator are collected by experts
in the form of a questionnaire [18]. Due to the ambiguity
of expert decision-making, the pairwise comparison results
of indicator importance are represented by linguistic vari-
ables such as extremely important, very important, obvi-
ously important, slightly important, and equally important
[19]. To determine the feasibility and performance of the
various peak turnaround time cost-benefit models used in
this chapter, the area considered by the S Electricity Market-
ing Company was used as an example to evaluate, for exam-
ple, the typical load in this area before using peak-valley
electricity; the peak-valley load is 1532MW, and the valley
load is 687MW [20]. The author formulates the peak-
valley electricity price strategy based on the original load
data of this typical day, as shown in Figure 5.

Based on the market transaction model of demand
response VPP in the VPP business model, the author
discusses the operation mechanism of demand response
VPP participating in the power system based on China’s
electricity market environment; the pricing decision model
of price-based demand response VPP is established. Firstly,

based on the characteristics of demand response, the
demand response VPP is classified, and its operating charac-
teristics are described, and from the perspective of partici-
pating in the market, it analyzes the relationship between
price-based demand response VPP and incentive-based
demand response VPP. Then, it focuses on the market share
strategy of price-based demand response VPP with electric-
ity sales companies as the main body and analyzes the
impact of using peak-valley time-sharing from the perspec-
tive of price tariff and evaluated the use of VPP. The revised
VPP response will focus on analysis in Chapter 4. Finally,
the rate is calculated based on the peak-to-valley time period
divided by the K-means path and the user’s response to the
electricity consumption peak-to-valley time. A cost-benefit
model determination based on VPP response request is
established with public utility companies as the main body

Figure 4: Hierarchical structure diagram of AHP.
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Figure 5: Typical daily load in the area under the jurisdiction of the
electricity sales company.
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and peak and valley time utilization as the basis. Among
them, the optimization objective selects the minimum coal
consumption of the system, the minimum peak-to-valley
load difference, and the minimum user electricity expendi-
ture, and based on the fuzzy AHP method, the multiobjec-
tive optimization problem is transformed into a single-
objective optimization problem. The results of the case anal-
ysis show that the implementation of the peak-valley elec-
tricity price can reduce the coal consumption of the
system, reduce the peak-valley load difference, and reduce
the user’s electricity bill.

4. Analysis of Results

Due to the controllability of the output of traditional con-
ventional generator sets, the power generation can be stable
without fluctuation, while the power generation of wind tur-
bines has fluctuations, and the random change of wind
power will affect the balance of power generation of the
entire system. Due to the influence of my country’s climate,
the output of wind power is usually larger at night and
smaller during the day, and there is no load at night, and
the day is the maximum load time, if the maximum shaving
power is capable. Not enough, some air will be blocked.
When wind power is connected to the grid, the uncertainty
of wind power will affect the voltage and frequency of the
system, the system voltage will exceed the limit or change,
the air volume change rate at the point close to the wind tur-
bine is larger, and the additional point is less affected [21].
When the wind speed is unstable, sometimes, it is greater
than the cut-in wind speed, and sometimes, it is less than
the cut-in wind speed, causing the fan to start and stop con-
tinuously, thereby increasing the frequency of system insta-
bility. As the compression power of the wind turbine
increases, in order to reduce the impact of the wind turbine,
the storage capacity of the wind turbine is further increased.
RDES are distributed to end users as a combination of cool-
ing, heating, and power systems, combined with local renew-

able and nonrenewable energy sources, and operate in a
network with large projects and power pipelines to provide
air conditioning, heating, and electricity, users in the same
region at the same time, and other electrical services. Design,
inspection, and refinement are important steps in under-
standing the R&D process, and China has done extensive
R&D. In order to improve the quality of power distribution,
China has done a lot of research on the development and
improvement of power distribution. Model (building
233234) is based on a model that focuses on different appli-
cations and uses different tools and procedures to improve
the model. However, most of the existing models start with
a distributed power solution and provide other power
sources in the area to optimize the solution from standard
designs. Compared to traditional air conditioning and
heating systems in the region, more power input and more
power output of RDES data can lead to safety,
performance-quality and high-quality electronics, integra-
tion of operations, and data flow, as well as communication,
control technology, and information technology have been
used to improve efficiency, improve energy efficiency, and
provide feedback for the stable and efficient operation of
RDES. Based on the consensus on the transmission of elec-
tricity and the main force in the network, Internet power will
definitely take the main force as the “history,” “network,”
and use distributed systems, microgrids, and other sites in
a large-scale Regional Energy Internet Network. RDES with
the characteristics of Internet energy is not a simple super-
position of multiple energy sources. It has multiple connec-
tivity such as power generation, power conversion, energy
storage, and electricity consumption, as well as the interac-
tion and connection of various energy sources. The flow of
air conditioning, heating, and electricity in the system,
through the integration of information fusion technology,
realizes the extensive use and integration of energy at differ-
ent levels and realizes the integration and exchange effi-
ciency of various energy integrations, an energy system
[22]. With the increasing dependence of various scheduling

A

B

O 𝜑 𝜑 x

f (x)

(B)𝛥f𝛿f (B)

f (A)

Figure 6: Schematic diagram of the robustness of the solution.
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and control functions of the physical system on the informa-
tion system, this puts forward higher requirements for the
integrity, accuracy, and timeliness of information quality,
that is to say, in the energy Internet, information systems
are as important as physical systems. The basis for the
research on the interaction between information and physi-
cal systems in the energy Internet is the unified modeling of
information systems and physical systems, referred to as
cyber-physical modeling. Cyber-physical systems with
cyber-physical modeling and optimal control as the core
are considered to be the future development direction of
power systems; there have been some discussions on the
cyber-physical modeling of power systems, but the research
on cyber-physical modeling in the field of energy Internet
has just begun. On the basis of the general structure of the
regional distributed energy system, the author proposes a
multiagent system- (MAS-) based regional energy Internet
architecture model under the combined cooling, heating,
and power supply, and on this basis, it has further con-
structed to meet the user’s demand for cooling, heating,
and electric energy and comprehensively consider the con-
straints of nature, environment, social development level,
energy policy, system reliability, and operability, etc., a sys-
tem optimization model to maximize economic and envi-
ronmental goals. Caregivers are an important concept in
the field of intelligence. It generally refers to an organization
that has the intelligence to actively begin to achieve its goals
by creating activities based on its own state and modifying
its own internal data as the environment changes [23]. It is
generally believed that the agent has several basic character-
istics of autonomy, reactivity, initiative, sociality, and evolu-
tion; these characteristics are concentrated in that the agent
can respond to external stimuli and actively adjust its own
behavior according to changes in the external environment
and state to adapt to changes and accumulate learning expe-
rience and knowledge. Multiagent system (MAS) consists of
multiple loosely coupled agents (agents), each of which is a
physical or abstract entity with incomplete information
and problem-solving capabilities, the data is scattered and
distributed, and the system can adapt to changes in the envi-
ronment and the corresponding self-adjustment ability,
focusing on solving complex distributed tasks and problems
through interaction and cooperation between independent
agents. Multiagent technology is an important realization
of distributed artificial intelligence technology; the rise and
development of complexity science have promoted the
development and wide application of MAS; this is because
there are a large number of complex systems with complex
relationships, complex structures, interrelated, mutual con-
straints, and interactions in nature, such as economic, social,
natural ecology and other objective environments; these sys-
tems are abstracted into MAS, the essential properties of
complex systems [24, 25]. Multiagent technology and its
ideas have been widely studied in power system, and robust
optimization has always been one of the focuses of current
research. How to define robustness has also been carefully
considered by experts. At present, many experts have agreed
to define the anti-interference ability of the solution as the
robustness of the solution. There is a certain difference

between the robustness of the solution and the optimality
of the solution, the solution with good robustness is not nec-
essarily the optimal solution, and the robustness of the opti-
mal solution is not necessarily the best. In practical
applications, the decision maker should choose the optimal
solution or the solution with better robustness according to
specific needs. Of course, there may be situations where
the optimal solution is the solution with the best robustness.
A comparative analysis of the robustness and optimality of
the solution is shown in Figure 6.

There are many devices in the RDES system, and there
is a certain degree of interconnection between the devices.
The integration is difficult. The configuration and capabil-
ity of the devices have a significant impact on the value
economy, environmental benefits, and energy efficiency of
the device system. Improper installation of equipment
and excess capacity can result in wasted operations and
low-energy consumption; if the capacity is too small to
meet the needs of the region, it will result in power con-
sumption that is greater than the reduction. It can be seen
that to make the regional layout plan more suitable, feasi-
ble, and efficient, which is the basis for meeting the
regional load demand, it is necessary to comprehensively
consider the social development foundation, environmen-
tal conditions, system resource allocation, energy policy
status, and physical properties of key equipment in the
entire region. Characteristics know how to set the effi-
ciency of the distribution area [26]. A decision-based and
system-based RDES bilevel optimization is proposed, and
a general RDES multiobjective optimization configuration
model is constructed; the nondominated sorting genetic
algorithm based on elite strategy (NSGA-II) is used to find
the global optimal solution. The growth of power distribu-
tion is reflected in the widespread use of carbon monoxide
triple power distribution. Driven by the further increase in
oil resources and construction, China’s natural gas-
powered pipelines and RDES have developed well. How-
ever, as people’s health requirements are getting higher
and higher, the proportion of renewable energy in the
total power generation is increasing, and its application
in the power distribution system will be done more. Espe-
cially under the development concept of the energy Inter-
net, as an open energy system, the complementarity
between energy resources is brought into play; the distrib-
uted energy system will show the application trend of
multiple energy types. Regional differences in natural gas
resource ownership and pipeline network coverage affect
the use of natural gas distributed energy systems, and var-
ious regions in China also have innate endowments in
renewable energy such as wind energy, solar energy, geo-
thermal energy, and biomass energy; the endowment dif-
ference of this energy resource constrains the choice of
multienergy body types in the distributed energy system.
Under the long-term development trend of climate change
and energy transformation, building an environment-
friendly energy system is the focus of regional distributed
energy system planning; therefore, in the configuration
decision of regional distributed energy system, it is neces-
sary to fully consider and determine the variety and
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abundance of energy resources in the region, subject to
conditions, and maximize the utilization of renewable
energy, in order to improve the reverse distribution char-
acteristics between China’s energy resource endowment
and energy demand. China’s natural gas resources, pipe-
line network distribution, solar energy, wind energy, geo-
thermal energy, biomass energy, and other renewable
energy distribution and zoning research results, in order
to determine the RDES allocation decision-making level
of resource factors. The biggest advantage of the regional
distributed energy system is the improvement of energy
efficiency and the corresponding reduction of pollutant
emissions; therefore, the realization of low-carbon develop-
ment of energy conservation and emission reduction is
one of the important forces to promote the development
of RDES [27, 28]. At the same time, we see that under
the trend of global climate change, more developed coun-
tries and regions have increased the use of distributed
energy systems to replace traditional high-carbon energy
consumption patterns, at present, China’s environmental
pollution problem is severe, and air quality is poor in
most areas, large-scale and long-term smog has become
the most difficult environmental problem, the current situ-
ation of carbon emissions and air quality in China is ana-
lyzed in detail. Heterogeneous economic development
among regions is also reflected in regional environmental
quality, with marked differences in carbon emission levels,
energy efficiency, and air quality; this difference will inev-
itably lead to different degrees of awareness of energy con-
servation and emission reduction in different regions,
different understandings of environment-friendly energy
consumption, different concepts of energy planning, and
different action forces for the energy consumption revolu-
tion. Therefore, the current situation of the regional envi-
ronment should be taken into consideration at the RDES
planning decision-making level, the environmental value
of the distributed energy system should be highlighted,
and the environmental benefits of the RDES planning
should be comprehensively judged from the current situa-
tion of the regional environment and the environmental
pressures faced. At the same time, environmental decision
factors also help to optimize the configuration and opera-
tion of RDES. The energy Internet establishes a new
energy system by coupling energy flow and information
flow and uses computer technology and other means to
coordinate resources and their utilization to improve
energy efficiency. On the basis of the general structure of
the regional distributed energy system, the author con-
structs a regional energy Internet model based on the mul-
tiagent system (MAS), that is, the MAS-based RDES
model architecture. The model is closely coupled with four
complex network systems, including power network, heat-
ing network, cooling network, and information network;
by introducing MAS and its powerful energy management
function, it can ensure that the energy supply equipment
in the RDES and the equipment are connected to each
other, the coordination, reliability, safety, and effectiveness
of the control operation with the load. The energy man-
agement agent and routing agent are set in the model,

and the future scheduling and operation of RDES are
undertaken by the energy management agent; the coordi-
nated control of physical devices such as energy supply,
energy conversion, and energy storage in RDES is realized
through the information network with routing agent as the
core device. A decision- and system-based RDES two-layer
optimization structure is proposed for the planning stage
of regional distributed energy system. The decision optimi-
zation layer is composed of social development factors,
environmental factors, resource factors, policy factors,
and equipment factors and optimizes RDES planning deci-
sions. The system optimization layer is composed of objec-
tive factors, constraint factors, and algorithm factors; the
objective factors are composed of economic and environ-
mental objectives, and the constraint factors are deter-
mined based on equipment performance and regional
energy flow balance conditions, NSGA-II multiobjective
genetic algorithm is used to solve multiobjective problems,
the Pareto optimal solution is obtained, and the corre-
sponding realization program is written. Using the RDES
double-layer optimization structure, combined with the
island operation mode and the grid-connected operation
mode, the system optimization analysis of the simulation
example is carried out, and the feasibility of the double-
layer optimization structure is verified and realizes the
operability of the program and the efficiency and reliability
of the optimization algorithm. By comparing the optimiza-
tion results of the calculation example under the two oper-
ating modes, reasonable planning suggestions are obtained,
that is, under the development of the energy Internet, the
regional distributed energy system should actively strive
for grid-connected and online operation.

5. Conclusion

There are historical energy technologies, power manage-
ment, and power consumption processes such as power
generation, substation, distribution, and health. The past
of the energy Internet, in the context of the energy Inter-
net, is evolving into a diversified, clean, and cost-effective
practice, to study the compilation of China’s regional
power distribution system, which is not only conducive
to the construction of a stable power grid in China, but
also to increase the energy consumption of electricity in
the region, reduce carbon emissions, and improve air qual-
ity. The author studies the regional power distribution sys-
tem planning under the background of Internet power
development, formulates a regional power distribution sys-
tem planning scheme, and provides a general structural
framework and optimization algorithm technology for
key planning problems and through the design and imple-
mentation of decision support, to provide decision support
for regional planning and power distribution systems. The
main conclusions of the paper are as follows: the defini-
tion of the regional distribution system and the definition
of regional indicators are discussed. The regional distribu-
tion system in the development of the energy Internet is a
low-carbon and flexible energy system that is widely used.
The key to flexible and powerful online behavior is to
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realize the integration and integrity of site-network-load
storage. System planning is in a certain spatial structure,
under certain constraints, based on the realization of envi-
ronmental protection, economic, and other goals, through
the planning links of energy demand, system construction,
configuration optimization, and pipe network optimiza-
tion, in order to implement the system’s production capac-
ity, energy use, energy transmission, energy storage, and
energy saving processes, and through the design of energy
transmission network, energy information transmission
network, and the Internet of Things for energy equipment,
the framework of the regional energy Internet is realized.
The regional distributed energy system under the develop-
ment of the energy Internet has multiple and comprehen-
sive characteristics, and it has sorted out the climate,
resources, environment, architecture, social development,
regional functions, and comprehensive system value that
affect the system planning. Through cluster analysis, the
regional distributed energy system climate adaptability
zoning and solar energy availability zoning are obtained;
combined with China’s various clean energy resource
endowment conditions, the energy complementary plan-
ning of distributed energy system is proposed; in terms
of carbon emissions and air environmental pressure, there-
fore, regional distributed energy system planning needs to
highlight environmental friendliness; macroeconomics,
urbanization level, energy preferential policies, etc. deter-
mine the economic acceptability of regional distributed
energy system planning; the profitability, technology, and
environmental protection of the system also affect the
planning of the regional distributed energy system. The
change of building load is determined by internal and
external disturbance factors, and there are obvious differ-
ences in the building load of different functions. After
sorting out various load forecasting methods and compar-
ing the existing dynamic load simulation software in
China and abroad, it is proposed to combine SketchUp
Pro, EnergyPlus, and Openstudio to realize the hourly load
forecasting of cooling, heating, and electricity of individual
buildings in the area; at the same time, the coefficient is
calculated to obtain the overall load of the area, so as to
avoid the problem of excessive load prediction error
caused by simple superposition.
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In order to solve the poor matching ability between concrete structures of traditional architectural space optimization design
methods, it leads to the problem of low space optimization ratio, so based on virtual reality technology, the author proposes a
new method for optimizing the space of concrete structure buildings. Using virtual reality technology to improve the basic
structure of building space, reorganize the form through the design space, and optimize the design of the concrete structure
building space function; based on the test model of virtual reality technology, design the matching method of concrete
structure, increase the proportion of building space optimization, and adopt linear buckling method, geometric nonlinear
method, and double nonlinear analysis method; the ultimate bearing capacity of steel structures of residential buildings in
earthquake areas is tested. Experimental results show that for the simple structure building space, the average optimization
ratios are 97.17% and 96.71%, respectively; for the complex structure building space, under the proposed optimization design,
the average optimization ratio is maintained at 94.34%, and the error between the stress prediction value of the finite element
model and the axial stress obtained by testing is less than 6%. Compared with the traditional space optimization design, in the
proposed space optimization design method, the proportion of building space optimization is higher; it can be seen that the
virtual reality technology has a better matching effect on the concrete structure, and the accuracy of the ultimate bearing
capacity value obtained by prediction is high.

1. Introduction

In the current concrete structure construction methods,
there are mainly cast-in-place and prefabricated [1], the
difference between cast-in-place and fabricated is the for-
mer is to complete the entire steps at the construction site,
while the latter is mainly prefabricated first, and then
transported to the site for hoisting; the specific difference
[2] is shown in Figure 1.

In the existing building system in my country, the cast-
in-place system is widely used in engineering; whether it is
the previous multilayered structure or the high-rise rein-
forced concrete structure, the construction of the concrete
structure part of the building basically adopts the cast-in-
place system. The reason why this system is widely recog-

nized and used is because the cast-in-place system is rela-
tively inexpensive, and the construction personnel are also
very experienced, and the technology has matured. How-
ever, the cast-in-place structure has some obvious defects
in engineering application, for example, there are a series
of problems such as high labor intensity of workers, exces-
sive manual operation, long construction period, cumber-
some procedures, low production efficiency, and difficulty
in guaranteeing project quality [3]. Our country is in a
period of accelerating urbanization process, and a large
number of houses need to be built every year. With the
reduction of the labor force, the rise of labor costs is an
inevitable trend; at the same time, the owners have higher
and higher requirements for quality and quality, and the
advantages of prefabricated houses are then reflected.

Hindawi
Journal of Sensors
Volume 2022, Article ID 6049308, 7 pages
https://doi.org/10.1155/2022/6049308

https://orcid.org/0000-0002-0333-8029
https://orcid.org/0000-0002-0297-8040
https://orcid.org/0000-0003-1592-7426
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/6049308


RE
TR
AC
TE
D

2. Literature Review

Johnston et al. designed the test of composite CFST short
column under the action of axial compressive load, and the
test included 26 different shapes [4]. Na and Shen completed
the experimental study of the composite CFST members
under the action of axial compressive load and applied the
superposition principle to deduce the bearing capacity of
the members [5]. Aravind and Abdulrehman carried out
an experimental study on the axial compressive performance
of composite CFST with different stiffening and composition
types and studied the influence of the arrangement of stiff-
eners at the end of the steel tube wall on the axial compres-
sive performance of the composite CFST column [6]. By
arranging tie bars in duplex concrete-filled steel tubular col-
umns, the strengthening and restraint effect of tie bars on
the axial compression performance of column members is
studied [7]. Using the finite element analysis method, the
numerical analysis model of the axial compression of the
composite concrete filled steel tube was established [8].
Guo and Jiang proposed a reinforced ring-shaped rectangu-
lar crosssection CFST beam-column joint after the dia-
phragm is penetrated; through conducting experimental
research, it was found that the arrangement of the stiffener
plate on the steel beam can improve the seismic performance
of the joint and improve the flexural bearing capacity of the
joint [9]. Xue et al. believed that the two-way horizontal load
has a great influence on the performance of CFST beam-
column space joints; therefore, a quasistatic test is carried
out for the square section column-combined section beam
joint of the inner diaphragm type, the effect of bidirectional
horizontal loads on the failure form, and seismic perfor-
mance of such joints was studied [10].

With the development of technical level and the contin-
uous improvement of people’s aesthetic vision, the architec-
tural space structure of the design tends to be diversified and
complicated. On the basis of ensuring the beauty of the
architectural space structure, in order to ensure that the

space can exert its maximum effect, the author proposes to
use virtual reality (VR) technology to test the ultimate bear-
ing capacity of building concrete structures in earthquake
areas.

3. Research Methods

3.1. VR Technology Improves the Basic Structure of Building
Space. At present, the building space is divided into multiple
levels and regions, and the functions of each floor or region
are also different; Table 1 details the basic functions of con-
ventional building space [11].

Architectural space morphological features include the
following: it integrates the characteristics of openness to
the outside world, flexible structure of space with blurred
boundaries, and strong sense of modular partition; therefore,
according to the above characteristics, the basic structure of
the building space is improved by using the similarity prin-
ciple of VR technology.

The similarity principle refers to a set of physical pro-
cesses; there is a fixed proportional relationship between its
parameters, including its geometric similarity. In the process
of similarity virtual improvement, the proportional constant
of the known physical quantity is called the similarity con-
stant, and its expression is the following formula (1) [12]:

PA =
x1
x2

: ð1Þ

In the formula, PA is the similarity constant of the build-
ing structure; x1 is the improved characteristic quantity; and
x2 is the original characteristic quantity of the building
structure. Using the above formula, the improvement of
the architectural space morphological characteristics is
completed.

At the same time, the characteristics of the building envi-
ronment are investigated, and by understanding the purpose
of the building, the overall atmosphere of the building, the

Feature: Good integrity, high rigidity and strong
seismic performance, but complex procedures and

long construction period.

Cast-in-place

Assembly

Features: It can improve labor productivity and
speed up construction progress, but the construction
cost is high ans the precision of components is high.

Definition: A concrete structure formed by
supporting formwork, binding steel bars, pouring

concrete, curing and demoloshing at the construction
site

Definition: Prefabricated in the prefabricated
component factory, and then transported to the

construction site for hoisting and connection to form
a prefabricated structure

Figure 1: Construction method of concrete structure.
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humanized characteristics of local details, and the nodes of
intelligent technology equipment are clarified [13]. Integrate
the above features with architectural morphological features,
use VR technology to set the spatial structure and geometric
dimensions of the building, and attach the color and pattern
corresponding to the architectural purpose on the building
structure, and guarantee the original properties of the build-
ing space.

Assuming that the similarity criterion between the phys-
ical quantities obtained through VR technology is π1, π2,
⋯, πn, then according to the functional relationship between
the criteria, combined with formula (1), set the improved
building space model generation function, through which a
new building space structure is automatically generated [14]:

f π1, π2,⋯, πnð Þ = PA × f πð Þ: ð2Þ

In the formula, f ðπÞ is the calculation function of the
building space structure before improvement [15].

According to the basic spatial morphological characteris-
tics and environmental characteristics of the building, the
spatial structure of the building is improved, and part of
the results are improved. Use VR technology to establish
an improved basic structure of building space, and split
and adjust the inappropriate or mismatched connection
positions at any time; according to the above operation,
the improvement of the basic structure of the building space
is realized.

3.2. Optimal Design of Concrete Structure Building Space
Function. Improve the concrete building space of the basic
structure; it is necessary to optimize the function of the con-
crete structure building space and then perform structural
matching through VR technology [16]; finally, a complete,
ready-to-use building space model is generated. According
to the architectural space model, reoptimize the design of
the use functions of different spaces, give each area new
use functions, and cater to the trends and design purposes
of the times. Figure 2 is a schematic diagram of the basic
strategy of spatial function optimization design [17].

There are two main forms of division of building space:
splitting vertically and splitting horizontally [18]. The split-
ting in the horizontal direction is relatively simple, and more

independent space can be obtained only by adding a parti-
tion wall and satisfy the requirement to increase the amount
of space used. This split will not change the basic structure of
the improved building space and can be achieved through
nonstructural processing. The splitting of vertical space is
suitable for buildings with high height inside the building
space; by dividing the vertical direction, the amount of space
used and the utilization rate of space are increased. At this
time, it is easy to cause the problem that the old and new
structures of the vertical split do not match; therefore, the
VR technology uses formula (3) to set the split ratio:

k2 = k1 × c: ð3Þ

In the formula, k2 is the size of the virtual model after
splitting and adjustment; k1 is the space size of the actual
concrete structure building; and c is the scale.

The use of formula (3) can realize the splitting of build-
ing space. Reorganization according to the split virtual
model mainly includes three forms: completely independent
reorganization, mutually inclusive reorganization, and fully
inclusive reorganization.

Complete independence is to completely separate the
two split spaces, while mutual accommodation is that one
space contains another subspace; full containment is a larger
space, and it accommodates spaces with completely incon-
sistent structural forms. According to the form of space reor-
ganization, optimize the design of the space function of the
concrete structure building, and enhance the use function
of the building space by establishing a new arrangement
order. Combining formulas (2) and (3), the sorted virtual
building space size is obtained [19]:

s0 = k2 × f π1, π2,⋯, πnð Þ−Δs: ð4Þ

In the formula, Δs is the spatial reorganization error; s0 is
the virtual building space size.

When the ratio between s0 and the actual concrete build-
ing space size S is in line with reality, it proves that the opti-
mized space function design is achievable.

3.3. VR Technology Design Concrete Structure Matching
Method. When the optimized building space function meets

Table 1: Basic functional composition of conventional building space.

Space type Regional function Features

Entrance area Building space entrance Access control, signage, information desks, entry and waiting areas

Rest area Staff rest area Spread out resting positions

Office area Workspace Mainly on working hardware

Entertainment area Provide leisure area Placement of recreational facilities

Shared space Common use area High flow of people and loud noise

Expand space Areas used for tasks other than work Other auxiliary equipment installation and manual activities, etc.

Public space Space accessible to all personnel Large area, large flow of people, more frequent use

Independent space For one person only Quiet and small

Other Other uses —
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the requirements of architectural geometric design, the VR
technology is used to design the concrete structure matching
method, and the space optimization of the concrete structure
building is realized through the interactive integration and
matching between concretes. In interactive integration
under VR technology, according to the relationship between
buildings and exhibitions, buildings and structures, and
buildings and equipment, through morphological contrast
and streamline composition, the matching between the con-
crete structures of the building space is realized.

The three components of VR technology are temporal
component X, spatial component Y , and attribute compo-
nent Z. Among them, the temporal component describes
the dynamics of the spatial design [20]; when the value of
the spatial component is 0, 1, 2, and 3, it corresponds to
the point, line, surface, and volume of the real building space
and the virtual building model, which fully describes the
spatiality of the building; the attribute component corre-
sponds to the architectural attributes of a specific time and
space. The virtual model is used to detect the matching
degree between concrete models; Equation (5) is the basic
algorithm to control the model.

FX A1,A2ð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

〠
n

i=1

wi × xi1 − xi2ð Þ2 × s0
s

s

,

FY A1, A2ð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

〠
n

i=1

wi × yi1 − yi2ð Þ2 × s0
s

s

,

FZ A1, A2ð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

〠
n

i=1

wi × zi1 − zi2ð Þ2 × s0
s

s

:

8
>>>>>>>>>>>><

>>>>>>>>>>>>:

ð5Þ

In the formula: FX , FY , and FZ are the matching values of
virtual spaceA1 and actual building space, respectively; xi1, xi2,
yi1, yi2, zi1, and zi2 are, respectively, in two spaces, the time,
space, and attribute factors of the ith concrete structure; wi is
the architectural space matching weight.

According to formula (5), the matching degree test result
is obtained as the following:

F =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
FX × A1, A2ð Þ

N

r

,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
FY × A1, A2ð Þ

N

r

,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
FZ × A1, A2ð Þ

N

r

:

8
>>>>>>>>><

>>>>>>>>>:

ð6Þ

In the formula, F is the matching value; N is the weight-
ing coefficient participating in the matching test.

According to the calculation results of F, it can be judged
whether the dimensions of the model components match.
When F ≥ 0:97, it means a high degree of fit between model
components; when 0:95 < F < 0:97, it means a regular fit
between model components, and the setting parameters of
some components need to be adjusted; when F ≤ 0:95, the
architectural model design parameters need to be readjusted.

3.4. Analysis Method of Ultimate Bearing Capacity. Based on
the finite element model of the steel structure of residential
buildings in the earthquake area, the linear buckling, geo-
metric nonlinearity, and double nonlinearity are studied;
evaluate its ultimate bearing capacity. Linear buckling is an
eigenvalue solution process, which is usually processed by
inverse vector iteration and subspace iteration.

The linear buckling method is a general method for test-
ing the ultimate bearing capacity of bearing steel structures
[21]. If the structure and material are both linear, the struc-
tural failure factor λ is obtained by using the form of the
solution eigenvalue, and the ultimate bearing capacity of
the building steel structure is obtained; the geometric non-
linear analysis method regards the material as linear, and
for the structural beam-column effect and large displace-
ment effect, use incremental and iterative methods to deal
with the ultimate bearing capacity of the structure; the struc-
ture and data of the geometric and material nonlinear
research method have nonlinear properties, and the ultimate
bearing capacity of the building steel structure is obtained by
means of incremental and iterative measures.

(1) Linear buckling method

Under the influence of the critical load, the linear bal-
ance equation of the steel structure of residential buildings
in the earthquake area is as follows (7) [22]:

K0 + λKσð Þ∙ Δuf g = 0: ð7Þ

In the formula, K0 represents the elastic stiffness matrix
of the building steel structure; Kσ represents the geometric
stiffness matrix under the reference load; fΔug and λ repre-
sent the node displacement increment and the load stability
factor, respectively. The eigenvalue problem presented by
Equation (7) is dealt with by the inverse vector iteration

�e improved
architectural space

Independent
service space

Standard, split,
reorganize

Elasticity,
interactive, shared

Independent,
fusion, auxiliary

Public function
space

Ancillary
service area

Figure 2: Basic strategy of functional optimization design.
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method and the subspace iteration method [23]. Structural
critical loads are shown as F = λmin∙F0.

(2) Geometric nonlinear method

The geometric nonlinear incremental balance equation
of the steel structure of residential buildings in the earth-
quake area is as follows (8) [24]:

K0 + λKσð Þ∙ Δuf g = ΔF, ð8Þ

where ΔF is the external load increment.
By the incremental Newton Raphson iteration method,

the nonlinear incremental balance equation in Equation (8)
is solved.

(3) Double nonlinear analysis method

Considering geometric nonlinearity and material nonlin-
earity, the incremental balance equation is as follows:

Kep + λKσ

À Á
∙ Δuf g = ΔF, ð9Þ

where Kep is the elastic-plastic stiffness matrix of the struc-
ture. Through incremental Newton Raphson iteration and
arc length method, the nonlinear incremental equilibrium
equation of Equation (9) is solved [25].

4. Analysis of Results

The architectural space optimization design method was
proposed and compared with the traditional architectural
space optimization design method, analysis of different
building technologies, and optimization effect of concrete
structure building space.

Two buildings are randomly selected as experimental
test objects, among which object A is a simple structure
building space, and object B is a complex structure build-
ing space. The concrete structure parameters of the known
buildings are shown in Table 2. On the premise of chang-
ing the parameters of the concrete structure by using two
methods, complete the structural optimization of the
building space.

According to the parameters in Table 2, two optimization
design methods are used, respectively; space optimization was
performed on 2 groups of experimental test objects. The
optimal design method proposed this time was used as the

experimental group, and the traditional spatial optimal design
method was used as the control group. Figure 3 is the optimal
design test result of the simple structure building A.

It can be seen from Figure 3 that the two optimal design
methods, for the simple structure building space, and the
average optimization ratios are 97.17% and 96.71%, respec-
tively, both of which have high optimization ratios. The
different members of the steel structure of residential build-
ings in the experimental earthquake area were converted
into beam elements for discrete finite element analysis, with
a total of 127 nodes and 246 elements. The accuracy of the
finite element model of the steel structure of the residential
building is related to the error of the model structure, the
error of the model order, and the error of the model param-
eters. If model parameter error is the key contributing
factor, it is caused by rough material, geometric parameters
and joints, and boundary specification predictions. In the
author’s method, in the process of revising the parameters
of the finite element model, the material parameters are
set accurately, and the joint parts are welded, if it is a rigid
connection, during the research process of the finite
element model, the lifting guide rails of the deployed steel

Table 2: Concrete structure parameters.

Concrete structural
system

Spatial scale variability Space expansion flexibility Facade retrofit flexibility

Framework
Good variability of bay

and depth
Removal of interior walls or partial columns Flexible

Shear wall structure
Poor bay and depth

variability
Difficult to carry out space expansion

renovation
Facade windows are

restricted

Frame shear structure
Good variability of bay

and depth
Removal of nonload bearing walls or columns Flexible
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Figure 3: Test results of space optimization design of simple
structure buildings.
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structure pillars and the fixed equipment at the top of the
steel structure are not analyzed. Therefore, the section
parameters of the main bearing members of the experimen-
tal residential building steel structure are the design vari-
ables. In the first second-order natural frequency obtained
by vibration detection, the finite element model is adjusted,
and the third-order natural frequency of the adjusted finite
element model is compared with the third-order natural
frequency obtained by the modal experiment; then, the
validity of the correction process of the method in this
paper is tested. The original frequencies and the adjustment
results are listed in Table 3. It can be seen, through the finite
element model adjusted by the method in this paper, that
the modal parameters of the experimental residential build-
ing steel structure are accurately described; it also inverts
the parameters outside the objective function, which has
strong prediction performance.

Using the modified finite element model of the method
in this paper, the mechanical performance of the experimen-
tal residential building steel structure was analyzed, the hook
load is set to 458 kN, and the test axial stress, operational
stress, and relative error between the two key members of
the steel structure are listed in Table 4. By analyzing this
table, it can be obtained that the predicted stress value of
the finite element model modified by the method in this
paper is the axial stress error obtained from the same test
is less than 6%, indicating that the method in this paper
can accurately describe the real bearing performance of the
steel structure of residential buildings in the earthquake area;
the predicted ultimate bearing capacity has high accuracy.

5. Conclusion

Using VR technology to optimize the concrete structure
building space, by increasing the fit between the component
models, enhance the matching degree between virtual build-
ing structures, realize more comprehensive building space
optimization, and solve the traditional space optimization
design method due to poor building structure matching
and the problem that leads to the low optimization ratio.

Also proposed based on vibration parameters, as well as
dynamic models, is the revised method for predicting and
analyzing the ultimate bearing capacity of steel structures
of residential buildings in earthquake areas and through
the method for evaluating the ultimate bearing capacity
based on the revision of the dynamic model and accurate
prediction of ultimate bearing capacity of building steel
structures. However, the spatial optimization design method
proposed this time does not consider environmental factors
such as geographic location information; in the future
research design, this point can be optimized and analyzed.
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Table 3: Initial frequency and correction results.

Natural
frequency

Initial
frequency/Hz

Target
frequency/Hz

Correction
frequency/Hz

Frequency error before
correction/%

Frequency error after
correction/%

f1 0.795 0.614 0.597 27.85 2.62

f2 1.005 0.749 0.737 47.42 0.26

f3 1.599 1.327 1.446 10.23 1.21

Table 4: Comparison of tested stress values and predicted stress values.

Axial stress
Second-story platform column number Middle and lower column number

① ② ③ ④ ① ② ③ ④

Test value/MPa -11.82 -12.86 -10.97 -8,69 -10,44 -11.38 -10.51 -9.91

Predicted value/MPa -11.91 -12.83 -10.23 -8.84 -10.11 -10.83 -10.95 -8.39
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In order to solve the problem that the traditional detection technology can not meet the requirements of online detection, a visual
detection device for bearing inner ring defects based on image processing and pattern recognition is proposed in this paper. The
device systematically designs an image acquisition device of bearing inner ring based on CCD. In the hardware scheme, the
appropriate lens, camera, light source, and other related hardware are selected according to the actual needs, a complete image
acquisition platform of bearing inner ring is built, and the software function design is completed. The simulation results show
that the qualified rate of machine detection is 98.6%, the missed detection rate is 0, and the false detection rate is 1.4%, which
are better than manual detection. Conclusion. The test results show that the bearing inner ring defect detection system can
detect the surface defects of bearing inner ring quickly, stably, and reliably, and the detection efficiency and accuracy are
higher than the original manual detection method, so it has a good application prospect.

1. Introduction

Bearing is the basic component of modern industry and
known as the “joint” of mechanical equipment. It is
widely used in automobile, household appliances, agricul-
tural machinery, engineering machinery, heavy machin-
ery, electric power, railway, machine tool, and other
industries. Its main function is to support the rotating
shaft or other moving bodies. It plays the role of fixing
the rotating shaft and reducing the load friction coeffi-
cient in the process of mechanical transmission. Its accu-
racy, performance, service life, and reliability play a
decisive role in the service performance and reliability
of the main engine. Bearing industry is a national basic
and strategic industry. Its development level and indus-
trial scale reflect a country’s comprehensive industrial
strength and play an important role in national economy
and national defense construction [1].

With the improvement of production automation level
and the continuous improvement of product quality
requirements and production efficiency, machine vision
image processing and pattern recognition technology have

received more and more attention. At present, the applica-
tion field of machine vision is deep and wide, with strong
practicability and real time. It is widely used in many
fields such as industry, agriculture, medical treatment,
and transportation [2]. In recent decades, with the contin-
uous acceleration of industrialization and the transfer of
manufacturing centers in various countries and regions
to China, bearings usually need mass production with high
speed and accuracy requirements. In order to comply with
the development of modern bearing production mode,
machine vision image processing and pattern recognition
technology have important application prospects and
research value in bearing detection [3]. In addition,
benefiting from the continuous improvement of support-
ing infrastructure, the continuous expansion of the overall
scale of manufacturing industry, and the continuous
improvement of intelligent level, favorable policies, and
other factors, the demand of China’s machine vision image
processing market is growing. With the improvement of
industry technology and wider product application fields,
the machine vision market will further expand in the
future [4].
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2. Literature Review

In foreign countries, the monitoring and diagnosis of bear-
ings have been started in the 1960s. After about half a
world’s development, it has basically reached the period of
marketization and commercialization. Boeing company in
the USA uses resonance demodulation technology for fault
analysis. This technology improves the signal-to-noise ratio
and can well detect the fault. Resonance demodulation
method is similar to impulse method, but it can also judge
the existence of the fault, the location, and damage degree
of the fault. Therefore, this method has been widely used
[5]. Later, due to the progress of science and technology,
after the 1980s, companies in some industrial developed
countries began to use computers to monitor and diagnose
the state of rolling bearings. For example, the USA and Rus-
sia developed ReBAM system and dream automatic diagno-
sis system, respectively. These systems use the combination
of nonlinear signal and signal processing of rolling bearing
and build an information database according to the charac-
teristics. In this database, there is huge bearing information,
which can realize intelligent classification and fault judg-
ment and monitor the condition of bearing.

At present, there are many research institutes engaged in
bearing fault diagnosis, but there are relatively few research
on the bearing of relevant railway freight cars, and the appli-
cation is even less. In terms of image detection, Nikiforova,
Z. S. and others designed the detection system according to
some characteristics of brake valve surface defects, processed
the corresponding defect images, and judged the corre-
sponding level of the workpiece. In actual operation, it has
some advantages of long time, good stability, and high accu-
racy, completely avoiding the false detection caused by man-
ual long-time labor [6]. Urazghildiiev, I. R. and others
studied the defects on the surface of steel cord by using
image processing technology. In order to remove the inter-
ference of noise to the follow-up research, they denoised
the collected steel curtain wire image in the first step. Sec-
ondly, the moving edge algorithm is used to extract the tar-
get area and perimeter, the gray level co-occurrence matrix
is used to process the texture features of the wire, and a vari-
ety of features are used to judge the defects of the detected
objects. The results show that the algorithm for feature
extraction has certain value and plays a certain role in pro-
moting the self-energy of detection [7]. Li, Z. and others
have conducted preliminary discussion and research on
online bearing size detection based on machine vision and
designed a detection system on the flow production line
[8]. The system requires the bearing to move on the con-
veyor belt according to a certain beat, the image capture is
synchronized with the production line, and the images are
captured at the same time. The collected images are proc-
essed in order, such as graying, median filtering, Laplace
sharpening, threshold segmentation, and contour extraction;
finally, the actual size of the bearing is obtained through cal-
culation, and whether the bearing size is qualified is judged.
Although this system replaces manual detection and reduces
the detection cost, the whole system has not been completed,
and there are still some problems to be solved, such as online

dynamic image acquisition. This system also lays a founda-
tion for future research. He, J. and others designed the bear-
ing inner and outer diameter detection system [9]. When the
system collects images, the CCD optical axis is collinear with
the central axis of the bearing, and the ideal image can be
obtained. Then, the required information can be obtained,
and the bearing size can be calculated through the opera-
tions of median filter, Laplace sharpening, smoothing filter,
threshold segmentation, and contour extraction. A standard
sample bearing is used for system calibration, and the bear-
ing outer diameter measurement test is carried out. The
standard deviation can reach 0.015mm, and the accuracy
meets the design requirements.

In this paper, combined with the quality inspection stan-
dards specified by the bearing manufacturer, a set of visual
detection device for bearing inner ring defects is designed
and implemented. In the hardware scheme, the appropriate
lens, camera, light source, and other related hardware are
selected according to the actual needs, a complete set of
bearing inner ring image acquisition platform is built, and
the software function design is completed to realize the test
of bearing surface defect detection.

3. Research Methods

3.1. Overall Design of Detection System Scheme. In order to
meet the actual needs of the bearing manufacturer, the
online visual inspection system for the appearance defects
of the bearing inner ring designed and developed in this
paper needs to meet the following basic requirements:

(1) The system is fully automated: It can realize 100%
detection of the bearings on the production line
and screen the bearings according to the detection
accuracy. Instead of the original manual detection
method, the whole detection process is controlled
by computer

(2) Accurate classification: It can correctly identify and
classify defects, and the repeated detection rate is
high [10, 11].

(3) High reliability: The system can operate safely and
stably for a long time and ensure the corresponding
accuracy. For bearings with various defects, it can
also ensure reliable operation

The bearing inner ring defect visual inspection system is
mainly composed of four modules: mechanical module, soft-
ware module, electrical control module, and image acquisi-
tion. As shown in Figure 1, the module division of the
whole system and the relationship between each module
are shown.

3.2. Hardware Design of Bearing Inner Ring Defect Detection
System. The hardware part of the visual inspection system
for bearing inner ring defects mainly consists of mechanical
transmission module, optical lighting module, image acqui-
sition module, computer image processing module, and elec-
trical PLC control module [12]. The defect detection system
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of bearing inner ring is controlled by an industrial computer.
Four high-speed CCD cameras collect images in parallel and
process them in real time. The processing results are fed
back to the electrical control unit, and finally, the bearings
are sorted.

3.2.1. Mechanical Transmission Module. The main function
of the mechanical transmission system is to pass the bearing
test samples through each image acquisition station one by
one at a certain rate to complete the image shooting. The
uniform speed and stability of the transmission module are
related to the quality of image shooting [13]. The module
is mainly composed of motor, frequency converter, and
encoder. While rotating, it sends pulse trigger signal to the
camera.

3.2.2. Optical Lighting Module. The main responsibilities of
this part are to supplement the light and shield the influence
of ambient light on the bearings on the production line,
highlight the surface defects of the bearings, make them
compare with the background, and facilitate subsequent
image processing. A good lighting system can not only assist
the camera to collect high-quality images, but also simplify
the subsequent image processing algorithm and improve
the operation efficiency of the system [14].

3.2.3. Image Acquisition Module. Four industrial cameras
assume that the real-time image acquisition of the bearing
on the mechanical transmission device is carried out on
the bearing production line, and the collected image data is
transmitted to the industrial computer software system [15].

3.2.4. Computer Image Processing Module. The core part of
the module is the software system running on the computer,
mainly including multicamera parallel control, image pro-
cessing algorithm, and multistation data fusion [16].

3.2.5. Electrical Control Module. The electrical control is
mainly controlled by PLC to the solenoid valve. According
to the results of image processing by the computer, the result
data is sent by the computer to the electrical control unit,

which drives the mechanical device to make corresponding
actions to sort the bearings [17].

In the machine vision system, the lens is an essential
part. The optical lens can image the long-distance target
on the CCD target surface of the camera. The appropriate
lens selection will give full play to the camera. The parame-
ters of the lens mainly consider four parameters related to
the lens: focal length, field of view, working distance, and
depth of field. When the size of the subject and the distance
from the object to the lens are known, the focal length of the
selected matching lens can be estimated according to the fol-
lowing formulas:

f = h × WD
H

, ð1Þ

f = v × WD
V

, ð2Þ

whereWD is the distance from the lens center to the subject;
H and V are the horizontal and vertical dimensions of the
subject, respectively; v is the imaging height of the target sur-
face; and h is the horizontal width of target imaging. That is,
focal length = object distance × CCD chip size ðwidth or
heightÞ/field of view size ðwidth or heightÞ.
3.3. Bearing Inner Ring Surface Defect Detection Algorithm.
The image processing generally starts from extracting the
region of interest (ROI). Region of interest (ROI) is an image
region selected from images, which is the focus of image
analysis. Delineate the area for further processing. Using
ROI to delineate the area where the target to be detected is
located can reduce the processing time and increase the
accuracy [18].

Then, locate the target to be detected in the ROI area and
segment it from the image; that is, accurately locate the tar-
get on the basis of the ROI area. Through this operation, the
interference of noise and the design complexity of defect
identification algorithm can be greatly reduced.

�e encoder
Drive sha�

Lighting

�e mechanical module
Sorting device

Transverse device

Background
processing so�ware

�e image processing
Camera control

Data fusion

Image acquisition module
Optical lens

Industrial camera

Electrical
control

Figure 1: Module structure diagram of bearing inner ring detection system.
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The defect recognition algorithm is used in the accu-
rately located target area to segment the defect area. How-
ever, in the actual segmentation results, there are usually
other nondefect regions that meet the defect characteristics.
Therefore, screening links should be added to select defects
and meet different testing standards [19]. The flowchart is
shown in Figure 2.

3.4. Software Design of Bearing Inner Ring Defect Detection
System. The bearing inner ring defect detection software is
developed under Windows system based on visual studio
compilation environment. The main functions of the soft-
ware include camera parameter configuration of linear array
camera and area array camera, camera image acquisition,
image display, bearing inner ring defect detection algorithm,
multistation camera parallel control, multistation processing
result fusion, lower computer communication control, and
other basic functions. The function is shown in Figure 3.

When the bearing enters the detection station from the
feeding port, the sensor switch is triggered, and the two long
rolling shafts take the bearing to rotate. At this time, the
camera collects the image of the bearing and processes it in
real time. When the outer ring of the tested bearing turns
around for one week, the mechanical arm moves the tested
bearing to the next station. Each bearing needs to go through
the program flow as shown in Figure 4: image acquisition,
image display, image processing, and data fusion to the final
sorting process. The overall detailed steps of the program are
as follows:

4. Result Analysis

4.1. Experimental Description. This test is a complete
machine test on site. According to the needs of the project,
the initial construction of a complete set of detection system
is completed to form a complete set of bearing inner ring
defect detection system. The detection object is the bearing
inner ring sleeve of model IM-BBQ-3155D. The end face
diameter of the bearing inner ring of this model is
39.78mm, the width of the outer circumferential surface is
21.25mm, and the alarm is given if there are black skin
defects on the inner surface, side, and outer surface, or the
size of collision defects is greater than 1mm. Randomly
select the bearing inner ring samples that have not been
manually tested on site for testing [20].

4.2. Testing Process. Aiming at the existing detection
methods of bearing inner ring defects, combined with the
requirements of automatic transformation of factory pro-
duction line, this paper proposes a detection method based
on machine vision. The main detection process is as follows:

(1) Initialization power on: After the user opens the soft-
ware system, initialize and return the whole system,
confirm whether the camera is connected normally
and relevant parameters of the camera, and power
on the PLC to return the mechanical device to the
initialization position and wait for feeding

(2) Feeding: Since the system is an initial commissioning
prototype and is not combined with the production
line, the inner ring of the bearing is manually placed
in the feeding groove, the bearing is placed in the
feeding groove, and the feeding of the inner ring of
the bearing is controlled by PLC and sensor to enter
the detection station

(3) Collection and detection: Run the software system.
The bearing inner ring enters the detection station
1 from the feed inlet. Collect the image, and call
the algorithm in the background to calculate the
image and identify the defects. When the bearing
inner ring rotates to a circle, it is moved horizontally
to the next station. The feed from the feed inlet flows
into station 1. The bearing is detected in the way of
flow waterline. The bearing inner ring goes through
the detection links of station 1, station 2, station 3,
and station 4, respectively

(4) Sorting: When the bearing enters station 4, collect
images and identify defects. After processing, fuse
the results of the first three stations for sorting

4.3. Result Analysis. Combined with the above testing pro-
cess, 1000 sets of bearing inner ring samples were selected,
including 800 qualified bearings and 200 unqualified prod-
ucts through manual testing. The appearance of bearing
inner ring is tested, and the test results are shown in Table 1.

According to the analysis of the test results of 1000 sets
of bearing inner rings, the whole system runs smoothly,
and there will be false detection. After checking the test

Start

ROI area extraction

Detection area fine positioning

Segmentation of surface
defects of bearing inner ring 

Identification of surface
defects of bearing inner ring 

End

Figure 2: Flow chart of bearing inner ring defect detection
algorithm.
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results, it is found that there are fine scratches on the bearing
surface, and the scratches are intertwined too densely, which
will show a shape similar to black skin defects in the image.
When the algorithm is determined, it will be mistakenly
detected as black skin defects, and the qualified bearing will
be determined as unqualified. However, in this case, it will
not be detected as defective bearing in the process of manual
detection. There are also a small number of false inspections
of bearings because the manual inspection standards are not
well integrated with the machine vision inspection stan-
dards. The manual inspection is subjective, and the inspec-
tion standards cannot be consistent at all times because the

staff will have visual fatigue after working for a long time.
When using machine vision detection, the length and width
of the initial standard defect are 1mm. This standard is very
small for human eyes in manual detection. After the image is
collected by the camera, the details of the bearing surface are
very clear, and the 1mm appears very large. Therefore, some
qualified bearing inner rings will be incorrectly detected as
unqualified. Compared with the unqualified bearing inner
ring, there is no false inspection in the inspection process,
and the defects can be correctly detected without being
wrongly identified as qualified products. In the process of
the above experiment, the qualified products of the bearing

So�ware platform of visual inspection system for bearing inner ring defects

Camera control Trigger settings Image display Set control End displayImage
processing

Parameter
settings

Figure 3: Software system structure.

Start

Program initialization

Waiting for external trigger
signal to acquire images 

Capture images

Image processing to
identify defects 

End

Y

N

Y

NPop-up prompt (XX camera
is not connected)

Is the
camera

connected

Whether the
camera is
triggered

Fusion of multi-station
processing results

�e fusion result is
sent to the PLC to
control the sorting

Figure 4: Overall flow chart of program framework.

Table 1: Sample test results.

Inspected quantity Correct detection quantity False check quantity Accuracy

Qualified bearing inner race 800 781 19 97.6%

Defective bearing inner race 200 200 0 100%

Total 1000 981 19 98.1%
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inner ring will be falsely detected as unqualified due to the
problem of detection scale. Next, 1000 bearing samples are
randomly selected to compare the original manual detection
method of the factory with the machine vision detection
method. The two detection methods are carried out accord-
ing to the unified standard; that is, if the defect size length
exceeds 1mm, it is unqualified. The comparison of detection
results is shown in Figure 5.

Comparing the two detection methods, the qualified rate
of machine vision is higher than that of manual detection,
and the time is faster than that of manual detection. Manual
detection takes 58 minutes, and machine detection takes 26
minutes. In the actual test, when the manual detection stan-
dard is the same as the machine detection standard, the
manual detection method will produce visual fatigue with
the increase of working time, resulting in the decline of
detection efficiency and detection accuracy. However, for
the machine vision detection method, it is always the same,
and the image processing speed is between 100ms and
150ms for each image. It takes about 1-2 seconds for a bear-
ing inner ring to go through four detection stations. In terms
of the accuracy of detection results, there will be missed
detection in manual detection, which does not exist in
machine vision detection. The reason is that in the manual
detection process, people will have fatigue and subjectivity
problems, which will cause inconsistency between the detec-
tion accuracy and the detection results, but the detection
standard is consistent in the machine detection process.
And the false detection rate of machine vision detection
method is also lower than the original manual detection
[21]. It is concluded that using machine vision to detect
the defects of bearing inner ring is a detection method with
higher efficiency and accuracy than traditional manual
detection, and the test results also lay a foundation for sub-
sequent field application.

5. Conclusion

As an important part of machinery, the quality of bearing is
related to the reliability of mechanical operation. For a long

time, bearing manufacturers mostly use manual visual
inspection to detect the appearance of bearing. Due to
human subjectivity and visual fatigue caused by long-term
work, this detection method is not only inefficient, but also
has a high rate of missed detection. Aiming at the problems
of manual detection, this paper designs and implements a set
of bearing inner ring defect detection system based on
machine vision. In the hardware scheme, based on the actual
needs, this paper selects the appropriate lens, camera, light
source, and other related hardware; designs the lighting sys-
tem according to the characteristics of bearing inner ring
defects; and builds a complete set of bearing inner ring
image acquisition platform. In the software scheme, this
paper mainly includes two aspects: one is the design and
implementation of software functions, and the other is the
design and implementation of bearing inner ring image pro-
cessing algorithm.

The actual test shows that the bearing inner ring defect
detection system realized in this paper has the characteristics
of good real time and high detection accuracy, and can meet
the requirements of industrial detection, but there are still
deficiencies.

(1) Due to the complexity of the production environ-
ment, when the angle of the light source and the
camera cannot be strictly aligned, the camera will
collect the image and process the image, and the gray
distribution of the image will be uniform, so that the
recognition is inaccurate in the subsequent inspec-
tion process. Therefore, in the future optimization
process, the algorithm needs to be optimized to
reduce the impact of the angle of the light source
and camera

(2) The detection efficiency of the system needs to be
further improved. In the actual test, the detection
accuracy of the system is more accurate than that
of manual detection, but the running speed has not
been greatly improved. Therefore, in view of this
problem, the whole system needs to be further opti-
mized in terms of machinery and algorithm, com-
press time, and improve the detection efficiency
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In order to solve the problems of image perception and quality decision-making of wood defects with typical bionic intelligent
algorithms, the existence of multidimensional degradation factors causes serious real problems of image distortion; the author
proposes a wood defect image reconstruction and quality evaluation model based on deep reinforcement learning. The model
introduced the deep learning mechanism and realized real-time and efficient reconstruction of multidimensional defect images
of different wood by using the deep residual network for iterative training. In this model, a panoramic autonomous perception
model was constructed for the fine segmentation and feature extraction of multidimensional defects of different wood and a
shared resource pool of wood defect features of the magnitude of big data was constructed. Introduce the reinforcement
learning mechanism, use the deep deterministic policy gradient algorithm, and establish a high-dimensional decision mapping
between the iterative update of defect features, autonomous decision-making, panoramic visualization, depth prediction, and
wood quality evaluation; it realizes the horizontal sharing integration of multidimensional difference wood defect image
reconstruction and quality evaluation. The results obtained are as follows: in a typical environment, systematic wood quality
evaluation, and autonomous intelligent decision-making performance, the coincidence rate with artificial defect recognition
and evaluation efficiency can reach 90% and the loss of the training set can be controlled below 0.2%. Compared with the
traditional wood quality grading system, the wood defect image reconstruction, and quality evaluation model system designed
by the author, the quality evaluation decision-making efficiency rate was 90.19%, an increase of about 20%, and the system
decision-making operation and maintenance loss was 2.23%, a decrease of about 10%. It is proved that the system designed by
the author can realize the timely detection of wood quality defects very effectively and save a lot of manpower and material
resources.

1. Introduction

Wood is one of the most precious natural resources in basic
building materials, and at the same time, it is also one of the
longest-used materials in human history [1]. Wood, cement,
steel, and plastic are the four basic building materials today,
of which only wood is a renewable resource [2]. At present,
China is faced with the shortage of forest resources and the
low quality of wood, which are not conducive to the devel-
opment of forestry; as a country with relatively poor forest
resources, the limited forest resources should be cherished
and protected and the wood resources should be used fully

and rationally. How to improve the utilization rate of wood
and make full use of forest resources is an important issue
that Chinese forestry scientists need to face seriously [3].

In the process of wood processing and production, wood
quality inspection and classification are an important link,
the so-called wood quality inspection and classification, that
is, based on the standards in the national standards of the
People’s Republic of China, the quality of wood is tested
and graded, the detection is essentially the detection of wood
defects, and the grading standard is based on national stan-
dards, for example, GB/T4822-2015 is the national standard
for sawn timber inspection, which describes in detail the
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material judgment of sawn timber to determine the grade of
wood. At present, there are different standards for wood
testing, which leads to an increase in the misjudgment of
defects and affects the quality judgment of wood.

Due to the high intensity and long time of manual work, it
is easy to cause visual fatigue and affect the final detection
accuracy. Research on the digital transformation of traditional
wood surface defect detection and quality grading based on
artificial intelligence will greatly liberate manual labor, guide
the conversion of original manual labor to mental labor,
change the production mode of traditional wood screening,
and improve industrial efficiency and automation level [4, 5].

2. Literature Review

Before the 1950s, the detection of wood defects, basically,
manual identification is used to classify and calibrate defects.
However, with the development of society and industrial
production, the requirements for testing speed and testing
quality have been continuously improved and the shortage
of manual testing has gradually emerged; the problems of
different judgment standards, misjudgment, and omission
of judgment restrict the development of wood processing
technology. Therefore, manual detection technology has
been gradually abandoned by enterprises and other relatively
commercial new detection technologies have begun to
emerge [6].

With the rapid improvement of the level of modern
industrial technology, since the 1950s, researchers have
applied emerging technologies such as lasers, rays, and
nuclear magnetic resonance to the field of wood defect
detection, which has improved the automation level of wood
defect detection. Western developed countries were the first
to apply these emerging technologies to the study of wood
defect identification; they used X-ray and ultrasonic to iden-
tify defects earlier, which improved the shortcomings of
inconsistent manual inspection standards. But these tech-
niques still have some other shortcomings: X-ray identifica-
tion takes a lot of time, the diameter of the logs to be tested
needs to be less than 600mm, and the cost of testing equip-
ment and maintenance costs are high. These detection tech-
niques are affected by multiple factors such as wood
structure texture, material, and the cost of detection equip-
ment, which make these techniques not universally applica-
ble. In modern wood processing enterprises, these emerging
technologies have not been adopted on a large scale for the
detection of wood defects.

With the rapid improvement of the level of information
technology and the continuous enhancement of computer
computing capabilities, artificial intelligence, computer
vision, and other image-specific technologies have developed
rapidly. At present, researchers in the field of wood defect
detection have focused their research on the detection of
surface images of wood defects and defect detection has
entered the stage of informatization development. In recent
years, more and more researchers have applied computer
image processing and other technologies to the field of wood
defect detection, forming a series of new feature detection
methods [7]. In the 1980s, Gao et al. used a specific thresh-

old to divide the grayscale image of wood into rectangular
blocks and realized the detection of wood defects based on
texture analysis and spatial correlation of the image [8].
Then, Wu et al. applied this method to the color image of
wood defects; first, the two-dimensional histogram of the R,
G, and B channel maps of the image was subjected to
double-threshold segmentation, and then, the low-
frequency points were eliminated from the obtained results,
the resulting area of the largest 2D histogram sum, that is,
the defect background area [9]. In the 1990s, Hu et al. com-
bined the self-organizing feature structure with the neural
network for defect detection and achieved an accuracy of
85% [10]. Esteves et al. obtained the conclusion that the
RGB space is the best color space in wood defect detection
[11]. After entering the 21st century, related research has
advanced by leaps and bounds. Some people combine the
clustering method with the district-city growth method to
obtain a better scoring effect. Lopes et al. proposed an algo-
rithm to estimate the score by calculating the curvature from
the shape structure of wood defects [12].

On the basis of the current research, this paper proposes
a wood defect image reconstruction and quality evaluation
model based on deep reinforcement learning. Deep learning
mechanism is used to realize real-time and efficient recon-
struction of multidimensional defect images of different
wood. A panoramic autonomous perception model oriented
to the fine segmentation and feature extraction of multidi-
mensional defects of different wood was constructed, and a
shared resource pool of wood defect features of the magni-
tude of big data was constructed. Also, through the rein-
forcement learning mechanism, a high-dimensional
decision mapping between defect feature iterative update,
autonomous decision-making, panoramic visualization,
depth prediction, and wood quality evaluation is established
for the deep deterministic strategy gradient algorithm; it
realizes the horizontal sharing integration of multidimen-
sional difference wood defect image reconstruction and
quality evaluation [13].

3. Research Methods

3.1. Model Architecture of Wood Defect Image
Reconstruction and Quality Evaluation. Based on the wood
defect image reconstruction and quality evaluation model
system with deep reinforcement learning, the architecture
has real-time panoramic perception of wood defect images
to be inspected. Multithreading transmission of heteroge-
neous defect image data in the format of fast reconstruction
and temporary storage is constructed. The whole life cycle
system of three-dimensional visual inspection of the wood
production quality, such as quality grading evaluation and
independent intelligent decision making, was constructed.
A full-chain mechanism with real-time panoramic percep-
tion of wood defect images, image reconstruction quality
evaluation, defect recurrence, and independent decision-
making is also established. As shown in Figure 1, a special
framework of wood defect image reconstruction and the
quality evaluation model system is designed [14].
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Guided by the operation and maintenance requirements
of the whole life cycle system efficiency of wood production
quality visual inspection, the system architecture of the
wood defect image reconstruction and quality evaluation
model based on deep reinforcement learning is divided into
wood defect image perception submodule, wood defect
image reconstruction [15]. Construct submodule, quality
evaluation, intelligent decision-making submodule, human-
computer interaction submodule, etc.; among them, the wood
defect image perception submodule uses a high-speed linear
CCD camera to efficiently collect and accurately locate and
identify wood defect images such as joints, dead joints, insect
eyes, and cracks; The wood defect image perception submo-
dule uses a high-speed linear CCD camera to efficiently collect
and accurately identify wood defect images such as live seg-
ment, dead segment, and bug eye crack. The wood defect
image reconstruction submodule introduces the deep learning
mechanism. The deep residual network was used for iterative
training to realize real-time and efficient reconstruction of
multidimensional defect images of different wood. A pano-
ramic autonomous perception model for multidimensional
defect segmentation and feature extraction was constructed
[16]. Quality evaluation and the intelligent decision submo-
dule enhance the learning mechanism. The depth determinis-
tic strategy gradient algorithm was used to establish a high-
dimensional decision mapping between defect feature itera-
tion and autonomous decision panoramic visual depth predic-
tion and wood quality evaluation. The horizontal sharing
integration of multidimensional and different wood defect
image reconstruction and quality evaluation can be realized.
The human-computer interaction submodule realizes the
human-computer friendly interaction under the crossplatform
application system.

Taking the wood defect image reconstruction and qual-
ity evaluation model architecture as the top-level design
guidance of the state flow, the control flow logic of the wood
defect image reconstruction and quality evaluation model
based on deep reinforcement learning is designed; obtaining

large-scale normal wood images through linear CCD, a
training sample dataset is formed and these normal sample
datasets are input into the deep residual network based on
a convolutional autoencoder for training, which can learn
the data distribution characteristics of normal wood, but
not the data distribution characteristics of defects. In the
inference stage, input the image to be tested to the network
for reconstruction, take the sliding area as the reconstruction
object, make a residual with the original image, calculate the
residual value, and compare it with the threshold to obtain
the binary image classification result, which can show the
defects of your region. The wood image is input into the
classifier to distinguish and obtain the corresponding wood
quality grade, after the detection of the abovementioned
algorithm is completed; the image of the defective area is
input into the wood quality classification system based on
the image classifier for quality classification. The hardware
part collects the normal wood image and the wood image
to be detected by the image acquisition device (linear
CCD); input the image into the computer and store it as a
sample dataset and a dataset to be detected, and train the
sample dataset through the embedded computer to obtain
a model with parameters; input the image data to be detected
into the model of the embedded computer for inference, and
get the detection result; the classification instruction is given
to classify the quality of the wood image, and then, it is
handed over to the next-level execution equipment for pro-
cessing; the control flow logic of the wood defect image
reconstruction and quality evaluation model based on deep
reinforcement learning is shown in Figure 2.

3.2. Wood Defect Image Reconstruction and Quality
Evaluation Model Modeling. Based on the model architec-
ture of wood defect image reconstruction and quality evalu-
ation, the wood defect image perception submodule uses a
high-speed linear CCD camera to efficiently collect and
accurately locate and identify wood defect images such as
joints, dead joints, insect eyes, and cracks; it is a standardized
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Figure 1: Architecture of wood defect image reconstruction and quality evaluation model.
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engineering implementation method, and it is enough to
follow the corresponding engineering standards of linear
CCD: innovative design of wood defect image reconstruction
submodule, quality evaluation, and intelligent decision-
making submodule [17]. When focusing on improving typi-
cal bionic intelligent algorithms to deal with wood defect
image perception and quality decision-making, under the
action of the existing multidimensional degradation factors,
the defect image is seriously distorted, the variance of the
prior feature extraction of the defect image fluctuates fre-
quently, the texture of the defect image is uneven, and the
grayscale segmentation of the defect image fails; the optimal
convergence rate varies hysteresis with defect dimension
and other congenital deficiency. The deep learning mecha-
nism was introduced to realize real-time and efficient recon-
struction of multidimensional defect images of different
wood by iterative training using the deep residual network.
A panoramic autonomous perception model oriented to the
fine segmentation and feature extraction of multidimen-
sional defects of different wood was constructed, and a
shared resource pool of wood defect features of the magni-
tude of big data was constructed. The reinforcement learning
mechanism is introduced, and the deep deterministic strat-
egy gradient algorithm is used to establish a high-
dimensional decision mapping between the iterative update
of defect features, autonomous decision-making, panoramic
visualization, depth prediction, and wood quality evaluation;
the horizontal sharing integration of multidimensional dif-
ferential wood defect image reconstruction and quality eval-
uation is realized [18]. Based on the abovementioned
analysis, the quantitative realization process of wood defect
image reconstruction and quality evaluation model is given,
which provides quantitative guarantee for engineering effi-
ciency analysis.

3.2.1. Introduce the Deep Residual Network Mechanism.
Wood defect image perception has high requirements on
learning efficiency and real-time performance, introduces
the deep residual network mechanism to improve the
decision-making performance of deep learning, and uses
the residual learning network to realize the identity mapping
between stacked layers and input features; specifically, Q
ðs, a, θiÞ represents the output of the current residual net-
work Eval.net, used to evaluate new features perceived by
current learning; Qðs, a, θ−iÞ represents the output of the
residual unit, and the optimal perceptual feature set is
obtained from the identity mapping between the stacked
layer and the input feature. After the introduction of Target.-
net, the residual unit remains unchanged for a period of time,
which reduces the correlation between the unit mapping and
the identity mapping to a certain extent, and improves the
stability of the algorithm. After introducing the deep residual
network mechanism, the parameters in the residual network
are defined as θQ, Qμ½s, μðsÞ� which represents the expected
return value obtained by using the μ strategy to select an
action in the s state, and because it is in a continuous space
[19], it is expected that it can be calculated by integral; then,
formula (1) can be used to express the quality of strategy μ.

Jβ μð Þ =
ðSs
Se

ρβ sð ÞQμ s, μ sð Þ½ �ds = Es−ρβ Qμ s, μ sð Þ½ �f g: ð1Þ

The residual unit establishes a direct correlation channel
between the input and output through the identity mapping
component, and through the probability distribution function,
the optimal perception strategy is determined, and at each
step, the best action in the current state is obtained according
to the probability distribution and the random strategy at ~
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Figure 2: Control flow logic of wood defect image reconstruction and quality evaluation model.
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πθðstjθπÞ is adopted to generate the action and the objective
gradient function is shown in formula (2) as follows:

∇θJ πθð Þ =
ðSs
Se

ρπ sð Þ
ðAe

At

∇θπθ s, að ÞQπ s, að Þdads

= Es∼ρπ ,a∼πθ
∇θ log πθ a sjð ÞQπ s, að Þ½ �:

ð2Þ

3.2.2. Introduce the Mechanism of the Deep Deterministic
Policy Gradient Algorithm. Using the deep residual network
panorama perception normal wood image feature set, provide
a training sample set for reinforcement learning; use the pow-
erful self-perception ability of the DDPG algorithm, real-time
perception, and reconstruction of wood defect images, using
the powerful self-decision ability of DDPG algorithm; realize
the feature extraction and sharing calculation of multidimen-
sional difference wood defect image parameters; and provide
a positive feedback mechanism to correct the errors in the
sharing process, building a quality evaluation mechanism
under the global collaborative control [20]. Based on formula
(2), the deterministic strategy formula (3) is given and an
action is directly determined by the function μ according to
the behavior; μ can be understood as an optimal behavior
strategy at = μðstjθπÞ; then, the quantitative wood defect
image perception and reconstruction system can be repre-
sented as formula (3).

J μθð Þ =
ðSe
Ss

ρμ sð Þr s, μθ sð Þ½ �ds = Es∼ρμ r s, μθ sð Þ½ �f g: ð3Þ

Considering the instability of equation (3) in a competitive
environment, the first-order derivation of equation (3) is
carried out and the deterministic policy gradient can be
expressed as equation (4), which has strong compatibility;
through self-learning, real-time and efficient reconstruction
of differential wood multidimensional defect images can be
achieved and a panoramic autonomous perception model for
fine segmentation and feature extraction of differential wood
multidimensional defects can be constructed.

∇θ J μθð Þ =
ðSe
Ss

ρμ sð Þ∇θμθ sð ÞQμ s, að Þ
�����
a=μθ

ds = Es−ρμ ∇θμθ sð ÞQμ s, að Þja=μθ
h i

:

ð4Þ

According to the wide variety of wood and the complex
and changeable characteristics of wood defect images, use
the policy network μ to act as an actor and use the value
network to fit the ðs, aÞ function; acting as the critical role, it
realizes the horizontal sharing integration of multidimen-
sional difference wood defect image reconstruction and qual-
ity evaluation, so the objective function of DDPG can be
defined as formula (5).

J θμð Þ = Eθμ r1 + γr2 + γ2r3+⋯
Â Ã

: ð5Þ

Based on equations (3) and (4), efficient and orderly

reconstruction of wood defect images can be achieved; by stor-
ing the characteristics of wood defect images in the memory
playback pool, the fusion quality evaluation function is solved
by the substrategy parameters for information fusion and
sharing; it fundamentally realizes the panoramic visualization
of wood defect image recognition, reconstruction, and quality
classification and realizes the horizontal sharing and integra-
tion of multidimensional difference wood defect image recon-
struction and quality evaluation.

4. Analysis of Results

4.1. Simulation Verification under the Typical Environment
of the Model. In order to multidimensionally verify the wood
defect image reconstruction based on deep reinforcement
learning and the actual working efficiency of the quality
evaluation model, analyze the actual synergistic effect of
automatic real-time perception and fusion of wood defect
characteristics to be tested: autonomous and accurate recon-
struction of wood defect images, global optimal quality
evaluation, and autonomous intelligent decision-making
mechanism; set the initial training wood defect feature sam-
ple size as N , the initial network input size is 128 ∗ 256 ∗ 16;
the discount factor γ is 0.96; the learning rate a is 0.001; the
absolute value of the reward value of the decision policy is
limited within [−1, 1], because the negative reward is sparse;
the standard action reward value is set to −1, and the selec-
tion of parameters is guided by practical problems to ensure
that there is still strong evolutionary vitality in the later stage
of model training. And guide the training evolution towards
a better direction. Develop [21]. Based on Google’s Tensor-
flow 1.2.1 and OpenAI’s Gym 0.9.2 environment, the verifi-
cation environment was developed and the model was
empirically analyzed; set the initial loss function, from the
global optimal wood quality evaluation in a typical environ-
ment, with the performance simulation of autonomous
intelligent decision-making, image perception, and recon-
struction efficiency of wood defects in typical environments;
the algorithm is verified by simulation and multidimensional
simulation of model training loss performance under the
control of the perception decision system; in the Gym 0.9.2
environment, the graphical schematic simulation is carried
out and the comparison curve is given in the simulation
diagram by using the significant difference mark; the final
simulation results are shown in Figures 3–5.

It can be seen in Figures 3–5, that the wood defect image
reconstruction and quality evaluation model based on deep
reinforcement learning canbetter solve the followingproblems:
when typical bionic intelligent algorithm deals with wood
defect image perception and quality decision, the defect image
distortion is serious under the action ofmultidimensional deg-
radation factors; the variance of the defect image prior feature
extraction fluctuates frequently, showing uneven texture defect
image gray segmentation failure and other congenital defects
[22]; under the action of the existing multidimensional degra-
dation factors, the defect image is seriously distorted, the vari-
ance of the prior feature extraction of the defect image
fluctuates frequently, and the grayscale segmentation of the
uneven texture defect image fails; it has good perception and
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reconstruction autonomy, can achieve global optimal quality
evaluation and decision-making, and has the advantages of
high stability, strong anti-interference, and strong model gen-
eralization ability.

4.2. Effectiveness Verification of Engineering Application of
the Wood Defect Image Reconstruction and Quality
Evaluation Model. In order to verify the reconstruction of
wood defect images based on deep reinforcement learning
and the actual engineering application efficiency of the qual-
ity evaluation model in the first-line operation and mainte-
nance environment, select the economic forest in a certain
place as the efficiency evaluation carrier. Ignoring the imbal-

ance interference of the generalization ability and learning
ability of the dissimilar wood texture itself, the engineering
application analysis of the model was carried out, the normal
images of wood are used as the training parameter set, and
the images of wood defects are used as the test training set.
Based on economic considerations, the wood quality com-
prehensive classification system of a wood processing line
in this area was adaptively modified by using the microappli-
cation expansion mode. In addition, real-time panoramic
perception of heterogeneous defect image data of wood
defect images for inspection is added to the software pro-
cessing process of the full life cycle of three-dimensional
visual inspection of the wood production quality, such as
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Figure 4: Comparison and simulation of wood defect image
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rapid reconstruction of multithread transmission quality
grading evaluation and independent intelligent decision-
making under the temporary-normalized format. Indepen-
dent memory resources are allocated to periodically interact
with service data on the Intranet. Data panorama sharing
and model engineering efficiency are realized [23].

The defect images of live nodes, dead nodes, and bug eye
cracks in an economic forest with significant heterogeneity
were selected as the performance verification carrier. Quan-
titative analysis was carried out from the aspects of global
optimal wood quality evaluation and autonomous intelligent
decision-making performance under a typical environment
[24], wood defect image perception and reconstruction effi-
ciency under a typical environment, and model training loss
performance under the control of perceptual decision-mak-
ing system. Qualitative analysis is carried out around the
engineering application of the sensing decision system in
human-computer interaction friendly defect image recon-
struction, real-time effectiveness quality evaluation, and
information interconnection push (Table 1).

Table 1 shows the wood defect image reconstruction
based on deep reinforcement learning and quality evaluation
model; it can effectively deal with the problem of perceptual
reconstruction of wood defect images in a relatively short
period of time and has obvious advantages in perceptual
autonomy, panoramic reconstruction, independent evalua-
tion, and model generalization ability [25].

5. Conclusion

When the author focuses on improving typical bionic intelli-
gent algorithms to deal with wood defect image perception
and quality decision-making, under the action of the existing
multidimensional degradation factors, the defect image is
seriously distorted, the variance of the prior feature extrac-
tion of the defect image fluctuates frequently, and the gray-
scale segmentation of the defect image with uneven texture
fails: the inherent disadvantages of dissimilar wood, such as
the imbalance between the generalization ability and learning
ability of the texture itself and the hysteresis of the optimal
convergence speed with the defect dimension; the author

proposes a new wood defect image reconstruction and qual-
ity evaluation model and selects a certain economic forest in
a certain place as the performance evaluation carrier and
analyzes the engineering application of the model; the first-
line operation and maintenance verification results show that
the prototype system has real-time panoramic perception of
wood defect images to be inspected: rapid reconstruction
and temporary storage of heterogeneous defect image data,
multithreaded transmission in normalized format, quality
grading evaluation, and autonomous intelligent decision-
making; The prototype system also has quality grading eval-
uation and autonomous intelligent decision making and
other full-life cycle system efficiency of three-dimensional
visual inspection of the wood production quality, it has good
perception and reconstruction autonomy, can achieve global
optimal quality evaluation and decision-making, and has the
advantages of high stability, strong anti-interference, and
strong model generalization ability.
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Table 1: Comparison of engineering application efficiency of wood defect image reconstruction and quality evaluation model.

Compare items
Traditional wood quality

grading system
Wood defect image reconstruction and quality evaluation model

system based on deep reinforcement learning

Quality evaluation decision-making
efficiency (%)

71.72 90.19

Image perception and reconstruction
efficiency (s)

3.74 2.11

Decision system operation and
maintenance loss performance (%)

12.14 2.23

Human-computer interaction
friendliness of the system

Better Very good

Defective image reconstruction
effectiveness

Poor Better

Internet push of quality evaluation
information

Generally Very good
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In order to solve the problems that the gymnastics action recognition system cannot select gymnastics training items and difficulty
modes, the calculation matching degree and its threshold angle are inaccurate, the effect and efficiency of action learning are low,
and this research proposes a gymnastics action recognition and training pose analysis methods based on artificial intelligence
sensors. This method completes the performance improvement of the traditional human action recognition algorithm and uses
the skeletal features of the Kinect sensor to discriminate sports actions. Clustering based on static K-means algorithm increases
the accuracy of pose selection, and each pose is recognized by human action using artificial neural network (ANN) and hidden
Markov model (HMM). The obtained results are as follows: comparison of nonstatic and proposed static K-means algorithm
on the training set and the overall accuracy of the proposed method is much better than the previous method. Among the four
movements, the accuracy rate of “sitting” and “standing” movements is significantly higher, reaching 100%. In the gymnastics
action recognition experiment, the average recognition rate of the system in this research is 93.6%, the false rejection rate is
5%, and the false acceptance rate is only 1.4%. It is proved that the system interface designed in this research can prompt the
part that needs to be corrected, display the error on the output device, more efficiently assist the user to perform targeted
training on the action to be learned, and improve the effect and efficiency of action learning.

1. Introduction

With the successful commercial use of somatosensory games
by Microsoft in recent years, it has brought a brand new
gaming experience to players, and with the rapid populariza-
tion and application of computer technology, many
researchers and businesses have completely subversive and
innovative ways of somatosensory games based on connec-
tion. Into the equipment has seen a very broad application
and promotion prospects in the field of rehabilitation train-
ing [1, 2]. The main problem obtained on the basis of
applied research is how to use it for human action recogni-
tion and processing equipment. Kinect, as a data scanning
device based on somatosensory technology under Microsoft,
has been widely used in human motion detection. Its con-
stantly improved motion capture technology and speech rec-

ognition technology make it easy for people to talk to
machines with only body movements or sounds [3, 4].

The somatosensory data scanning equipment based on
virtual reality also provides a new training guidance idea
for gymnastics training: sports data collection is used in
many professional gymnastics training and national training
to assist researchers to observe coaches’ movements from
multiple perspectives, obtain training data of multiple move-
ment parameters and physiological indicators, and provide a
reliable data source for scientific training [5, 6]. The coach
can customize a scientific training plan for each trainer
through various training data, guide the training in a tar-
geted manner, and accurately grasp the trainer’s body con-
tour and body position. The user’s body movements are
wrong, thereby reducing the difficulty of the students’move-
ment and improving the training efficiency [7].
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2. Literature Review

Kinect devices were born at the stage of booming virtual
reality technology, more and more consumers favor its
immersive experience, and the consumer market is also
expanding, not only for games, education, and rehabilitation
services [8]. Therefore, the application of virtual reality tech-
nology in virtual training has attracted widespread attention
[9]. In order to reduce training costs and improve training
effects, various industries such as military and fire protection
are trying to develop virtual training simulators [10]. In
order to provide an interactive, immersive environment for
the trainee, the virtual training simulator must be able to
recognize the movements performed by the trainee [11].
For this reason, the human action recognition method was
introduced into the virtual training simulation based on
the Kinect-based somatosensory device [12]. So far, most
of the research on virtual training simulators is based on
human motion recognition of wearable motion capture suits
to obtain precise information of human motions, thereby
synchronizing the training content according to the
motions.

Recognition of palm bones through Kinect, Wang et al.
have designed a set of dynamic gesture recognition based
on Kinect. Through the Kinect device connected to the
Internet of Things, Liu et al. have developed a smart home
that can simplify life style system. Zhang et al. developed a
learning assistance system to assist users in learning Tai
chi movements and moves: auxiliary exercises. Zhao et al.
applied Kinect to medical treatment and designed an auxil-
iary system for diagnosis and recovery of movement disor-
ders based on gait analysis. Xu and others follow the trend
of the times and combine the preferences of contemporary
people to design and research somatosensory educational
games. Zhang and Jia and Li have used Kinect in swimming,
which has been well used to guide athletes to contact swim-
ming styles [13, 14].

A major feature of the Kinect device is to capture the
data of moving objects or moving human bodies when they
make actions, record the motion trajectory data of moving
objects, process these data with machine learning algo-
rithms, and then convert them into digital motion data. Tak-
ing advantage of this feature of Kinect, it is widely used in
somatosensory games, medical human detection, and even
in the film industry. For the research of Kinect, many
research institutes and universities, including the Institute
of Artificial Intelligence, have used the feature of Kinect data
capture [15, 16]. The artificial intelligence research institute
of a university manually marked the feature points of the
human body in the first frame and used monocular vision
to capture and track the movement of the unobstructed
parts of the human body without retaining the lost depth
data stream. The data acquisition of the position informa-
tion of the occluded parts becomes difficult to achieve.

From the above, the system in this research combines the
static initial centroid of the first estimate of K-means and an
artificial neural network, which is effectively evaluated on
the public data-set UTKinect. In this system, a human action
recognition system in Kinect skeletal joints is proposed.

3. Research Methods

3.1. Skeletal Skinning Animation for Gymnastics Movements.
The algorithm principle of skinned mesh technology is to
divide the character’s body structure into animations of multi-
ple skeletal joints and add a layer of skin to the outside of the
skeletal model. The essence of the skin is a mesh model anima-
tion. Amesh point set is commonly used inmodeling software.
The principle is bone skinning and bone joints are bound and
paired one by one. According to the reason why a vertex is
affected by multiple surrounding joint points, the position of
the bone nodes of the human model is formed into a whole,
and the bone and skin vertices determine its weight, to calculate
the position of the bones, only need to weight the bones with
different weights and their corresponding skin vertices.
Through the interpolation of two adjacent key frames, through
linear calculation, the vector data of the key frame, including
the position and direction, can be determined, and its weight
can be obtained through grid model calculation, and then the
changed position can be calculated. The characteristic of skele-
tal skinning animation is to make the animation look more
complete and more delicate in expression on the basis of skin-
ning. The feature of the skeleton skinning algorithm is that by
putting a “coat” on the bones, it drives the movement of the
entire human body structure, making the whole look smoother.
Skeletal skinning animation saves production costs and cycles
because it reduces computational storage while representing
skeletal motion. Since the mesh structure of the skeletal model
is mostly composed of adjacent quadrilaterals or polygons, it is
necessary to add a set of bones to the human bodymesh model
and their positions in order to connect the skin vertices of the
bones to cooperate with the action and better reflect the
smooth changes of the human body model [17].

The principle of the skinning algorithm is that since the
parent vertices of the skin at the skeleton node are affected
by multiple surrounding child skeletons, there is no need to
predefine the position of the skin vertices. It is only necessary
to use the interpolation of the joint positions of the skin mesh
to calculate the skin through the linear calculation method.
Vertex and bone weights, then get the updated positions of
skin vertices to quickly update the skin joint positions during
the movement, and finally deduce the positions of all skin
mesh vertices. The specific algorithm formula is as follows:

v′ = 〠
n

i=1
wiMiD

−1
i v 〠

n

i=1
wi = 1: ð1Þ

The algorithm can effectively update the position informa-
tion.wi indicates the weights of its skin vertices, v indicates the
position coordinates of the bone joints before the skin update,
v′ indicates the updated position coordinates, and Mi and
D−1

i v indicate the v segment of the bone of global coordinate
system and the local coordinate system.

The principle of the dual quaternion linear blending
(DLB) algorithm is to maintain the skin volume of the ani-
mation model before and after the transformation, that is,
a rigid body transformation, which is formed based on the
invariance of the coordinate system. It can avoid the
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unnatural phenomenon of skin knotting, which not only
avoids the shortcomings of the rotation center offset in the
spherical hybrid skinning algorithm but also sets the inter-
polation of the shortest path in the transformation, so that
the skin behaves better nature.

The formula form of the dual quaternion linear blending
(DLB) algorithm representing the spatial rotation transfor-
mation is as follows:

q = cos θ

2

� �
, n sin θ

2

� �
, ny sin θ

2

� �
, nz sin θ

2

� �� �
: ð2Þ

½nx, ny, nz� and θ represent the rotation axis and angle
through the origin. The formula is in the form of z = r − dε,
where ε2 = 0, the dual quaternion is the real part, r and the
dual part d are the dual numbers of the quaternion, and e rep-
resents the dual operator. Through this formula, the positional
relationship of rotation and translation in the space can be
expressed. The dual quaternion formula is as follows:

q = qr + qdε: ð3Þ

The dual quaternion linear blending (DLB) algorithm has
the characteristics of rigid transformation between it and the
matrix. In addition, due to the invariance of the coordinate
system of the algorithm, the position of the bones before and
after the update of the human body model can be kept incon-
venient, avoiding the shortcoming of the rotation center offset
in the spherical hybrid skinning algorithm.

BVH data is a motion manipulation data format, which is
converted after the Kinect device collects real-time motion data.
This data can be driven in real time under the user’s operation,
and the model can change in real time according to the user’s
actions. The sequence of BVH data is also in accordance with
the sequence of motion data collected in real time, matching
with the three-dimensional character model, and is widely used.

The production steps in skeletal animation are shown in
Figure 1.

3.2. Introduction to Algorithm Model. Hidden Markov model
(HMM, hidden Markov model) is a statistical model that ran-
domly generates observation sequences. Hidden Markov
models have strong dynamic modeling capabilities in the fields
of natural language and biological information processing, as
well as action recognition. For input human model samples,
new training can be constructed without resetting model
parameters. For input human model samples, a new training
template library can be constructed without resetting model
parameters. The emergence of HMM has played a huge role
in the expansion of the field of somatosensory recognition [18].

The structure of ANN artificial neural network (artificial
neuron network) is similar to the neuron structure of the
human brain. Its operation and processing methods are par-
allel and distributed, and it has the ability of classification,
comparison, and machine learning in pattern recognition,
which vividly imitates the neurons of the brain. It is widely
used in processing network information. ANN is composed
of neurons with input and output functions and has strong
classification ability, which is embodied in the parallel con-

nection between each processing neural unit, and informa-
tion processing and calculation are performed through the
connection of neurons or skeletal joints. ANN has a pattern
response to the input information for the weights between
different joints in the system [19].

The main purpose of the system designed in this
research focuses on the development of efficient skeletal
joint feature representations to recognize gymnastic move-
ments. The structure of the human action recognition sys-
tem is shown in Figure 2.

In this system, 3D skeletal joint data is used as the input
of the Kinect sensor, and joint distance features are used for
feature extraction. Clustering of such features is developed
based on static K-means starting from a static initial cen-
troid at the first estimate of the K-centroid to improve per-
formance in pose selection for ergonomic gymnastics, and
in contrast to nonstatic initial K-means starting from the
static initial K-means, the static K-means difference is
always a random centroid of K centroids. The class label
for each gymnastics pose is determined by using an artificial
neural network (ANN), which makes the system more intel-
ligent. Finally, gymnastics action recognition is performed
using a hidden Markov model (HMM) based on a set of
known gymnastic action poses to improve performance
and accuracy.

3.3. Design of Gymnastics Action Recognition Method. The
system architecture of this system includes data processing,
motion capture, mannequin driving, motion analysis and
feedback, and system scoring. The system architecture of
this system includes data processing, motion capture, man-
nequin driving, motion analysis and feedback, and system
scoring. Each module is linked together, and the most prim-
itive Ren Xi motion data is finally presented on the screen in
the form of mannequin animation.

The system architecture is shown in Table 1.
Data processing process of each module:

Single mesh model

Create bones, skin

3D character model

Keyframe interpolation

Skeletal skinning
animation

Real-time
collection of

motion data into
BVH data

Figure 1: Steps for creating 3D character animation with bone
skinning.
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(1) Data Processing. Convert the raw data captured by
Kinect. Including color data and depth data, plus time
vector programming ordered frame data sequence,
easy to input into the next module

(2) Motion Data Capture. Through the data stream after
data processing, the machine learning algorithm is
used to analyze the 20 bone positions of the human
body and their joint points, and then the improved
human motion recognition algorithm is used for opti-
mization processing, and the updated bone joint posi-
tions are output

(3) Human Body Model Drive. The real-time position
information of the joints output by themotion capture
module is bound to the joints of the human body
model of the modeling software in a one-to-one corre-
spondence, so as to achieve the effect of synchronous
movement between the model and the user, and then
input it into the Unity platform for rendering

(4) Action Analysis and Feedback. The collected exercise
data of the trainer is combined with the real-time data
of data processing, motion capture, and human body
model drive module, and the standard sports action
is compared with the exercise data of the trainer, and
the wrong action information is displayed on the
screen

(5) System Scoring Module. The comparison between the
user’s motion data and the standard motion data, and
the user’s real-time score when learning the action is
calculated according to the harshness of the action
(i.e., the threshold angle) set before the user enters
the system

(6) Compare the angle data of the trainer’s human skele-
ton model with the angle of the standard gymnastics
training items, determine the threshold range, and
evaluate the degree of movement standard in the form
of scores [20]

The relationship between the modules is shown in
Figure 3.

4. Analysis of Results

4.1. UTKinect Public Dataset Test. Experiments on the data-
set are in this research. The proposed method is tested on
the public dataset UTKinect-Action3D recorded by the Kinect
sensor.

There are three channels in this dataset, which are bone
joint position, color, and depth channels [21]. This dataset
contains ten movements (stretching, chest expansion, body
rotation, jumping, walking, sitting, standing, picking up,
throwing, pushing, pulling, waving, and clapping) for ten
objects, where it contains two instances, each object performs
each action twice, using some of the activities corresponding
to the system (stretching, chest expansion, body rotation,
and jumping). The joint distance features of these movements
are extracted and grouped together by similar gymnastic
movement poses based on k-means (nonstatic and static) with
five cluster identifiers. The labels of each gymnastic action
pose are determined by ANN, and a corresponding HMM is
built to recognize the sequence of gymnastics action poses [22].

The method proposed in this research is static K-means,
which statically adopts the initially defined centroid mass
when estimating the K-shaped centroid for the first time, in
order to improve the accuracy and correctly classify human
gymnastics action poses. Experiments using this method are
tested on the training set and compared with the nonstatic K
-means method [23]. Table 2 also shows a comparison of the
nonstatic and static K-means algorithms on the training set.
The overall accuracy of the proposed method is much better
than previous methods.

The experimental results show that the accuracy of these
four actions is relatively high, especially the accuracy of “sit-
ting” and “standing” actions is significantly higher and can
reach 100%.

4.2. Gymnastics Action Recognition Experiment and Analysis.
The daily gymnastics movements are complex and changeable.
In order to refine this identification process, the system should
set several gymnastics movements and name them according
to the actual situation and then identify them [24].

Start Kinect collects
bone joint data

Joint distance
feature extraction

Yes

No

Using static K - means
to select the correct
gymnastics posture

Using ANN algorithm
to memorize

gymnastics posture

Gymnastic
action model

Bring to an end HMM algorithm is
used to recognize

gymnastics movements

Figure 2: Flowchart of gymnastics action recognition system.
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This research defines 6 simple gymnastics movements
for the purpose of interaction, including stretching, chest
expansion, body rotation, jumping, whole-body movement,
and finishing. Human-computer interaction with the com-
puter can be performed by recognizing these kinds of gym-
nastics action commands.

In the experiment, the person to be tested first recorded
each gymnastics movement through Kinect and then saved
the recorded gymnastics movements into the reference tem-
plate. Each gymnastics movement was recorded 20 times,
divided into 6 times, and a total of 120 pieces of sample data
were recorded. A total of 720 experimental data were obtained
by 6 experimenters. Record the recognition results of each
gymnastics action and calculate the recognition rate, as shown
in Figure 4.

It can be seen from the figure that the test recognition rate is
high, the average recognition rate is 93.6%, the rejection rate is
5%, and the misrecognition rate is only 1.4%. Before the exper-
iment, because the subjects to be tested received the guidance of
pictures and texts of gymnastics movements, the similarity
between gymnastics movements and postures was not large,
and the difficulty of distinguishing them was small, so the rec-
ognition rate was high [25].

Therefore, the recognition ability of the system in this
research is good and meets the requirements of daily train-
ing, but the recognition complexity should be considered
when selecting gymnastics action features, and the gymnas-
tics action recognition system is designed for the purpose of
practical application.

5. Conclusion

With the increasingly vigorous development of somatosensory
technology, more and more somatosensory technology plat-
forms and recognition systems are widely used in our daily life,
while traditional gymnastics training will always have unsatis-
factory conditions, including relatively high costs and risks.
Relatively existing problems, nowadays, relying on somatosen-
sory technology, you can train the gymnastics items you want
to learn, such as stretching, chest expansion, and jumping.
This allowsmany ordinary people to experience another world
through the somatosensory system, and the practicality and
convenience brought by somatosensory technology are more

Table 1: Architecture of each system.

Module name Input stream Output stream

Data processing Raw data stream Frame data sequence

Motion data capture Frame data sequence The real-time position of the user’s skeletal joints

Mannequin driven Joint real-time position information sequence Real-time 3D character animation

Action analysis and feedback User motion data and standard motion Misplacement reminder message

System score User motion data and standard motion Real-time comparison results (scores)

Data stream
processing module

Motion data collected
by the device

Motion capture
module

Model driven
module

Action analysis and
feedback module

System scoring
module

Comparing trainer movement
data with standard data

Real-time action data

Frame data sequence

Enter

Figure 3: The relationship between the information processing modules in the system.

Table 2: Comparison of nonstatic and static K-means on
UTKinect dataset.

Action type
Accuracy (%)

Nonstatic K-means Static K-means

Stretching exercises 92 100

Chest expansion 54 100

Body rotation 37 95

Jumping motion 82 95
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and more popular among people. Therefore, this system aims
to simplify the gymnastics training process, so as to research
and implement a gymnastics action recognition system based
on Kinect, so that trainers can efficiently learn various gym-
nastics items at home and understand their own deficiencies.

The performance improvement of the traditional human
action recognition algorithm is completed. Sports action is
discriminated by utilizing the skeletal features of the Kinect
sensor. Clustering based on the static K-means algorithm
increases the accuracy of pose selection. Each pose is recog-
nized by human action using artificial neural network
(ANN) and hidden Markov model (HMM), which makes
the system more intelligent and improves system perfor-
mance and accuracy. Finally, it is evaluated on the public
dataset UTKinectAction3D.

The developed gymnastics action recognition system can
relatively meet the needs of users’ gymnastics training. Users
can choose gymnastics training items and difficulty modes
according to their needs, calculate the matching degree and
its threshold angle, prompt the part that needs to be cor-
rected in the interface, and display the error. On the output
device, it can more efficiently assist users to perform targeted
training on the actions to be learned and improve the effect
and efficiency of action learning.
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In order to solve the problems of low data storage efficiency and poor retrieval performance in forest ecological station, a method of a
forest ecological station data management platform based on Internet of Things and big data sensor is proposed. The framework
method designs the prepartition algorithm to ensure the uniform distribution of data in the cluster. According to the
characteristics of ecological data, the RowKey is scientifically designed to realize the rapid retrieval of ecological data. The
Elasticsearch index fragment placement strategy based on index data and server performance evaluation is designed, and the
packaging and merging strategy based on data site and time correlation is proposed to improve the storage efficiency. The results
are as follows: when the scale of structured data is 108, the retrieval time of the system is 1.045 s, which is 3.99 times faster than
that of the original HBase. When the scale of unstructured data is 107, the packaging small image strategy based on data site and
time correlation is 1.15 times higher than that of the sequence file and 1.79 times higher than that of the original HBase. In the
case of 104 concurrent users, the number of queries per second after optimization is 1.88 times higher than the original, the
throughput per second is 1.74 times higher than that before optimization, and the system response time is 69.5% lower than that
before optimization. The results show that the proposed scheme has significantly improved the performance in the aspects of
cluster load balancing and massive structured and unstructured data retrieval efficiency and system throughput, and provide the
necessary theoretical basis and technical implementation for the storage and management of forest ecological data.

1. Introduction

In recent years, the rapid development of forests in China
has caused a large number of ecological and environmental
problems. Soil change, land occupation, climate change, air
pollution, and water pollution are becoming more and more
serious, resulting in forest ecosystems being affected by
human activities, frequent urban disasters, and more serious
environmental pollution [1]. The overall balance of the forest
ecosystem is broken, which will affect the development of cit-
ies and reduce the ability to resist external interference, which
will directly affect the sustainable development of urban soci-
ety and economy. With the emergence of ecological and envi-
ronmental problems, people began to pay attention to and

monitor the change and development of the environment.
Ecological environment monitoring is a trade-off measure-
ment method based on time and space. This measurement
method can use the professional methods in the field of forest
ecology to study the overall structure and function of the sys-
tem at different levels [2]. Connect the monitored data and
information with modern technology, measure and judge,
and analyze the feedback effect of different levels and types
of objects in the forest ecosystem on the changes of ecology,
nature itself, and human activities. By synthesizing different
types of feedback information, we can analyze and measure
the impact and harm of these interferences from different fac-
tors on the environment. At the same time, we can also sum-
marize the trend of their development and change, which
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provides a strong basis for evaluating environmental quality
and measuring ecological services.

In order to better evaluate the service function of the for-
est ecosystem, China has established a large number of forest
ecological positioning observation stations around the coun-
try and conducted long-term continuous positioning obser-
vation for typical ecosystem types. So far, China has more
than 180 national forest ecological positioning and observa-
tion stations (hereinafter referred to as ecological stations),
which are distributed in different climatic regions and cover
different types of ecosystems. The ecological observation sta-
tion can carry out long-term and continuous observation
and automatically perceive and obtain the ecological factor
data of water, soil, gas, and biomass in the observation area.
The accumulated data is massive and diverse. However,
using a single site to store and manage ecological data
cannot meet the storage and management needs of massive
heterogeneous ecological data. Each ecological site is inde-
pendent of each other and gradually forms an information
island, which cannot meet the needs of multistation joint
analysis, data mining, real-time retrieval, and highly concur-
rent access for ecological service function evaluation. More-
over, the massive ecological data is diverse and complex and
cannot be reconstructed. It is easy to have problems such as
heavy computing burden and slow retrieval time in the pro-
cess of ecological data processing [3]. Therefore, it is very
necessary to study the storage and index model of forest
ecological big data and establish a massive ecological data
management platform based on it. Figure 1 shows a data
processing system of Forest Ecological Station Based on
Internet of Things technology.

At present, the storage architecture of most ecological
stations is mainly a relational database represented by
MySQL. Some scholars proposed to realize the application
of a digital forest ecological station through MySQL Server
Replication Technology and then call the Rest Service API
provided by the cloud platform to realize the construction
of the data management system of the West Tianshan forest
ecological station, which can ensure the consistency of trans-
actions, but it cannot meet the storage and management of
massive heterogeneous data in terms of expansibility, fault
tolerance, and availability [4]. Aiming at the disadvantages
of a traditional relational database, the Hadoop distributed
platform and HBase distributed NoSQL database are
adopted, which have great advantages in scalability, fault tol-
erance, and availability. In order to solve the massive GIS
data, the researchers designed a Hadoop-based GIS platform
and built a forest resource information platform through
Hadoop to provide more effective, scientific, and accurate
data reference for departments at all levels [5]. The birth of
Hadoop and HBase technology has laid an important tech-
nical foundation for solving the problem of efficient storage
and rapid indexing of ecological big data. However, native
Hadoop cannot handle the problem of small files well, and
native HBase only supports primary indexing by default
[6]. There are two main problems in the above platforms:
(1) In terms of storage, native Hadoop does not solve the
storage problem of massive small images and does not parti-
tion massive data. (2) Native HBase does not provide a good

fast retrieval scheme in the face of a massive data multidi-
mensional query [7, 8].

A large number of small files generated by the ecological
station will lead to memory bottleneck and low retrieval
performance of NameNode. Hardballing technology is
proposed to package small files into large files through a
packaging technology, but the preprocessing takes a long
time [9]. It was also proposed to merge small files of the
same type into large files and establish the index relationship
from small files to merged large files. The index relationship
is stored in HashMap. If this method fails to hit the cache,
the reading performance is not high. The SequenceFile tech-
nology is used to realize the massive Internet of Things
image packaging and merging strategy. This method can
solve the problem of excessive memory in NameNode but
does not consider the relationship between images, which
is not conducive to association query. For GIS data, some
researchers try to use the traditional relational database to
store, but this architecture will have the problems of poor
expansibility and low access efficiency when facing the mas-
sive GIS data of an ecological station. In addition, for the
application scenario of massive ecological data, if the reason-
able prepartition is not achieved, the data will be tilted. In
extreme cases, the distributed storage will become a single
node storage [10].

Based on this research, this paper proposes a data man-
agement method of the forest ecological station platform
based on the Internet of Things and big data sensor. In view
of the urgent needs of ecological big data storage and fast
index, as well as the disadvantages of the existing forest
ecological data schemes, this paper scientifically designs
RowKey in storage and then designs a prepartition algo-
rithm to ensure consistent data distribution. For the process-
ing of massive small files, a Redis-based station time
cooperation (RBSTC) storage method based on data site
and time correlation is proposed. Aiming at the problem of
GIS data storage, HBase and GeoTools storage methods
are proposed. In terms of index, RowKey is designed accord-
ing to the characteristics of ecological sites, and the Elastic-
search fragmentation algorithm based on index data and
server performance evaluation is designed to optimize the
secondary index failure of multicondition retrieval, in order
to meet the storage and efficient retrieval of massive hetero-
geneous ecological data and provide technical support for
efficient storage, management, and analysis of ecological
monitoring data.

2. Research Methods

2.1. Overall Architecture of Forest Ecological Big Data
Platform. Starting from the characteristics of forest ecologi-
cal data, a forest ecological big data platform based on
Hadoop is proposed, which can be used for data manage-
ment of ecological stations distributed all over the country
[11]. The platform deeply integrates big data, Internet of
Things, artificial intelligence, and other technologies to pro-
vide users with rapid retrieval, processing, and visual analy-
sis of forest ecological data [12]. Its overall architecture is
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shown in Figure 2, mainly including the application layer,
service layer, and storage layer.

The storage layer is the most important part of the big
data model of forest ecology, and its main function is to
use it for persistent storage. This layer includes distributed
HDFS and the column-oriented HBase database. HDFS
stores video, image, and other unstructured data in forest
ecological data; the HBase database is used to store struc-
tured data generated in forest ecology [13, 14].

The service layer mainly includes data conversion, image
merging, GeoTools, video segmentation, prepartition design,
and HBase secondary index [15]. Data conversion is mainly
because the access data is complex and massive. At the same
time, the models and types of sensors are different, and the

data transmission format is not unified. Using the data con-
version module to continue to unify the data is conducive to
the later expansion and performance enhancement of the
system. The image merging module mainly solves the prob-
lem of insufficient performance when Hadoop processes
massive small files. Small files are merged based on data site
and time correlation algorithm and stored on HDFS after
reaching the threshold. GeoTools mainly analyzes GIS data
and stores it into the HBase database. Video segmentation
is to segment large files according to the size of the HDFS
data block and store them directly on HDFS. the HBase sec-
ondary index module mainly solves the problem of failure of
the HBase data index outside the query primary key and can
realize efficient data retrieval [16].
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Figure 1: A data processing system of Forest Ecological Station Based on Internet of Things technology.
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The application layer is mainly for all kinds of users to
conduct unified data processing for various businesses in
the forest ecological big data platform. Users can query,
analyze, manage, and download forest ecological data.

2.2. Platform Business Design Process. At present, the data
collected by forest ecological sites are mainly divided into
five categories: image, video, GIS data, unstructured data of
text data, and structured data. Text data mainly includes
Excel files and txt files. The business processing module
needs a unified data access interface to judge the data types
to be stored and adopts different storage strategies for differ-
ent data types.

When storing images, the images in ecological monitor-
ing are mainly massive small files (each image is usually
within a few megabytes), while the default capacity of the
HDFS data block is 128MB. When an image is stored in a
data block, although it will not occupy the whole data block,
and a large number of small files will not put pressure on the
hard disk storage, it will increase the memory consumption
of the NameNode in HDFS, and reading small-size images
will waste a lot of time [17]. In general, the metadata
capacity of NameNode is 250B. by default, the metadata
capacity of two new replicas is 368B. When a small image
is stored in three copies on HDFS, NameNode’s memory
consumption M increases as n increases, as shown in the
following equation.

M = a + 250n + 368 + bð Þ〠 F
B
, ð1Þ

where a is the memory capacity occupied by the
NameNode when there is no data in HDFS, b is the memory
consumption of each data block in the NameNode, B is the
capacity of the HDFS data block, and F is the memory
capacity of n images stored in HDFS.

Therefore, when the data is an image, the strategy of
merging and storing the image based on data site and time
correlation is adopted; that is, first write the image to an
image queue, judge whether the value of the image queue
is greater than the capacity of a block, and continue to write
if it is not enough. If it is larger than the capacity of a block,
it will be directly stored in HDFS and indexed, and the image
meta information will be stored in HBase. When the written
data is a video, first judge whether it exceeds the capacity of a
block. If not, it will be processed directly according to the
capacity of a block. If it is greater than the capacity of a
block, it will be segmented directly according to the HDFS
blocking strategy, an index will be established, and the video
metadata information will be stored in HBase [18]. When
the written data is GIS data, it is analyzed via GeoTools tool
and stored in the HBase database. When the written data is
text data, the text data is transformed into structured data
through corresponding service layer analysis and stored in
the HBase database. When the written data is structured
data, the data is directly stored in the HBase database.

2.3. Prezoning Design. By default, when HBase creates a data
table, it will create a region without start and end, and the

data will be written to the region in ascending order accord-
ing to the dictionary of key value pairs. If the region of
HBase reaches the threshold, it will frequently trigger split
operation, which will cause hot spot tilt, and the value range
is 0-60. Assuming that it is to be divided into k partitions
(k is an integer), start the data SplitKey in the range of 0-60
from 1 and preliminarily prepartition according to the HBase
prepartition algorithm. Finally, the SplitKey is obtained
according to the prepartition algorithm, and the prepartition
table is created to avoid hot spot tilt [19, 20].

2.4. RowKey Design. The HBase database is mainly com-
posed of a row key, column family, column family qualifier,
and timestamp. On the premise of meeting the length prin-
ciple, hash principle, and uniqueness principle, the line key
can improve memory utilization. Due to the frequent use
of an ecological site query, this field is added in the design.
At the same time, in order to record the data generation time
and data version control, the time is also placed in the pri-
mary key RowKey. Therefore, the RowKey format designed
by this system is as follows: site + time.

Forest ecological structured data is divided into 4 col-
umn families according to its characteristics, which are
divided into the soil column family, meteorological column
family, biodiversity column family, and hydrological column
family, including 742 elements, such as temperature, relative
humidity, wind speed, and precipitation. The identification
ID of a site at a specific time stores a RowKey. Each RowKey
will have multiple column qualifiers, representing the ele-
ment values at different times [21].

2.5. Image Merging Index Algorithm. Since most of the
images stored in the ecological station are small images,
there will be a NameNode bottleneck and low retrieval per-
formance. The existing algorithms are generally used to
solve the problem of high memory occupation by merging
small files into large files and then storing them into large
files but do not take into account the problems between
images. For example, taking an ecological feature data image
may be scattered in different large files, resulting in low stor-
age efficiency. Therefore, this paper proposes a consolidated

Table 1: Server configuration.

Equipment Parameter

CPU
Inter (R) Xeon (R) Silver
4110 CPU @ 2. 10GHz

Memory capacity (CB) 32 (server configuration)

Hard disk capacity (CB) 500

Network type Gigabit LAN

Operating system Centos Linux server 7.4

Hadoop 3.1.2

HBase 2.1.0

Elasticsearch 6.7.0

Zookeeper 3.4.10

Solr 6.0.0

Phoenix 5.0.0
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storage method RBSTC based on data site and time correla-
tion. First, create a temporary queue and store the initial
image. Then, judge whether the images to be stored come
from the same site and on the same day. If so, merge the
stored images into the temporary queue. Otherwise, create
a new queue, and the images to be stored will be used as
the initial images in the new queue. Repeat the above
operations until all images to be uploaded are transmitted
to HDFS.

2.6. GIS Data Storage Design. GeoTools is a GIS toolkit
developed in Java language. Based on the standard GIS inter-
face, it supports the access of multiple GIS data sources. GIS
data is generally composed of coordinate data, attribute data,
and topological relationship data. According to the charac-
teristics of vector data, a vector data storage model suitable
for HBase is designed. In the design of GIS data RowKey,
RowKey is site + timestamp, which is divided into three col-
umn families: the spatial information column family, attri-
bute information column family, and topological
information column family [22, 23].

3. Result Analysis

3.1. System Insertion Performance Comparison. In order to
evaluate the performance of the technical scheme in this
paper, the performance of the storage model, prepartition,
RowKey design, secondary retrieval scheme, and image
merging strategy is tested based on the data of different data
levels. This paper configures the server-related environment
and builds the Hadoop cluster, HBase cluster, and Zoo-
keeper cluster. In order to conduct the secondary index
comparison experiment, the Elasticsearch cluster, Solr clus-

ter, and Phoenix cluster are also built. The server configura-
tion is shown in Table 1.

In the experiment, four clients simultaneously insert
data into the HBase table, and we count the put time of each
107 data on the four clients. After repeating the experiment
for 10 times, take the average value and test the put time of
the HBase native, Elasticsearch-based index, Solr index, and
Phoenix index under the same conditions. The results are
shown in Figure 3.

It can be seen from Figure 3 that put is the most efficient
way to build indexes without additional resource allocation.
It can be seen that when the same 10 pieces of data are added,
the insertion time is longer and longer, because with the
increase of the amount of data, there are more and more
index data, making it difficult to insert the index. At the same
time, because the Phoenix bottom layer needs to build an
appropriate storage index structure in the coprocessor, it
consumes additional computing resources. Based on Elastic-
search and Solr, you only need to build indexes in your own
cluster without additional computing resources. Therefore,
the Phoenix secondary index has the greatest loss on inser-
tion performance [24, 25].

3.2. Comparison of Single Condition Query Performance of
Different Secondary Indexes. The retrieval data still adopts
the above data, and its retrieval performance comparison is
shown in Figure 4.

It can be seen from Figure 4 that the response speed of
the native HBase decreases obviously. When the amount of
data reaches 1 × 108, the response time is greater than 5 s.
Theoretically, HBase is a column-oriented database. Its bot-
tom layer is to establish a B+ tree index based on RowKey,
which can retrieve data efficiently, but the system will scan
the whole table corresponding to the index of the nonrow
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key, resulting in low efficiency of overall data retrieval. For
the comparison of secondary indexes, the bottom layers of
Solr and Elasticsearch are based on Lucence, but the frame-
work design of Elasticsearch is further optimized, and the
data retrieval efficiency also has better performance. There-

fore, when the amount of data reaches 1 × 108, the efficiency
of Elasticsearch is 1.72 times that of Solr. The retrieval
efficiency of Phoenix is close to that of Elasticsearch, but
Phoenix has strong coupling, so Elasticsearch is finally
selected as the secondary index.
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Scheme. In the data storage verification part, the perfor-
mance of the image merging strategy is verified; that is, the
default sequence file merging of HDFS is verified and com-
pared with the RBSTC algorithm used in this experiment.
A total of 107 images in the eco station system are used,
occupying 100~500 kb of storage space. The images are
tested, respectively, via HDFS default sequence file merging
and RBSTC merging index. 10 read-write experiments are
carried out, and the average value of 10 reads and writes is
taken as the final time consumption. The average read-
write verification is shown in Figure 5.

As can be seen from Figure 5, with the increasing scale of
image data, the advantages of the merging method based on
data site and time correlation become more and more obvi-
ous. When the number of images is 107, the merging of small
files based on data site and time correlation is 1.79 times that
of original reading and writing and 1.15 times that of the
sequence file. Therefore, the merging strategy based on data
site and time correlation is more suitable for the storage
scenario of massive images in ecological stations.

3.4. System Pressure Test. In order to verify the stability of
the system, the postman tool is used to conduct pressure test
on the big data platform. The query rate per second (QPS),
throughput (TPS), and response time (RT) are selected as
the main parameters. The concurrency is 1 × 104 times and
the test time is 3min. The average value of 10 experiments
is taken. The concurrency test is shown in Table 2.

Through the test results, it can be found that in the case
of 104 concurrent users, the number of queries per second
after optimization is 1.88 times that of the original, the
throughput per second is 1.74 times that of before optimiza-
tion, and the system response time is 69.5% lower than that
before optimization, indicating that the system can also
operate stably under the condition of high concurrency.

4. Conclusion

The subject of this study involves relevant knowledge in the
fields of forestry and ecology. In the process of understand-
ing and studying this subject, I have carefully studied the
basic knowledge in relevant fields. In the process of develop-
ing the data management platform of forest ecological mon-
itoring network, it not only deepened the understanding of
ecology but also had a certain research conclusion on the
significance of building a forest ecological monitoring net-
work. This paper designs the big data storage framework of
the Forest Ecological Station Based on Hadoop and HBase.
The results are as follows:

(1) Facing the demand of massive ecological data
storage and rapid retrieval, the traditional model
architecture cannot guarantee the data processing
performance of the ecological data platform. The
distributed big data technology is used to build the
ecological big data platform. Through the scientific
design of RowKey, Hadoop and HBase are used as
the data storage layer to realize the storage of mas-
sive data. A prepartition algorithm is proposed and
designed to ensure consistent data distribution and
avoid the problem of hot data skew

(2) According to the storage requirements of massive
image data, an association merging storage method
based on data site and time correlation is proposed.
When the unstructured data is 107, the packaging
small image strategy based on data site and time cor-
relation is 1.15 times the merging efficiency based on
SequenceFile and 1.79 times that of native HBase

The research and development of the forest ecological
monitoring network data management platform is still in
its infancy. Although the analysis and processing of forest
ecological data is currently written, there are still many areas
that need to be improved and further studied. In terms of
data cleaning, although outliers have been removed from
the granularity of months and years, the cleaning efforts
are still not enough. It is still necessary to learn more about
the field of forest ecology and be able to determine different
types of indicators for different ecosystems. For its numeri-
cal range, we optimize the calculation method proposed for
outliers; in terms of data filling, it is necessary to understand
more models and methods in the field, and through the
comparison of different filling methods, the data can be filled
more accurately.
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In order to solve the problems of insufficient frequency, time-consuming, and labor-consuming of monitoring and measurement
in the process of tunnel construction, a tunnel construction monitoring and measurement technology based on Internet of Things
is proposed in this paper. This method adopts the basic theory and technology of Internet of Things, analyzes the fit relationship
between Internet of Things technology and tunnel construction, uses the comprehensive perception, reliable transmission, and
intelligent auxiliary technology possessed by the existing Internet of Things technology system, and has been successfully
applied to tunnel engineering. The experimental results show that the contact pressure between the surrounding rock and the
initial support on the monitoring and measurement section in the tunnel is zero after the initial support shotcrete is applied.
The contact pressure between the surrounding rock and the shotcrete layer at the right arch waist of the left tunnel is the
smallest, and the stress in the whole change process is less than 10 kPa. The contact pressure between surrounding rock and
shotcrete layer after excavation is divided into three stages. Conclusion. the tunnel construction monitoring and measurement
technology based on Internet of Things technology fully realizes the intellectualization and informatization of the construction
process, plays a scientific and effective monitoring and early warning role, and reduces the project cost of the whole project,
which has a certain engineering value.

1. Introduction

At present, in the aspect of tunnel construction, dynamic
construction monitoring has become an urgently needed
supporting technology. With the progress of technology, the
construction technology for tunnel construction is also
improving. Automatic mechanical equipment is mostly used
in the process of tunnel excavation. The geological conditions
of the tunnel are related to the selection of construction
methods. Therefore, it is very important to obtain and reason-
ably deal with geological information in the process of con-
struction. With the continuous improvement of the collection
automation of various multisource information, the wireless
data transmission, the safety early warning, and the relevant
technical methods of the construction management system,

the construction monitoring system can basically realize the
detection of relevant environmental parameters (including
vulnerable harmful gases) and the tracking and positioning of
construction personnel. Moreover, in case of safety accidents
during tunnel construction, the system can give corresponding
safety warnings and relevant reminder information according
to the monitoring data and wireless communication, so as to
facilitate the construction management personnel to start early
warning and corresponding emergency plan, which plays a
good guiding role in the evacuation and rescue of construction
personnel, and ensure the safety of tunnel construction and the
property safety of units and individuals [1]. These have impor-
tant practical significance for the normal progress of tunnel
construction, efficient dispatching management on the con-
struction site, and ensuring safe construction [2].
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2. Literature Review

Kirpichenkova and others used a Jikang static leveling system,
Campbell data acquisition system, wireless transmission mod-
ule, and automatic acquisition software to form an automatic
real-time monitoring system and applied the automatic real-
timemonitoring technology to the crossing project of a rail tran-
sit line. The system can realize data acquisition and transmission
once aminute, process and analyze data in real time, realize data
alarm and chart analysis, enable the construction party to adjust
the speed and direction of shield propulsion in time during
crossing construction, and facilitate analysis and summary after
construction [3]. Ootani and others combined the static level
and displacement meter to establish an omnidirectional
displacement (deformation) real-time monitoring system. The
remote real-timemonitoring system of dangerous road displace-
ment (deformation) based on sensor is mainly composed of on-
site monitoring and data acquisition system, main control
computer system, and application terminal system. Through
the remote real-time monitoring system, we can timely and
accurately grasp the changes of the geometric shape and position
of the subway dangerous road structure and judge the safety of
the subway dangerous road structure in time [4]. Liu and others
applied the automatic real-timemonitoring system to the Yanda
section of the east extension section of Shenzhen Metro Line 2
crossing the Dake section of Metro Line 1, carried out the
dynamic monitoring of the subway, implemented the informa-
tion construction, continuously optimized the design, improved
the construction technology, effectively prevented or reduced the
occurrence of various accidents, and promoted the smooth
progress of the project [5]. Marco and others developed a set
of “information management system during tunnel construc-
tion” based on the geographic information system (GIS). The
system uses electronic total station to conduct noncontact mon-
itoring and data processing on the three-dimensional conver-
gence deformation of the surrounding rock surface of the
tunnel. It realizes the functions of real-time data acquisition
and real-time transmission, analysis and processing, query, and
visual output of monitoring data [6].

Limited by geological conditions and technical factors, at
present, the application scope of Internet of Things in China
is more applied in intelligent transportation than in engineering
monitoring. The application of Internet of Things in tunnel
engineering focuses on personnel positioning and intelligent
management, and its application in the field of tunnel construc-
tion monitoring still needs to be developed. According to the
basic principle and structure of Internet of Things technology,
this paper analyzes the fit between Internet of Things technol-
ogy and tunnel construction monitoring and measurement,
puts forward the tunnel construction monitoring and measure-
ment system based on Internet of Things technology, applies it
in practical engineering, and evaluates the guidance and feed-
back function of the tunnel construction monitoring system
based on Internet of Things. The results show that the tunnel
construction monitoring and measurement system based on
the Internet of Things can provide real-time and accurate infor-
mation for the design and construction parties in the actual
project, so as to ensure the requirements of project progress
and safety.

3. Research Methods

3.1. Technical Composition of Tunnel Internet of Things

3.1.1. Constituent Elements of Internet of Things Technology.
Internet of Things technology is a new network technology
that connects various entities with various networks such
as the Internet and widely obtains all kinds of information
through strip QR code, radio frequency identification tech-
nology (RFID), sensor technology equipment, global posi-
tioning system, and wireless transmission technology, so as
to realize comprehensive intelligence such as positioning,
tracking, and monitoring and realize good communication
between people and things [7, 8].

Structurally, it can be divided into three layers: percep-
tion layer, transmission layer, and intelligent processing
layer, as shown in Figure 1.

The sensing layer is the bottom layer of Internet of Things
technology, including radio frequency identification (RFID),
telemetry and remote sensing (RS), sensors, and sensor net-
works. The transmission layer includes Internet technology,
wireless transmission technology, and satellite communica-
tion technology. Intelligent processing layer refers to the data
processing and application technology in the Internet of
Things, including cloud computing, data processing and
fusion technology, computer vision technology, and commu-
nication technology [9, 10].

3.1.2. Key Technologies of Tunnel Internet of Things

(1) Key Technologies of Perception Layer. In the sensing layer of
the Internet of Things, sensor technology and RFID technology
play a key role: generally speaking, sensors are devices that con-
vert other physical information (such as pressure, speed,
humidity, displacement, and deformation) into electrical signals
or other required forms of information according to certain
laws and output, process, store, display, and control data. Radio
frequency identification (RFID) is a noncontact automatic iden-
tification technology. It can automatically identify objects to
obtain relevant data through RF signals without manual inter-
vention. It is a wireless version of bar code [11, 12].

(2) Key Technologies of Transport Layer. Electromagnetic wave
signals can propagate freely in space without the help of
media. The transmission mode of information reception or
transmission using this characteristic is wireless transmission.
It mainly includes the following: Wi Fi technology, ZigBee
technology, and the third generation mobile communication
technology (3G Technology).

(3) Computer Vision Technology. Computer vision technol-
ogy is the key technology of the Internet of Things in the
intelligent processing layer. Instead of the visual processing
of the brain, the three-dimensional image processing is
used to complete the corresponding image processing by
the computer instead of the visual processing of the brain.
Computer vision technology includes image processing
technology, pattern recognition technology, and image
understanding technology.
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3.2. Technical Scheme Design of Tunnel Internet of Things

3.2.1. Design of Tunnel Monitoring System. In the traditional
tunnel monitoring system, the observation and data measure-
ment of measurement items rely onmanual measurement and
paper records. It needs to spend a lot of human and material
resources for real-time measurement during the construction
period and operation period, and the economy and safety
are low. The use of Internet of Things system for construction
monitoring overcomes the shortcomings of insufficient man-
ual measurement frequency and time-consuming in the past,
provides accurate and timely changes of enclosure structure,
so as to better modify construction parameters and construc-
tion technology, and provides technical support for dynamic
construction [13, 14]. At the same time, the monitoring results
provide information for judging the stability of surrounding
rock and the reliability of primary support and secondary lin-
ing and provide basis for adjusting the grade of surrounding
rock, modifying the design of support system, providing rea-
sonable construction time of secondary lining, and changing
the construction method during construction.

3.2.2. Hardware Design of Monitoring System. According to
the definitions of perception layer, network layer, and applica-
tion layer in the basic theory of the Internet of Things, the
equipment required for monitoring and measurement can
correspond to these three structural levels of the Internet of
Things in function [15, 16]. Taking the monitoring and mea-
surement system based on the Internet of Things of dugong
expressway tunnel as an example, the equipment required by
the monitoring and measurement system mainly includes
the following: sensors, data collectors, transmission networks,
terminal equipment, and software. According to the defini-
tions of perception layer, network layer, and application layer
in the basic theory of the Internet of Things, the equipment
required for monitoring and measurement corresponds to
the three structural levels of the Internet of Things.

(1) Sensors: sensor is an important component and basic
equipment of the sensing layer of the Internet of
Things, and it is the basis of the monitoring system.
In terms of the structural system of the Internet of
Things, the corresponding equipment belonging to
the sensing layer of the Internet of things plays the
function of sensing the changes of the physical and
mechanical properties of the measured object and
recording the change data in the whole monitoring
system. The sensors used in this study mainly include
vibrating wire reinforcement stress gauge, vibrating
wire surface strain gauge, vibrating wire concrete
strain gauge, and vibrating wire earth pressure gauge

(2) Collector: the collector in the tunnel monitoring sys-
tem plays the task of collecting, saving, processing,
and transmitting the data collected by the sensor.
From the structural system of the Internet of Things,
it belongs to the corresponding equipment including
the sensing layer and the transmission layer in the
Internet of Things

The preprocessing methods of monitoring data include
the following: data interpolation, averaging and extension.
Data smoothing is to adjust the unreasonable amount of
data in the monitoring data section. When the monitoring
data is greatly affected by accidental factors and fluctuates
irregularly, this group of data can be smoothed by simple
moving average (or moving average), exponential smooth-
ing, and wavelet denoising to eliminate the influence of acci-
dental factors. Exponential smoothing refers to the weighted
exponential decreasing smoothing of all past data over time.
According to this definition, a simple recursive expression of
exponential smoothing can be deduced as follows (1):

At = aAt + 1 − að ÞAt−1, ð1Þ

Intelligent layer: using
computer technology,

timely information
processing and remote

monitoring

Transport layer: Real-time
transmission of perceived

data information through the
network

Perception layer: The
dynamic information of
objects can be collected

anytime and anywhere by
using RFID, sensors, etc.

Figure 1: Schematic diagram of technical structure of Internet of Things.
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where At−1 represents the data after smoothing the
weighted index of each previous time period, At indicates
that there is no monitoring data for leveling, and a is the
weighted exponential smoothing coefficient, taking 0.2~ 0.3
according to the calculation accuracy.

According to the research requirements, MCU-32 dis-
tributed modular automatic measurement unit is selected
to automatically collect the data of various sensors. This type
of collector can automatically collect the data of each sensor,
with high measurement accuracy, reliable system stability,
and flexible data collection mode; good adaptability to the
site, waterproof; lightning protection; and anti-interference.
It has a variety of data transmission modes and supports
wired and wireless data transmission, which comprehen-
sively considers the ability of information collection, trans-
mission diversity, and anti-interference.

Each MCU-32 distributed modular automatic measure-
ment unit includes four modules: measurement module,
main control and communication module, power supply
module, and wiring port module. These four modules can
work together, see Table 1 for its main technical indicators.

MCU-32 distributed modular automatic measurement
unit has the following basic characteristics: open structure,
high measurement accuracy, and strong system stability. Each
MCU-32 is a modular combination, which is convenient for
repair and maintenance; MCU-32 does not need additional
lightning arrester and has perfect lightning protection func-
tion and complete system self-inspection function; there are
many data transmission modes: RS485 transmission, TCP/IP
network transmission, optical cable transmission, GPRS/
CDMA transmission, etc. The stored data can be transmitted
through the serial port or copied to the computer with USB
flash disk, and the data transfer is flexible.

(3) Transmission network: the transmission network of
tunnel construction monitoring system needs to
summarize the data and transmit the data to the
database and data processing system. From the
structural system of the Internet of Things, it belongs
to the corresponding equipment in the transmission
layer of the Internet of Things [17, 18]

The transmission network needs to support more flexible
data transmission and transfer modes, which can be completed
with the help of MCU-32 main control and communication
module and wiring port. The wired transmission modes of
the collector include RS485 transmission, TCP/IP network
transmission, and optical cable transmission, and the wireless
transmission modes include wireless data transmission, radio
transmission, and GPRS/CDMA transmission. In terms of data
transfer mode, it can be transmitted through serial port or cop-
ied by USB flash disk.

(4) Terminal equipment: terminal equipment is the
equipment for the operation of database and data

Table 1: Main technical indexes of MCU-32 distributed modular automatic measurement unit.

Model MCU-32

Overall dimension 400mm × 300mm× 185mm
Working power supply 220VAC or 16.5V solar power

Transmission distance
About 1000m (485 transmission), other transmission modes are determined by external transmission

equipment

Working temperature and
humidity

Temperature: -30~70°C, relative humidity 90%

Stored data About 7000 × 32
Data retention time >10 a
Access sensor 32/set

Networking quantity 64 sets

Design life >10 a

Iot architecture
layer

Detection system
equipment
Various sensors

Transmission network

Terminal equipment

Collector
Transport layer

Application layer

Perception layer

Figure 2: Corresponding relationship between tunnel construction
monitoring system equipment and IOT structure layer.

Table 2: Pressure test frequency.

Excavation time Frequency

1~ 15 d 1~ 2times/d

16~30 d 1/2 d

1~ 3m 1~ 2 times/w

>3m 1~ 3 times/m
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analysis and processing software. It mainly completes
the reception, storage, analysis, and processing of the
data transmitted by the collector. From the structural
system of the Internet of Things, it belongs to the cor-
responding equipment in the application layer of the
Internet of Things. The corresponding relationship
between tunnel construction monitoring system and
IOT structure layer can be used as shown in Figure 2

3.2.3. Software Scheme of Monitoring System. The software
scheme of the monitoring system can be divided into two parts.

(1) The collector control program can manage the data
transmission of each monitoring section and the
data collection of each sensor

(2) The monitoring and analysis program can connect
with the control software of the collector, analyze
and process the monitoring and measurement data
collected by the collector, draw the displacement
time curve according to the data, form the data chart
and analysis report, and more intuitively display the
changes of tunnel structure

3.3. Application of Tunnel IOT Monitoring System

3.3.1. Monitoring Scheme. Taking the contact pressure
between surrounding rock and initial support as an example,
this paper illustrates the specific application of Internet of
Things technology in tunnel monitoring and measurement.
The monitoring method is to embed various pressure boxes
and other sensors between surrounding rock and support,
combined with MCU 32 collector. The monitoring frequency
is shown in Table 2. The main technical points are as follows.

(1) Five measuring points are arranged on each section,
as shown in Figure 3. The number on the side of the
pressure box is the number of the pressure box

(2) The sensor is arranged at the interface between sur-
rounding rock and primary lining for surrounding
rock pressure measurement

(3) Before embedding, the initial frequency of the pres-
sure box sensor shall be recorded, the sensor shall
be numbered, and the corresponding connector shall
be marked. Pay attention to the conductor protec-
tion during embedding

(4) Connect the pressure box to the MCU 32 collector
and convert the frequency into the corresponding
contact stress according to the calibration coefficient

4. Result Analysis

4.1. Measurement Data and Results of Monitoring System. At
K47+487 of the tunnel left tunnel face, in order to dynami-
cally grasp the change of surrounding rock pressure and
provide effective data and information for the smooth
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Figure 4: Contact pressure time curve of left tunnel K47+487.
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progress of construction, the pressure box is installed in time
after the excavation of the face, the contact pressure is mon-
itored and measured, the data of surrounding rock pressure
changing with time is obtained, and the data curve is prelim-
inarily analyzed [8, 19]. The monitoring and measurement
frequency shall be implemented according to Table 2 above.
The variation curve of surrounding rock pressure along time
is shown in Figures 4 and 5.

4.2. Analysis of Monitoring Measurement Results

(1) It can be seen from Figures 4 and 5 that after the
construction of the initial support shotcrete, the
shotcrete layer can adapt to the deformation of the
surrounding rock and deform accordingly because
the concrete has not been consolidated. Therefore,
the contact pressure between the surrounding rock
and the initial support on the monitoring and mea-
surement section in the tunnel is zero. When the
shotcrete layer is consolidated to form effective
strength, the shotcrete layer will prevent the further
deformation of the surrounding rock, which is still
in the stress release stage, resulting in stress between
the shotcrete layer and the surrounding rock. With
the passage of time, the stress of the shotcrete layer
at each monitoring point gradually increases, and
then the deformation tends to be stable [20, 21]

(2) According to the statistics, the contact stress between
the left and right sections of the tunnel is less than
10 kPa. According to the statistics, the contact stress
between the left and right sections of the tunnel is
the smallest, and the contact stress between the left
and right sections of the tunnel is less than 10 kPa.
The contact pressure between the surrounding rock
of the left arch waist and the shotcrete layer
increased rapidly in the first 6 days and began to
drop after reaching the peak stress of 148.9 kPa in
the sixth day and stabilized between 80~90 kPa. At
the initial stage of excavation, the contact pressure
of the left wall rises rapidly, and the rising speed
decreases after the 7th day of excavation. After the

16th day of excavation, the peak pressure reaches
55 kPa, and then at the 16th day (about 2 weeks),
the contact pressure begins to decline and tends to
be stable. The change of the right wall is similar to
that of the left wall. The contact pressure increases
rapidly with time within one week of excavation
and then increases slowly. It does not increase at
the 55th day (about 2 months) but decreases slightly
and tends to be stable. The contact pressure between
the surrounding rock of the arch crown and the
shotcrete layer is the largest, and the stress is the
largest. The peak stress reaches 544.6 kPa when exca-
vating for 16 days (about 2 weeks), then the contact
pressure begins to decrease, but the value is still
large, and the deformation tends to be stable for a
long time. It gradually tends to be stable after exca-
vating for 90 days (3 months) [22, 23]

(3) According to the results reflected in the contact pres-
sure time statistical diagram, the contact pressure
between surrounding rock and shotcrete layer after
excavation can be roughly divided into three stages:
the first stage is from just excavation (0 d) to 1~ 2
weeks after excavation, the stress is released rapidly
in this stage, and the contact pressure between sur-
rounding rock and shotcrete layer rises rapidly. The
second stage is from 1~ 2 weeks after excavation to
1 month after excavation. In this stage, the contact
pressure between surrounding rock and shotcrete
layer is still in the rising stage, but the rising speed
is significantly lower than that in the first stage.
There is no significant change in the contact pressure
between surrounding rock and shotcrete layer at
some measuring points, and it is in the slow growth
or stable stage. The third stage is one month after
excavation. At this time, the contact pressure
between surrounding rock and shotcrete begins to
stabilize without great change. It can be considered
that the surrounding rock is in a stable state. The
deformation of each monitoring point of the tunnel
is summarized in Table 3

Table 3: Stress changes at monitoring points of tunnel monitoring section.

Deformation stage Deformation parameters
Location of monitoring section

Vault Left arched waist Right arch waist Left wall Right wall

Phase I
Duration/d 16 6 2 16 10

Contact stress growth/(kPa d-1) 34.03 24.82 3.15 3.44 6.98

Phase II
Duration/d 84 24 4 64 45

Contact stress growth/(kPa d-1) -4.48 -2.08 -1.18 -0.23 0.42

Phase III
Duration/d 30 100 124 50 75

Contact stress growth/(kPa d-1) -0.43 -0.11 0.02 -0.11 0.05

Whole deformation process

Peak stress/kPa 544.6 148.9 6.3 55.0 88.8

Pressure range after stabilization/kPa 100~200 40~100 0~ 10 30~40 80~90
Time required for stabilization/d 100 30 6 80 55
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4.3. Guiding Role for Construction

(1) According to the results reflected in the contact pres-
sure time statistical diagram, the contact pressure at
the vault of the left tunnel of Dabaoshan tunnel is
significantly higher than that at the rest of the tunnel
face. Moreover, there is a tensile stress zone in the
vault, which is easy to produce local damage such
as relaxation, falling blocks, and falling stones. In
addition, during the construction of the shotcrete
layer at the arch crown, the thickness of the shotcrete
layer is often insufficient due to the construction
process and construction period, or the shotcrete
layer is not in close contact with the surrounding
rock, resulting in a large cavity after the shotcrete
layer, which will affect the construction progress
and endanger the safety of construction personnel.
Therefore, during construction, due to paying special
attention to the thickness and compactness of the
shotcrete layer at the arch crown, grouting treatment
shall be carried out in time at the poor surrounding
rock to prevent local damage

(2) One to two weeks after tunnel excavation is a period
of rapid growth of contact pressure and deformation.
In this stage, the construction principle of NATM
shall be strictly followed, monitoring and measure-
ment shall be strengthened, shotcrete shall be
applied as soon as possible, surrounding rock shall
be closed, and bearing ring shall be formed. At the
same time, grouting shall be carried out in time for
the parts with cavities between the shotcrete layer
and the surrounding rock to fill the cracks in the sur-
rounding rock and improve the self-supporting
capacity of the surrounding rock

5. Conclusion

(1) Through the core technology of Internet of Things,
this paper provides technical support for the tunnel
construction monitoring system, which makes the
construction more efficient and ensures the safe
and efficient progress of tunnel engineering. It pro-
vides technical support for intelligent and informa-
tion construction

(2) The internal construction environment of the tunnel
is bad, and a variety of technologies and equipment
are affected by the tunnel construction environment,
which cannot ensure the normal application of tech-
nologies and equipment. Therefore, corresponding
data sensing and acquisition modules and wireless
communication modules are required to maintain
good operation status in poor environment

(3) Reducing the cost of the application of Internet of
Things technology can not only reduce the project
cost but also reduce the exclusion of owners and
construction parties from the Internet of Things
monitoring platform. To solve this problem, the

key lies in the maturity of technology application.
Mature technology can ensure the rapid and large-
scale development of the Internet of Things and pro-
mote the virtuous cycle of Internet of things related
industries, so as to reduce the cost of each link

(4) There are a large number of wireless transmission net-
works in the Internet of Things environment. The net-
work signals in public places are not encrypted; so, the
network is easy to be invaded, and data information is
easy to be stolen. This not only affects the safety of
tunnel engineering data but also affects the normal
operation of the emergency command system. There-
fore, it is necessary to strengthen the security of the
underlying sensor network and ensure the normal
operation of the equipment through technical means

(5) Nowadays, the application of Internet of Things tech-
nology in various fields has its own system, which
makes the application of Internet of Things technology
in the field of tunnel engineering personnel detection
and emergency command have obstacles. Therefore,
cooperation in various fields is needed to establish a
standardized standard system to truly realize the unity
of tunnel engineering safety monitoring and intelligent
emergency command
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In order to solve the problem that the traditional operation and maintenance system of photovoltaic operation and power station
is mainly based on statistical analysis and multisite and multilevel deployment mode, which wastes software and hardware
resources, is not easy to expand and has extremely low efficiency, which cannot meet the urgent needs of users to reduce costs
and increase efficiency. This research proposes a methodology for integrating big data, cloud computing, and photovoltaic
operation and maintenance. This method constructs the business model, data model, application model, and technical model
of the photovoltaic power station operation and maintenance cloud platform. The results obtained are as follows: the system
provides diagnostic services for the application system of a 30MWp photovoltaic power station in a certain place, and a total
of 87 defects are found, the defect elimination rate is 88.51%, and the monthly power generation of the power station is
increased by 122,529 kWh; the use effect of the system in this research after it goes online. The evaluation is 93.04 points,
ranging from very satisfactory (A) to satisfactory (B) and biased towards A, indicating that the use effect is good. It is proved
that the successful research and promotion of the system in this research will be of great significance to improve the intelligent
operation and maintenance level of photovoltaic power plants and improve the operation and maintenance efficiency of
photovoltaic power plants.

1. Introduction

In recent years, in the field of new energy photovoltaic
power generation, with the strong support of national poli-
cies and a relatively open and favorable market environ-
ment, the number of enterprise groups investing in
photovoltaic power generation and the number and scale
of new photovoltaic power plants under the group have
increased year by year [1]. However, in the context of the
thriving development of the photovoltaic power generation
industry, there are many problems, especially, the operation
and maintenance management of photovoltaic power plants
under the jurisdiction of power generation groups. The
operation and maintenance management level or means of
most photovoltaic power generation groups are far from
matching their power plants [2]. The speed of construction,
coupled with the scattered geographical location of photo-
voltaic power stations, large power station area, and relative

scarcity of professionals and other characteristics and status
quo, has led to the insufficient production and management
capabilities of photovoltaic power plants in photovoltaic
power generation enterprise groups and the low power gen-
eration efficiency of photovoltaic power plants; corporate
profits cannot be reliably guaranteed. With the continuous
improvement of China’s industrial automation level, the
computer-centered ICT (Information and Communication
Technology, ICT) technology has developed rapidly through
the network and penetrated into all fields of social life [3].
Figure 1 is based on fusion transmission sensor data fusion
technology and application research. With the development
of Internet of Things technology, cloud computing technol-
ogy, big data technology, and mobile communication tech-
nology, the traditional operation and maintenance software
of photovoltaic power plants, which is mainly based on sta-
tistical analysis and multilevel deployment, can no longer
meet the actual needs. The operation and maintenance of
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intelligent centralized power station has become an inevita-
ble trend of development [4]. Therefore, building a photo-
voltaic power plant operation and maintenance cloud
platform that integrates real-time collection of photovoltaic
power station data, automatic calculation of power station
operation and maintenance indicators, equipment status
early warning, fault location, intelligent analysis, remote
monitoring, and big data improvement conforms to the
technological development trend of photovoltaic industry.
It is an inevitable trend for power generation enterprises to
realize intensive, refined, specialized, and intelligent opera-
tion and maintenance management [5]. It is also the core
issue that photovoltaic power generation enterprises and
operation and maintenance enterprises pay attention to in
terms of operation and maintenance [6].

2. Literature Review

For the utilization of solar energy, Germany is the country
that mainly utilizes solar energy. In 2007, its installed solar
energy capacity reached more than 1300MW, accounting
for nearly half of the global newly added capacity. It is cur-
rently the largest solar power generation market in the
world. Japan and the U.S. are second only. The U.S. market
grew by 57% year-on-year in 2007, while the Japanese mar-
ket began to decline after the government canceled certain
policy subsidies, dropping by 22% in 2007 [7]. Spain has a
fast growth rate. In 2007, the newly installed solar capacity
increased by 480% year-on-year, becoming the new second
largest market in the world. The rapid growth of the con-
struction scale of photovoltaic power plants will inevitably
lead to the development of corresponding technologies [8].
In terms of power station evaluation and monitoring system,
Germany’s TUV Süddeutsche Group is already a very expe-
rienced evaluation organization in the world. In terms of
power station operation and maintenance, Meteo Control,
the world’s largest solar power station operation and mainte-

nance company from Germany, is second to none among
the global photovoltaic operation and maintenance service
providers. With more than 40 years of power station opera-
tion and maintenance experience, it has developed software
and hardware products suitable for various installed capaci-
ties around the world and the overall solution. Its products
have been used in more than 3,000 power stations in the
world, with a total installed capacity of more than 8GW
and a power station investment of more than 10 billion
euros. With the world’s largest power station operation data-
base, the independent third-party operation and mainte-
nance model created by it has been relatively mature in
Europe [9]. Meteo Control’s photovoltaic power station
operation and maintenance products have also used big data
technology in meteorological data, solar energy forecast,
technical operation and maintenance management, power
generation report, system rating, and other functions [10].

China’s renewable energy started relatively late. From
the “Golden Sun Demonstration Project,” which was imple-
mented by the state in 2009 to support the technological
progress of the photovoltaic power generation industry, to
the large-scale development of photovoltaic power plants
in 2012, and then, to the current full-scale outbreak of dis-
tributed photovoltaic power plants. The photovoltaic power
station operation and maintenance system is also gradually
developed from scratch. The early photovoltaic power sta-
tion operation and maintenance system focused on manage-
ment and was generally deployed in the existing formation,
belonging to the MIS management system of the power sta-
tion. With the intelligentization of photovoltaic power
station-related equipment and the development of ICT tech-
nology, the photovoltaic power station operation and main-
tenance system has gradually turned to focus on monitoring,
monitoring the status of equipment, and alarming. With the
development of cloud computing technology, each enter-
prise has built its own private cloud platform, and the pho-
tovoltaic power station operation and maintenance system
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Figure 1: Research on sensor data fusion technology and application based on fusion transmission.
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has turned to centralized management. From 2014 to 2016,
with the development of big data technology and Internet
of Things technology, the operation and maintenance of
photovoltaic power plants took the lead in entering the era
of remote monitoring. At this stage, the photovoltaic power
station operation and maintenance platform realizes basic
management and control such as report statistics, power
generation upload, fault work order management, and
real-time display of equipment data. However, in 2017,
with the increase of the number of power stations, the
data volume has become a reality, and the current power
station operation and maintenance platform has been
unable to meet the deep-level needs such as in-depth anal-
ysis and refined management and control of trend warning
[11, 12]. On the basis of remote monitoring and opera-
tion, photovoltaic power plant operation and maintenance
has entered the era of big data operation platform, that is,
using big data technology to analyze, give early warning,
and propose solutions. With the development of mobile
Internet, photovoltaic power plants have entered the era
of “no entry, less the centralized and intelligent era of
human operation and maintenance, remote monitoring,
and big data improvement.”

Based on these foundations, this topic combines cloud
computing, big data, and mobile communication technology
with the actual business needs of photovoltaic power plant
operation and maintenance and uses the massive data gener-
ated by photovoltaic power plants in the daily operation pro-
cess to predict the power generation of equipment and to
predict the power generation of the equipment that may be
generated. Early warning of faults, accurate positioning of
actual faults, health inspection, and benchmarking of photo-
voltaic power plants achieve standardized, intelligent, and
professional operation and maintenance of photovoltaic
power plants. The success and promotion of the system
research will be of great significance to improve the intelli-
gent operation and maintenance level of photovoltaic power
plants and improve the operation and maintenance effi-
ciency of photovoltaic power plants.

3. Research Methods

3.1. Effective Integration of Big Data, Cloud Computing, and
Photovoltaic Power Plant Operation and Maintenance. Goo-
gle published three technical researches on MapReduce (dis-
tributed computing framework), Google File System (GFS,
distributed file system), and BigTable (GFS-based distrib-
uted database system), proposing a new set of distributed
computing theory. Subsequently, various scientific research
institutions and large IT companies began to implement
their own distributed computing systems based on Google’s
new theory. The distributed computing framework MapRe-
duce, distributed file system GFS, and distributed database
system BigTable have therefore become the mainstays of
the era of big data development technical foundation [13].

From the emergence of the concept of big data to the
rapid development of big data today, through the analysis
of actual application, Hadoop, Spark, and Storm are the
three most widely used and popular platforms in the current

big data field. It is only analyzed from the perspective of big
data processing, and the comparison results of the three
platforms are shown in Table 1.

There is a loose relationship between the three services
of SaaS, PaaS, and IaaS in cloud computing, that is, the
three service modes can have dependencies or no depen-
dencies on each other. For example, SaaS can run on PaaS
or not on PaaS. In the same way, PaaS can run on IaaS or
not. In terms of service objects, SaaS provides application
system services, and the users are mainly the actual users
of the business system. PaaS is to provide platform devel-
opment and other services, and the general users are
mainly application system developers. IaaS provides the
underlying IT infrastructure as a service and is mainly
used to deploy applications, so the users are generally IT
resource users and managers [14]. Although the three
models are at different levels, any one of the services can
be independently provided externally and provide corre-
sponding cloud services. Its relationship is shown in
Figure 2.

In the field of photovoltaic power station informatiza-
tion, the construction goal of the photovoltaic power station
management and control platform is to “reduce costs and
increase power generation.” Therefore, the IaaS and PaaS
service models are mainly used when the photovoltaic power
station management and control platform realizes cloud
computing integration. In the IaaS layer, the hardware
resources of the centralized control center are used, and vir-
tualization technology is used to realize the deployment and
operation of multiple application platforms; in the PaaS
layer, a unified operating platform is used to meet the needs
of the company for running multiple applications.

Big data and cloud computing are mutually influenced
and developed together. From the perspective of practical
application, the purpose of cloud computing is to better call,
expand, and manage computing and storage resources and
capabilities through resource sharing to reduce the IT cost
of enterprises; the purpose of big data is to fully exploit mas-
sive information in data to discover value in data. Cloud
computing saves users’ IT resource costs, big data helps
users discover the value in data, and the integration of the
two from the application level can bring great benefits to
users. From a technical point of view, cloud computing pro-
vides a basic support environment for the storage and pro-
cessing of big data, and big data also broadens the
technical application of cloud computing. Cloud computing
and big data learn from each other’s technical ideas and inte-
grate with each other. By establishing a unified and shared
infrastructure resource pool, on-demand allocation, unified
scheduling, and mutual coordination of resources for differ-
ent business application systems can be achieved, to achieve
the purpose of intensive and efficient utilization of resources.
Based on a unified infrastructure, big data can be stored,
processed, and analyzed more conveniently, thereby maxi-
mizing the value of data mining [15, 16].

3.2. Data Process Analysis of PV Operation and Maintenance
Cloud Platform. The entire data flow of the system is shown
in Figure 3.
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The acquisition software collects real-time data (photo-
voltaic power station acquisition equipment related data)
and nonreal-time data (meteorological data, electrical energy
data, and optical power prediction data) and stores them in
the real-time database. Whether to alert or control the real-

time monitoring platform also accepts the instructions sent
from the scheduling and performs corresponding control
according to the instructions. The big data platform reads
data from the real-time database for processing and visual
analysis and writes the resulting data into the structured

Table 1: Comparison of distributed computing platforms.

Platform Types of big data processing Remark

Hadoop Offline, complex With data collection and storage capabilities

Spark Offline, fast With data collection and storage capabilities

Storm Online, real-time No data collection and storage capabilities

User

So�ware as a service (SaaS) (Industry
applications, tool applications, etc.)

Platform as a service PaaS (So�ware
development platform, etc.)

Infrastructure as a service IaaS (Virtual
servers, storage, networking, etc.)

Lots of hardware resources

Figure 2: Cloud service hierarchy diagram.
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Figure 3: System data analysis flow chart.
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database for subsequent statistical analysis by the operation
and maintenance cloud platform. The intelligent operation
and maintenance cloud platform obtains relevant data from
the structured database for statistical analysis and early
warning. Management data is written into the structured
database through the intelligent operation and maintenance
cloud platform for subsequent query and analysis [17].

3.3. System Functional Architecture. System functions
mainly include the following aspects:

(1) Big data collection and transmission

Big data acquisition and transmission mainly includes
software/hardware equipment and related supporting facili-
ties required for data acquisition, data uploading, and com-
munication management at each power station and solves
the problem of communication interface protocol between
each system of the centralized control center and the equip-
ment of various local intelligent monitoring system manu-
facturers. All the collected data is encrypted and uploaded
to the centralized control center through the intermediate
transmission link layer, which is unified into the data plat-
form integrated with the centralized control center system,
and the dispatching channel is opened to realize the remote
monitoring function of all power stations.

The station side of the power station mainly collects real-
time operating data such as photovoltaic equipment (including
photovoltaic arrays, combiner boxes, inverters, booster stations,
energy metering devices, and box-type transformers) and
nonreal-time data such as power prediction. Upload it to the
centralized control center of the headquarters, and send it to
the big data processing platform through the program [18, 19].

(2) Real-time monitoring platform

Set up a centralized control center at the company’s
headquarters, which is the company’s operation and mainte-
nance management center, display center, and evaluation
and decision-making center. The real-time monitoring plat-
form and operation and maintenance cloud platform are
deployed in the centralized control center. The real-time
monitoring platform receives the real-time data and
nonreal-time data uploaded by the subordinate power plants
and remotely and centrally monitors the operation of the
main equipment of the subordinate photovoltaic power
plants. Realize the integration of on-site operation monitor-
ing, and realize remote control and monitoring of station
equipment.

(3) Intelligent operation and maintenance cloud
platform

The operation and maintenance cloud platform is the
core platform for the operation and maintenance manage-
ment of photovoltaic power plants, which realizes the
remote management and control of the subordinate pho-
tovoltaic power plants, including the regional/group man-
agement and the local operation and maintenance
management of each power station.

(4) Mobile platform

The mobile platform adopts a lightweight design, which
can be accessed directly by scanning the QR code or inte-
grated into the group’s official account. Users do not need
to download additional APP programs and do not occupy
mobile phone memory [20].

The system functional architecture is shown in Figure 4.

4. Analysis of Results

4.1. Evaluation of Economic Effects of System Application.
After the system was launched, during the one-month
experiment period, a diagnostic service was performed on
the application system of a 30MWp photovoltaic power sta-
tion in a certain place. A total of 87 defects were found, and
the defect elimination rate was 88.51%. The monthly power
generation of the power station was increased by
122,529 kWh. The specific defect statistics are shown in
Table 2.

4.2. Evaluation of System Application Use Effect. The basic
idea of analytic hierarchy process (AHP) is to first determine
the main factors affecting the evaluation object, form a hier-
archical structure, and establish an index system according
to the affiliation of each factor, and then, judge the relative
importance of each factor by experts. And assign values to
get the judgment matrixM and check its consistency: finally,
calculate the combined weight of each layer factor to the sys-
tem. The following uses the analytic hierarchy process to
evaluate the actual use effect of the system [21–23].

(1) Construction of evaluation index system

After analysis, the evaluation index system of this system
is divided into two levels: the first level analyzes the evalua-
tion indexes from the user’s point of view (B1 is the manage-
ment personnel, B2 is the on-site operation and
maintenance personnel, and B3 is the system’s own status);
the second level is based on different users build different
indicators, B1 includes C11, C12, and C13, B2 includes
C21, C22, and C23, and B3 includes C31, C32, and C33.

(2) Construct judgment matrix

When determining the weights between the factors at
each level, the consistent matrix method is used, that is, all
factors are not compared together, but compared with each
other. To improve accuracy, relative scales are used when
comparing with each other. The scaling method of the judg-
ment matrix element a ij is shown in Table 3.

The judgment matrix element a ji can be obtained by:

aji =
1
aij

: ð1Þ

(3) Calculate the weight vector and do the consistency
check
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Cloud platform for photovoltaic power station operation and maintenance based on big data
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Figure 4: System functional architecture diagram.

Table 2: Defect statistics.

Serial
number

Defect classification
Total number of defects

(bars)
Missing
(articles)

Elimination rate
(%)

1 Branch circuit fuse burnt 62 62 100

2 Component power is abnormally attenuated 3 3 100

3 Cable failure 9 1 11.11

4 Inverter conversion efficiency is low 1 0 0

5 Abnormal data acquisition module 2 2 100

6
The communication of the combiner box is

abnormal
5 5 100

8 Environmental monitor 2 2 100

9 Other 3 2 66.67

Total 87 77 88.51
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The calculation steps are as follows:

(1) Calculate the maximum eigenvalue λ max and
eigenvector of the judgment matrix

(2) Judging the consistency of the matrix

The so-called consistency refers to the logical consis-
tency of judgment thinking. The consistency index CI is
obtained by:

CI = λ max − n
n − 1 , ð2Þ

where λ max is the maximum eigenvalue of the matrix; n is
the order of the matrix.

When CI = 0, the judgment matrix is consistent; the
larger the CI, the more serious the inconsistency of the judg-
ment matrix.

Taking a group in Gansu Province that has used the
photovoltaic power station operation and maintenance
cloud platform as the object, the weight value calculation is
carried out. The steps are: construct the index questionnair-
e→questionnaire survey→weighted evaluation to obtain the
application effect value.

The questionnaire is designed according to the con-
structed first- and second-level index system, and four
options of “very satisfied (A), satisfied (B), relatively satisfied
(C), and dissatisfied (D)” are set for each indicator to facili-
tate users’ selection. The “A” level corresponds to 100 points,
the “B” level corresponds to 85 points, the “C” level corre-
sponds to 75 points, and the “D” level corresponds to 60
points [24, 25].

The index system questionnaire was collected, analyzed,
and weighted for evaluation. The final calculation result is
shown in Figure 5.

According to the analysis in Figure 5, the evaluation of
the use effect after the system goes online is 93.04 points,
ranging from very satisfied (A) to satisfied (B) and biased
towards A, indicating that the use effect is good.

5. Conclusion

Aiming at the problems existing in the current photovoltaic
power plant operation and maintenance management pro-
cess, this research analyzes the new requirements, new busi-
ness processes, management modes, and management goals
of photovoltaic power plant operation and maintenance.
The business model, data model, application model, and
technical model of the photovoltaic power station operation
and maintenance cloud platform are constructed; the con-
struction method of the overall model of the photovoltaic
power station operation and maintenance cloud platform is
deeply studied; in the process of platform construction, the
process of reducing enterprise costs, the thinking method
of improving system efficiency and intelligent operation
and maintenance, adhering to the construction concept of
compatible, easy-to-use, robust, and safe information sys-
tem, and demonstrating its practical application effect based
on individual cases.

The main work and research results of the research are
summarized as follows:

(1) Combined with big data technology, cloud comput-
ing service model, and deployment model, the cloud
platform architecture, business architecture, applica-
tion architecture, network architecture, data archi-
tecture, functional architecture, and information
security architecture of photovoltaic power plant
operation and maintenance based on big data are
designed. The functional modules of photovoltaic
big data are designed and described in detail

(2) Discussed the Hadoop big data processing frame-
work and MongoDB storage technology used in the
realization of the photovoltaic power station opera-
tion and maintenance cloud platform, briefly
described the hardware environment, software envi-
ronment requirements and system development and
configuration environment of the platform opera-
tion; demonstrated the core functions of the system
interface; and the application effect of the system is
evaluated from the economic and usage perspectives
with actual cases

Table 3: Proportional scale table.

Factor i is better than factor j Quantized value

Equally important 1

Slightly important 3

Strong and important 5

Strongly important 7

Extremely important 9
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Figure 5: System review score table.
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In order to solve the problem of increasing the number and service life of a dry-type air core reactor and frequent interturn
insulation faults, this paper proposes a life prediction method of a dry-type reactor sensor based on the deep neural network.
On the basis of summarizing the research status of turn-to-turn insulation-related problems, this method studies the switching
overvoltage generated in the process of breaking the dry-type air core reactor, the deterioration law of turn-to-turn insulation
under the cumulative action of switching overvoltage, the influence of thermal aging on the Switching Overvoltage Withstand
characteristics of turn-to-turn insulation, and the electrical aging life of turn-to-turn insulation under the power frequency
overvoltage. Based on the deep neural network, the electrical aging life model of turn-to-turn insulation of the dry-type air
core reactor under power frequency overvoltage is obtained. The results are as follows: with the increase of the applied voltage
amplitude, the deterioration speed of the turn-to-turn insulation of the model sample accelerates. When the applied voltage
amplitude reaches a certain value, the maximum discharge amount and pulse discharge power of the partial discharge pulse
increase rapidly, and the image coincidence degree reaches 85%. The electric aging life curve of the modified interturn
insulation model sample of the dry-type air core reactor has a high correlation with the measured aging life data, and the
performance is more than 95%. The research results of this paper lay a practical foundation for further research on the
deterioration mechanism of interturn insulation under the combined action of multiple factors and provide theoretical support
for the risk and life assessment of the dry-type air core reactor.

1. Introduction

As a basic industry related to the national economy and the
people’s livelihood, the power industry is related to the over-
all situation of economic and social development. The eco-
nomically developed load center is concentrated in the
eastern coast, which is far away from the large-capacity
hydropower units in the southwest and the large-capacity
thermal power units in the north [1]. Objective conditions
require the power system to have higher transmission effi-

ciency and capacity, so as to realize economic, reasonable,
safe, and reliable high-capacity and long-distance power
transmission. Reactors are mainly divided into iron core
reactors and dry-type air core reactors. Dry-type air core
reactors have technical advantages such as unsaturated, high
strength, light weight, low noise, and simple structure and
are widely used in power systems (as shown in Figure 1).
In the power system with a voltage level of 66 kV and below,
the dry-type air core reactor accounts for more than 80%. By
2016, the market capacity of the dry-type air core reactor has
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reached 30 billion yuan. With the increase of the number of
dry-type air core reactors put into operation and operation
life, the failure rate also gradually increases [2, 3].

In the early fault analysis, the researchers believed that
rain invasion caused the moisture on the outer surface of
the encapsulated insulation of the dry-type air core reactor
and surface discharge, resulting in uneven distribution of
the electric field inside the insulation, partial discharge, con-
tinuous corrosion of insulation, and finally interturn insula-
tion fault. According to the research results, relevant
departments have taken a variety of preventive measures
for outdoor dry-type air core reactors. The actual operation
experience of the air core reactor shows that there are still
frequent interturn insulation accidents. Studying the causes
of the operating overvoltage of the dry-type air core reactor
and the laws followed and the causes and development pro-
cess of the interturn insulation fault under the conditions of
operating overvoltage and power frequency overvoltage and
understanding the failure mechanism of interturn insulation
of the dry-type air core reactor can provide a theoretical
basis for manufacturing enterprises to optimize the interturn
insulation design of the dry-type air core reactor and
improve the production process. It can also provide refer-
ence for the power operation department to improve the
operation mode of the dry-type air core reactor, study
various protective measures, and develop corresponding
protective devices.

2. Literature Review

In the late 1950s, dry-type air core reactors were used to
limit various kinds of overcurrent in the power system. At

that time, most of the dry-type air core reactors produced
by power equipment manufacturing enterprises used cable
conductors as windings, cable insulation as turn-to-turn
insulation, and cement castings as support. The mechanical
strength of the cement reactor is large, but it has the disad-
vantages of low insulation level, poor heat dissipation, easy
moisture absorption, and inconvenient installation and use,
so it is not widely used [4]. With the continuous application
of new materials and the progress of technology, some
changes have taken place in the structure of the dry-type
air core reactor in the early 1960s. In the 1970s, the
Canadian Trend Electric Company (hereinafter referred to
as the TE company) first developed a new type of dry-type
air core power reactor which is now widely used. This new
type of dry-type air core power reactor is quickly recognized
by power system users for its unique structure and excellent
electrical performance and gradually replaces the traditional
oil-immersed iron core power reactor and the old air core
power reactor in the power system and its power users. At
present, the manufacturers of dry-type air core reactors
mainly include the TE company in Canada, ABB company
in Germany, Spezieketa company in Austria, and Haefly
company in Switzerland. Among them, the TE company
has the highest market share and the widest coverage. After
years of development, although the design idea and structure
of the dry-type air core reactor manufactured by the TE
company have not been greatly improved, the application
field of its products has been continuously expanded, and
the voltage level of the products has been increasing. The
maximum voltage level of the current limiting reactor has
reached 765 kV, the maximum voltage level of the shunt
reactor has reached 115 kV, and the maximum voltage level
of the smoothing reactor has reached 500 kV [5, 6]. In the
late 1970s, the power sector began to try to purchase new
dry-type air core reactors produced by foreign power equip-
ment manufacturing enterprises and apply them to the
power system. Compared with the old domestic reactor at
that time, the imported new dry-type air core reactor has
obvious technical advantages. In 1985, the Beijing Power
Equipment Group Company of the former Ministry of
Water Resources and Electric Power signed a special tech-
nology transfer agreement on a line wave arrester (a new
type of small dry air core power reactor) and its manufactur-
ing equipment with the TE company of Canada. The power
equipment manufacturing department began the production
of this new type of dry air core power reactor. In the early
1990s, some reactor manufacturers began the localization
of new dry-type air core reactors by cooperating with col-
leges and universities. The mid-1990s have been able to pro-
duce some different types of new dry-type air core power
reactors with small capacity. At the beginning of the 21st
century, with the vigorous construction of the power grid,
the research and development of new dry-type air core reac-
tors has made great progress [7].

Based on the above background, aiming at the practical
problem of the high turn-to-turn insulation failure rate of
the dry-type air core reactor in the power grid, this study stud-
ies the operating overvoltage generated in the process of
breaking the dry-type air core reactor via the circuit breaker,
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Figure 1: A life prediction method and process of dry reactor
sensor based on deep neural network.
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the failure mechanism of turn-to-turn insulation of the dry-
type air core reactor under the cumulative action of operating
overvoltage, the influence law and micromechanism of ther-
mal aging on the Switching Overvoltage Withstand capacity
of turn-to-turn insulation, and the deterioration mechanism
of turn-to-turn insulation under power frequency overvoltage
and electric aging life equation.

3. Research Methods

3.1. Simulation of Starting Overvoltage System of Dry-Type
Air Core Reactor. Different from other types of power equip-
ment in the power system, the dry-type air core reactor, as a
compensation device, needs to be switched frequently
according to the change of the system reactive power. Due
to the parameter characteristics of the dry-type air core reac-
tor, high-frequency and high-amplitude exponential attenu-
ation oscillation overvoltage occurs at both ends of the
reactor during the switching operation. On the basis of sum-
marizing the current research status of breaking the over-
voltage simulation of the dry-type air core reactor and the
theoretical analysis of the single-phase circuit, taking the
66 kV dry-type air core shunt reactor in an actual power grid
as the prototype, the overvoltage generated in the process of
breaking the reactor via the three-phase circuit breaker is
studied. According to the rated parameters and structural
parameters of the reactor and the rated parameters and
working characteristics of the SF6 circuit breaker, the simu-
lation model of the reactor and circuit breaker is established,
and the three-phase simulation circuit is built according to
the actual wiring. Combined with the typical waveform of
on-off overvoltage, the influence law of random parameters
such as cut-off value and action time difference on overvolt-
age is analyzed. The theoretical analysis model of the three-
phase circuit breaker breaking the shunt reactor is built
[8–10].

The actual circuit breaker model involved in this study is
LTB72.5/D1. Its working characteristics mainly include cur-
rent cut-off value, high-frequency arc extinguishing capacity,
and dielectric recovery characteristics. The current chopping
is caused by the instability of arc combustion. If the circuit
breaker can inhibit the arc discharge ionization, the unstable
plasma will be interrupted and form a nonzero chopping. This
current value is called the cut-off value. The cut-off value of the
circuit breaker is determined by its own characteristics and
external circuit parameters. There are differences and great
dispersion during each disconnection. An SF6 circuit breaker
with a rated voltage of 300 kV was used in the laboratory to
disconnect a 275kV-150mVa reactor. It was detected that
the chopping current of the circuit breaker was between 0
and ~30A. Considering that the voltage level of the circuit
breaker and reactor in this paper is small, the cut-off value is
0~13A. When the current frequency is greater than a certain
value, the circuit breaker cannot successfully extinguish the
arc regardless of whether other conditions are met. The upper
frequency limit of the current that can be extinguished by the
circuit breaker is called the high-frequency arc extinguishing
capacity of the circuit breaker. The high-frequency arc-
extinguishing capacity of the LTB72.5/D1 SF6 circuit breaker

is between 50 and ~300A/μs, and 100A/μs is taken in this
paper [11].

According to the actual action characteristics of the cir-
cuit breaker in the process of disconnecting the reactor, the
model module is programmed. In the program, given the
action time ts of the circuit breaker, the chopper current
value I0 and the specific value of the high-frequency arc-
extinguishing capacity, the initial state of SW_TACS is
closed, the time range of each simulation is 0, the value is
30ms, and it is calculated every 10ns. In the simulation,
the model module automatically measures the source side
voltage U1, load side voltage U2, and loop current i and out-
puts the switching state of the control SW_TACS. The work-
flow of the model module is shown in Figure 2.

The reactor model is BKK-20000/66, and its rated
parameters and structural parameters are shown in Table 1.

This paper studies the overvoltage of the reactor as a
whole, and the overvoltage frequency is very high. The
equivalent circuit represented by centralized parameters is
shown in Figure 3.

In Figure 3, L is the inductance of the reactor, RL is the
equivalent parallel resistance representing the loss of the
reactor, CZ is the equivalent capacitance of the interturn
capacitance network, and Cg1 and Cg2 are the values of the
stray capacitance of the reactor to the ground equivalent to
the first and last ends, respectively [12, 13].

3.2. Electrical Aging Life Evaluation System of Turn-to-Turn
Insulation under Power Frequency Overvoltage. Under the
action of a single electric field, when the applied voltage is
lower than the initial partial discharge voltage, the solid
insulating material can work for decades without electrical
aging, which mainly occurs after partial discharge. It is diffi-
cult to make solid insulating materials uniform and dense
with their processing technology. Air gap or impurities lead
to electric field distortion. When the applied voltage meets
the conditions, it will lead to partial discharge. Under nor-
mal working conditions, the turn-to-turn insulation voltage
of the dry-type air core reactor is very low, which is not
enough to induce partial discharge. However, in the whole
life cycle, the turn-to-turn insulation of the reactor bears a
variety of overvoltages, such as switching overvoltage and
local turn-to-turn power frequency voltage rise caused by
moisture on the envelope surface, which may lead to partial
discharge. In this paper, the electrical aging life equation of
turn-to-turn insulation of the dry-type air core reactor under
power frequency overvoltage is studied. The initial partial
discharge voltage and power frequency breakdown voltage
of the interturn insulation model sample of the nonaged
dry air core reactor are measured to provide a reference for
the determination of the aging voltage value. The constant
power frequency voltage method and stepped power fre-
quency voltage method are used to carry out the accelerated
electrical aging test of model samples under power frequency
overvoltage [14].

The electric aging test platform is composed of the con-
sole, regulated power supply, voltage regulator, protective
resistor, and capacitor voltage divider. The experimental cir-
cuit adds a regulated power supply on the basis of the
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traditional power frequency high-voltage test power supply to
eliminate the influence of the power grid voltage fluctuation in
the aging process to the greatest extent. The rated voltage of
the test transformer is 100 kV and the rated capacity is 10kVa.

Common accelerated electrical aging methods include the
constant voltage method, step voltage method, and sequential
voltage method. The constant voltage method is the earliest
and most widely used. In recent years, some scholars have

used the step voltage method to carry out the electrical aging
test of XLPE, polypropylene, and polyimide films and
achieved good test results. In this paper, the step voltage
method and constant voltage method are used for the acceler-
ated electrical aging test. The test results of the two methods
can confirm each other. The application process of the two volt-
ages is shown in Figure 4: Figure 4(a) is the step voltage meth-
od,U1 ~Umis the voltage of each stage,Δukðk = 1 ~m − 1Þis
the boost value,trkðk = 1 ~m − 1Þis the boost time,T1 ~ Tm−1is
the duration of the previous stage of withstand voltage,Tmis the
duration of the last stage of withstand voltage, andmis the step-
up stage; Figure 4(b) is the constant voltage method, which is
continuously boosted to the test voltage and maintained until
the test object breaks down [15, 16].

4. Result Analysis

4.1. Effective Power Frequency Constant Voltage Electrical
Aging Test. Conduct electrical aging test under 6 kV~13 kV
constant power frequency voltage. For 12 samples under
each voltage, remove the maximum and minimum values
of the test data to obtain 80 effective data. The variation
trend of pulse maximum discharge and pulse discharge
power with voltage was measured. The application mode of
voltage is the step-by-step boost, and the duration of the
step-by-step voltage is 720 s. The specific step-by-step boost
mode is consistent with the step-by-step boost process [17,
18]. The partial discharge parameters of 12 model samples
were measured, and the maximum and minimum values of
the test data were removed to obtain 10 effective test data.

start

Circuit breaker open

Calculate the breakdown
voltage Ub

Does not change circuit
breaker state

Circuit breaker closed
End

End

End

End

0 < t < 30 ms

t > ts, and i < I0, and
di/dt < f, and the
circuit breaker is

closed

Does not change
circuit breaker state

t > ts, and the circuit
breaker is open, and

U1-U2 > Ub

Yes

No

No

No

Yes
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Figure 2: Workflow of model module.

Table 1: Rated parameters of BKK-20000/66 dry-type air core
reactor.

Rated voltage
(kV)

Rated capacity
(kVA)

Rated
reactance (Ω)

Installation
height (m)

38.11 20000 72.6 4.13

RL

L

CZ

Cg2Cg1

Figure 3: Concentrated parameter equivalent circuit of reactor.
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In order to prevent the current overshoot caused by acciden-
tal breakdown from damaging the partial discharge measur-
ing instrument in the process of partial discharge parameter
measurement, only the partial discharge parameters with a
voltage amplitude less than 4.5 kV are measured.

The electrical aging test data of 140 effective power fre-
quency constant voltage at 14 voltage levels are obtained.
Based on the differential idea, when the voltage amplitude
changes little, the electric aging life equation should follow
the inverse power formula. In order to determine that the
aging voltage amplitude will affect the value of the withstand
voltage life index N , the constant voltage electrical aging test
data in different voltage amplitude ranges are analyzed, and
the values of index N and constant C are shown in Table 2.

It can be seen from Table 2 that no matter whether the
number of aging life data increases or decreases, as long as
the electrical aging life data obtained under the high-
amplitude voltage used for parameter estimation of inverse
power life model increases, the parameter estimation values
of the withstand voltage life index n and constant C
increase [19].

Calculate the average value of 10 effective data of the
maximum partial discharge pulse and pulse discharge power
of the model sample under each aging voltage amplitude and
obtain the variation law of the partial discharge parameters
of the interturn insulation model sample with the aging volt-
age amplitude, as shown in Figure 5.

As can be seen from Figure 5, when the applied voltage
amplitude is low, the maximum pulse discharge amount
and pulse discharge power amplitude of partial discharge
of the model sample are very small. After the applied voltage
amplitude reaches a certain value, the maximum pulse dis-
charge amount and pulse discharge power of the partial dis-
charge pulse increase rapidly. The maximum pulse discharge
generally represents the partial discharge of large-scale
defects in the insulation. Therefore, the variation trend of
the maximum pulse discharge with the applied voltage
amplitude proves that the size of air gap defects with partial
discharge increases with the increase of the applied voltage
amplitude. The pulse discharge power of partial discharge
comprehensively represents the instantaneous value of the
pulse discharge frequency, pulse discharge quantity, and
applied voltage amplitude and represents the amount of
energy released in the process of partial discharge. The

greater the energy, the faster the insulation deterioration
rate. Therefore, the variation trend of the partial discharge
pulse power with the applied voltage amplitude shows that
the deterioration rate of the turn-to-turn insulation of the
model sample increases with the increase of the applied volt-
age amplitude [20–23].

4.2. Modification of Electric Aging Inverse Power Life Model.
Under the condition of partial discharge, the electrical aging
life data of the turn-to-turn insulation model sample of the
dry-type air core reactor does not follow the inverse power
life model. With the increase of the aging voltage amplitude,
the values of parameters N and C in the inverse power
model increase, in order to obtain a more accurate empirical
formula of electrical aging life under the partial discharge
condition, so as to estimate the electrical aging life of the
turn-to-turn insulation of dry-type air core reactor under
lower voltage. Take the voltage amplitude corresponding to
the estimated values of each group of N and C parameters
in Table 2 as the average value of the voltage within the
range and obtain the effective data of 15 groups of unknown
parameters N and C varying with the voltage amplitude. The
empirical formulas of N and C affected by the voltage ampli-
tude u are formulas (1) and (2), respectively:

N = −10:1 + 8:51e0:0518U , ð1Þ

ln C = 13:9 + 0:017U2:54: ð2Þ
Substituting equations (1) and (2) into their logarithmic

form, the modified empirical formula of electric aging life is
the following equation:

ln L = 13:9 + 0:017U2:54 + 10:1 − 8:51e0:0518U
� �

ln U : ð3Þ

The curve corresponding to equation (3) and the mea-
sured electric aging life data points (average value of 5 sam-
ples) of model samples under electric aging voltage
amplitudes of 4.5 kV, 6.5 kV, 8.5 kV, 10.5 kV, 12.5KV,
14.5 kV, and 16.5 kV are drawn in Figure 6.

It can be seen that the electrical aging life curve of the
modified interturn insulation model sample of the dry-type
air core reactor has a high correlation with the measured
aging life data, which can reach more than 95%. Therefore,
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Figure 4: Electric aging pressurization method.
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the new empirical formula of electrical aging life can accu-
rately reflect the electrical aging law of the turn-to-turn insu-
lation model sample of the dry-type air core reactor under
the action of power frequency overvoltage [24, 25].

5. Conclusion

With the increase of the number and service life of the dry-
type air core reactor, turn-to-turn insulation faults occur fre-
quently. This paper summarizes the research status of turn-
to-turn insulation. Focusing on the failure mechanism of
turn-to-turn insulation of the dry-type air core reactor under
overvoltage, this paper mainly studies the switching over-
voltage generated in the process of disconnecting the dry-
type air core reactor, the deterioration law of turn-to-turn
insulation under the cumulative action of switching over-
voltage, the influence of thermal aging on the Switching
Overvoltage Withstand characteristics of turn-to-turn insu-
lation, and the electrical aging life of turn-to-turn insulation
under power frequency overvoltage. The main work and
conclusions of this paper are as follows:

(1) This paper studies the influence of thermal aging on
the Switching Overvoltage Withstand characteristics
of turn-to-turn insulation of the dry-type air core
reactor. The results show that thermal aging will
not reduce the breakdown voltage, partial discharge,
and other parameters of the dry-type air core reac-
tor. With the deepening of thermal aging, the
mechanical properties of the polyester film decrease,
which leads to the exponential decline of the cumu-
lative action times of the model sample to withstand
the operating overvoltage

(2) This paper carried out the accelerated electrical aging life
test of interturn insulation model samples and estab-
lished themathematical model of the electrical aging life.
The results show that when there is partial discharge
under power frequency overvoltage, the electrical aging
life of turn-to-turn insulation of the dry-type air core
reactor does not follow the inverse power model, and
the withstand voltage life index n and constant C
increase with the increase of the test voltage. The modi-
fied electric aging life equation can more accurately pre-
dict the interturn insulation life of the dry-type air core
reactor under the condition of partial discharge

Table 2: N and C values calculated from constant piezoelectric aging data corresponding to different voltage ranges.

Voltage range (kV) 6~10 6~11 6~12 6~13 6~14
N value 2.73 3.04 3.43 4 4.21

C value 2.74E7 4.92E7 1.02E8 2.94E8 4.32E8

Voltage range (kV) 6~15 7~16 8~17 9~18 10~19
N value 4.38 5.34 6.31 7.15 7.94

C value 5.89E8 5.4E9 5.57E10 5.48E11 4.67E12

Voltage range (kV) 11~19 12~19 13~19 14~19 15~19
N value 8.35 8.66 8.96 10.19 10.56

C value 1.62E13 4.09E13 1.02E14 3.66E15 1.26E16
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Figure 5: Variation trend of partial discharge parameters with
voltage.
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In order to solve the problem of traditional tennis serving technique teaching, subjective, and experience-based teaching methods,
the author proposes a method to extract tennis training movements based on artificial intelligence sensor video analysis. This
method requires the use of ordinary cameras and computer technology; video analysis technology is used to guide tennis
teaching and training. The result obtained is as follows: in the experimental group and the control group, at the end of the
teaching stage, the movement characteristics of each link of the body are quite different, which can reach 15%-20%; when the
experimental group and the control group did the “scratching back” movement during the teaching period, at the end of
teaching, the students in the experimental group were close to high-level tennis players in their movement skills, and the
movement gap was only about 5%. It is proved that the method proposed by the author provides an objective and scientific
basis for measuring the referee’s penalty level. In the grass-roots tennis teaching and training, it has important value and
significance and has a great promotion prospect.

1. Introduction

Video images obtained by humans use a variety of images
and devices to observe the world from a different perspec-
tive, which directly and indirectly affect the human eye and
create visual acuity, for example, static images or dynamic
videos [1]. According to research and statistics, about 75
percent of the information that a person receives from the
outside world is from vision. With the rapid development
of science and technology, sports technology has played an
important role in national leadership and sports [2]. With
the introduction of the use of technology in sports training
and the emergence of new research to make a difference in
the study of physical education, training teaching training
has not been completed previously. With the improvement
of sports competitive level, the training method which only
relies on the coach’s intuition in the past has been unable
to improve the competitive level [3]. The development of
computer and video technology makes it a new tool for
trainers, because the machine’s vision is more real than the
human eye, it has memory, it can hold the target fast, and

it can record various moves of the target and allows the per-
formance of the athlete to be clearly expressed [4].

Video image processing technology is more and more
widely used in athletes’ sports training and sports competi-
tions [5]. It has become a research hotspot, in foreign coun-
tries, such as the United States; the “Eagle Eye” test system
has been applied to tennis competitions; it is mainly used
to monitor the game; when the player disagrees with the
landing position of the tennis ball, the three-dimensional
image of the landing position of the ball can be retrieved
[6]. In China, the Institute of Computing Technology of
the Chinese Academy of Sciences has developed DVCoach
software, which applies video analysis to sports training
and teaching. The prices of these systems are very high
(hundreds of thousands or even millions of RMB) [7]. In
general physical education and training, such a huge invest-
ment cannot be afforded. And these systems have certain
pertinence to a certain sports activity. The hardware compo-
sition of tennis video analysis system is shown in Figure 1.

In addition, the video data is analyzed, and the corre-
sponding court and tennis recognition algorithms are
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of bounds, automatically measure the running speed of the
tennis space, and deal with it accordingly, so as to provide
a scientific basis for the development of tennis teaching
and training effect evaluation system.

2. Literature Review

The tennis video analysis system consists of hardware and
software. The main research tools used include optical
lenses, CCD cameras, image acquisition, and research and
design of processing cards [8]. With the help of video profes-
sionals, the video analysis algorithm is designed and imple-
mented on the computer, so as to meet the requirements
for the use of video data in the author’s research [9].

According to the image processing recognition algo-
rithm and the characteristics of the court, the characteristics
of the high speed of tennis properly select the resolution of
the CCD camera and the sampling rate of the frame grabber,
in order to form a high-quality image information acquisi-
tion system, ensure reliable image sampling and digitization,
and provide correct and reliable raw data for subsequent
image signal processing [10]. In terms of software, Direct-
Show acquisition technology is used to realize digital video
acquisition [11]. Features are as follows: (1) high-quality dig-
ital video capture is achieved through intelligent dejitter
technology and deinterlacing technology and (2) support
multicamera head acquisition.

Cheng et al. studied the application of traditional teach-
ing methods and information technology teaching methods
in the teaching of tennis serve technique, the video technol-
ogy is mainly used in the teaching of information technol-
ogy, and the experimental research shows that the teaching
of information technology is more superior than the tradi-
tional teaching method; it is the same trend of teaching tech-
nology development in the future [12]. Gao et al. use video
technology to analyze the action structure of tennis players’
serve technique; no further research was carried out in the
application analysis of video technology of tennis speed
and landing point [13]. Sun et al. conducted a research on
the application of video technology in the production of ten-
nis multimedia CAI courseware and did not conduct further
analysis and research on the data of video technology [14].
Srivastava et al. conducted an experimental study on
improving tennis forehand stroke technique using
computer-aided teaching methods [15]. Chen et al. proposed
a motion vector field transformation algorithm for tennis
video analysis [16]. The above research results mainly show

the research on teaching methods and how video technology
is used in tennis sports, the main purpose of the research is
the use of video technology and the video technology itself,
few special researches are carried out on the data obtained
by video analysis technology, the instruments and software
used are relatively professional, and the hardware facilities
are very expensive, which is difficult for most researchers
to accept and access, and it is very difficult to promote in
reality [17].

In addition, there are other applications of this technol-
ogy in the field of sports, such as the application of video
technology in the analysis of techniques and tactics of table
tennis, research on the application of video technology in
aerobics teaching, diving technique training video analysis
and quick feedback system, talking about the application of
video technology in swimming teaching and training, the
development of video image technology and its application
in track and field training, and 3D human motion simula-
tion and video analysis system for sports training. The above
research results show that video technology, as a high-tech
means, has achieved good teaching and training effects in
table tennis, aerobics, diving, and other projects, and the
research angles are different [18, 19]. From the perspective
of video technology, some analyze which video technology
is used or how to improve the existing video technology
for analysis and research. Some conduct research from ana-
lytical feedback systems. Some conduct research from
images [20, 21].

Based on current research, the author proposes the
application of video analysis to tennis teaching training
and competition, it can quickly provide coaches and athletes
with data such as the technical action structure diagram of
the athlete’s serve, the speed of the serve, and the landing
point; it can not only reduce the cost of using expensive
equipment but also provide scientifically quantified index
data for the tennis evaluation system. Video technology
can provide a reference for referees to accurately determine
the placement of tennis balls in the game, effectively avoid
the embarrassment of using “hawk-eye” technology in small
and medium-sized tennis events, and obtain maximum
returns with less investment.

3. Research Methods

3.1. Research Objects. Select high-level tennis players (higher
than level 2), and show real-time combat videos of the game
based on statistics equipment. Select 40 boys from the spe-
cialized tennis college according to the educational goals.

Rectangular pitch

�e cameraAcquisition card�e computer

Figure 1: Tennis video analysis system hardware composition.
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The median age of the test students was 20.4, average
height 173.25 cm, and average weight 65.63 kg. The average
length of the arm was 73.16 cm.

The average age of the students in the control room was
20.5, average height 172.87 cm, and average weight 64.72 kg.
The average length of the arm was 72.69 cm.

3.2. Adoption Method

3.2.1. Document Law. The author carefully read the relevant
information about tennis and systematically reviewed the
articles about tennis published in recent years, keep abreast
of the new achievements in the research and application of
video technology in sports, study and analyze the problems
of video technology in tennis teaching and training, and pro-
vide reference for the research of this topic [22].

3.2.2. Interview Method. The author conducts interviews
with tennis coaches, experts, and administrators to hear
their detailed descriptions of tennis teaching and training.
They also conducted interviews with experts engaged in
video technology and computer technology, helping to con-
duct research on video technology and design of video soft-
ware, thereby summarizing, researching, and analyzing. The
main contents of the interview are as follows: the status quo
of tennis teaching and training, the application of video
technology and software programming involved in tennis
teaching and training, etc. [23].

3.2.3. Experimental Method. During the experiment, the
training items, training intensity, training time, and teachers
of the two groups were the same.

The 06 special-grade tennis students selected were
divided into control and experimental groups, and the pro-
cedures for the student groups did not vary by age, height,
weight, or arm length.

The board uses the usual procedures of the instructor to
explain, demonstrate, and practice. Experimental teams
combine video analysis, feedback, and routines to teach the
experimental team and the board a video of the process to
be used in the first place phase and late, and special instruc-
tions must be used in the end. The inspection and control
teams were compared and evaluated.

3.2.4. Comparative Method. The technical movements of the
high-level tennis players were compared with those of the
students in the control group and the experimental group;
for students in the experimental group and the control
group, a comparative analysis is made based on the technical
characteristics of serving at the end of teaching and so
on [24].

3.2.5. Mathematical Statistics. The obtained statistical data
were subjected to routine statistical analysis. Using a variety
of mathematical methods and SPSS and EXCEL software
systems, a database was established to conduct statistics on
the data [25].

3.3. Application of Video Analysis in the Technical Action
Structure of Tennis Serve. The application of tennis serving
skills is often carried out at a relatively high speed, it is diffi-

cult for the naked eye to observe every detail of the athlete’s
skills, and it is impossible to form a deep “action impression”
in the brain, and it is impossible to store this kind of “action”
for long-time action impressions.” It is also difficult for the
coaches to guide and evaluate the technical details of the ath-
letes. Through video analysis, each technical detail of the
athlete can be clearly obtained, and through feedback, it
can be observed and compared intuitively, so as to further
improve the technical movement level of the athlete.

Through video analysis, every detail in the technical link
of the athletes can be obtained, and static pictures of the
structural details of the students’ serving actions can be col-
lected; coaches can guide athletes through pictures and can
also compare and analyze the same technical details of dif-
ferent athletes; it is also possible to compare the technical
details of student-athletes with the technical details of
high-level tennis players, in order to identify gaps. High-
level tennis players may have individual differences and
characteristics in the use of technical details; by analyzing
their different technical details and characteristics through
video technology, it is also possible to find out the common
and regular technical details of technical details.

3.4. Application of Video Analysis in Tennis Serve Speed Test.
In the evaluation of tennis technical level, coaches usually
can only use subjective qualitative evaluation to evaluate
the movement posture of the players, the landing point of
the ball, and the speed of the serve. However, a correspond-
ingly accurate quantitative assessment cannot be given.
Through video analysis, we can use the acquired tennis flight
image and then perform programming and calculation
through image recognition software and can quickly mea-
sure the speed of the player’s serving over the net.

Use video technology to obtain static images between
two adjacent frames (0.04 seconds) when the tennis passes
the net. From the logo on the background (the black and
white interval is 0.1 meters), we can roughly calculate that
the running distance of the tennis ball between these
0.04 seconds is 1.7 meters. From the formula (1), it can be
calculated that the speed of the serve before the net reaches

Table 1: The time difference between the throwing and hitting of
the students in the experimental class (unit: second) (n = 10).

Average value at the beginning of
teaching

End-of-teaching
average

B0 4.04 2.72

B1 4.32 2.96

B2 448 2.32

B3 3.92 2.48

B4 3.84 2.52

B5 3.90 2.44

B6 4.08 2.64

B7 4.28 2.32

B8 4.24 2.44

B9 4.32 2.52
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42.5 meters per second (153 km/h).

V = S
T
: ð1Þ

Although there will be a large error between the results
obtained by this calculation method and the actual results,
the error can be ignored when comparing the serving speed
between players. The error value of this calculation method
can also be calculated through correction, so as to achieve
the purpose of simply testing the serving speed.

4. Analysis of Results

4.1. Statistical Analysis of the Time Difference between Toss
and Hits in the Serve of the Research Object. Serving tech-

nique is a difficult point in tennis teaching, and the rhythm
of throwing and hitting is one of the more difficult links in
serving technique. The route and height of the toss will
directly affect the difficulty and accuracy of the serve. The
author made statistics on the time difference between tossing
and hitting in 10 consecutive servings at the beginning and
end of teaching, record the athlete’s serve action with a video
recorder, store it in the computer, and drag it frame by
frame with the Photo 9 software; the number of frames used
is multiplied by 1/25 second, which is the time difference
between the player’s throwing and hitting the ball, which
greatly reduces the amount of time spent and error in man-
ual stopwatch timing (see Tables 1 and 2).

All the measured data, using SPSS, conducted a T test on
the time difference between throwing and hitting in 10 con-
secutive servings at the beginning and end of teaching. The
result shows the following: the average value of the time dif-
ference between throwing and hitting the ball in the experi-
mental class and the control class is basically the same in the
early stage of teaching, and there is no significant difference
(P > 0:05).

The average value of the time difference between throw-
ing and hitting the ball in the experimental class was
between 3.84 and 4.48 in the early stage of teaching, and
the average value of the time difference between tossing
and hitting the ball in the control class was between 3.84
and 4.52. However, the average time difference between the
experimental class and the control class at the end of teach-
ing is significantly different (P < 0:05).

The average value of the time difference between tossing
and hitting the ball at the end of teaching in the experimen-
tal class is between 2.32 and 2.96, and the average value of
the time difference between tossing and hitting the ball in
the control class at the end of teaching is between 3.20 and

Table 2: The time difference between the throwing and hitting of
the students in the control class (unit: second) (n = 10).

Average value at the beginning of
teaching

End-of-teaching
average

Co 4.48 3.64

CI 4.32 3.72

C2 4.32 3.76

C3 4.04 3.52

C4 4.44 3.44

C5 4.24 3.52

C6 452 3.36

C7 4.00 3.52

C8 3.84 3.24

C9 3.92 3.20
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Figure 2: Comparison of the action structure of students before
and after the experiment when they bend their knees, raise their
rackets, and prepare to hit the ball (unit: degree) (n = 10).
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Figure 3: Comparison of action structure between students and
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and prepare to hit the ball after throwing the ball (unit: degree)
(n = 10).
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3.76. Although there is difference between the throwing and
hitting times at the end of the teaching period between the
experimental class and the control class, it is shorter than
the initial stage of teaching, but through the above data test
results, it can be seen that the subjects in the experimental
class performed much better than those in the control class.

4.2. Analysis of the Movement Structure of the Research
Subjects when They Bend Their Knees, Raise Their Rackets,
and Prepare to Hit the Ball after Throwing the Ball. In the
stage of throwing the ball and raising the racket, make an

obvious knee squatting action, this is an important part of
the technical action structure of the serve, and its purpose
is to provide good body support and a state of force for the
“back-scratching” action.

In the specific throwing racket, the posture characteris-
tics of each link of the body when preparing to hit the ball
are shown in Figures 2 and 3.

According to the above data analysis, the experimental
group and the control group have a large difference in the
movement characteristics of each link of the body at the
end of the teaching stage, which can reach 15%-20%; com-
pared with the students in the control group, there was little
change in the beginning of teaching and the end of teaching.
Compared with the students in the experimental group at
the beginning and end of teaching, there were obvious
changes, the students in the experimental group were in
the final stage of teaching the movement techniques, and it
is closer to a high-level tennis player than the initial move-
ment technique.

4.3. Structural Analysis of the Object’s Back-Scratching
Action while Serving. At the end of throwing the ball and
raising the racket, the athlete will quickly kick the knee
and push the hip and at the same time bend the elbow and
rotate the upper arm externally, keep the tennis racket away
from the hitting point, and keep it behind; the head is almost
vertically downward, and the body is in a “back arch” pos-
ture. There is a movement to tickle the back, which we call
a “back-scratching” movement. It is also a very important
key technical action in the technical link of tennis serving.
Through video collection, we analyzed the movement char-
acteristics of the “scratching back” technique of the research
subjects. The results are shown in Figures 4 and 5.
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Figure 4: Comparison of the posture characteristics of each link of
the body when students scratch their backs before and after the
experiment (unit: degree) (n = 10).
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According to the above data analysis, when the experi-
mental group and the control group did the “scratching
back” movement stage during the teaching period, the
movement characteristics of each link of the body were quite
different. Compared with the students in the experimental
group at the beginning and end of teaching, there were sig-
nificant changes, the students in the experimental group
were in the final stage of teaching the movement techniques,
and it is closer to a high-level tennis player than the initial
movement technique.

To sum up, in the teaching of tennis serving skills, the
use of video analysis technology can eliminate the interfer-
ence of human factors and more quickly, objectively, and
directly evaluate the players’ serving skills. Because the
shooting speed of the camera is 25 seconds/frame and the
video data can be stored, compared, etc., these functions
cannot be achieved by the human eye. Athletes can see their
own serving skills before the experiment, and they can also
see the movements after the experiment; they can not only
compare and analyze with others horizontally but also real-
ize vertical analysis, thereby greatly improving the enthusi-
asm and initiative of students to learn tennis skills. It can
be seen that in the teaching of tennis serve technology, the
application of video analysis technology is of great
significance.

4.4. Comparison of Effective Rates of Urinary Incontinence
Treatment among Three Treatment Options. Video test
speed data, research speed in tennis serve technical action
analysis, is an important evaluation standard for tennis serve
quality; a high-quality serve must have a high speed. The
related research results show that the more standard and
reasonable the technical action of serving is, the faster the
serving speed will be; the two are positively correlated. The
author uses an ordinary camera as a test instrument for serv-
ing speed; it is easy to measure the serving speed of tennis
players, although there will be certain errors between the
data and the objective real data, but it is feasible as a com-
parison tool, and it can be as close to the real objective value
as possible through constant revision. At the same time, as a
speed test instrument, ordinary cameras can reduce the test
cost and have great promotion value.

The authors tested high-level tennis players, experimen-
tal tennis players, and control tennis players; the speed of 10
1 s and 10 2 s served by each athlete was randomly selected
for the study. The experimental class and the control class
were also researched on the serving speed at the beginning
and end of the teaching, and the results are shown in
Figure 6.

In summary, using video analysis technology for the
teaching of serve technical movements, from the measured
speed data, it can be clearly seen that the improvement space
of the athlete’s serving speed is better than the traditional
teaching method, serve speed has been significantly
improved, and the improvement of the quality of the ath-
lete’s serve is explained. In data measured using video data,
it can provide a meaningful reference for coaches to objec-
tively evaluate tennis players’ serving skills; at the same time,
the athletes can see their own serving skills before the exper-

iment, and they can also see the movements after the exper-
iment and not only can horizontally compare and analyze
with others but also can realize vertical ratio analysis,
thereby greatly improving the enthusiasm and subjective ini-
tiative of the students to learn the tennis serve technique.

5. Conclusion

The author applies video analysis technology to tennis
teaching and training, and through a period of teaching
experiments, the results are as follows:

(1) The technical movement characteristic parameters
of the students in the experimental group are higher
than those of the students in the control group,
closer to the technical characteristics of high-level
tennis players. It is proved that the video analysis
technology is used in the teaching of tennis serve
technique, it is more conducive to students’ mastery
of technical movements and can test and judge ath-
letes’ serving speed and landing point, and it is ben-
eficial to improve the serve speed and serve control
ability of tennis players. Video analysis technology
is of great significance and value to the reform of
tennis serving technique teaching and serving
method

(2) The traditional teaching model is the comments of
the coach and the athlete’s own feeling of completing
the action. In the tennis training process, the video
analysis feedback training method is applied; that
is, after the athlete completes the action, the athlete
immediately watches video recordings of his/her
own actions and various analysis results, which is
equivalent to adding a video feedback loop to the
system. For sports training, the effect will be that ath-
letes can improve their training level more quickly
and effectively and shorten the time to learn and
master technical movements. Tennis is a typical skill
sport

Data Availability

The data used to support the findings of this study are avail-
able from the corresponding author upon request.

Conflicts of Interest

The author declares that there are no conflicts of interest.

Acknowledgments

This paper is the periodical achievement of Philosophy and
Social Science Planning Project of Henan Province. Project
number is 2021BTY004.

References

[1] S. Gomez-Gonzalez, G. Neumann, B. Schölkopf, and J. Peters,
“Adaptation and robust learning of probabilistic movement

6 Journal of Sensors



Retraction
Retracted: Abnormal Data Monitoring and Analysis Based on
Data Mining and Neural Network

Journal of Sensors

Received 13 September 2023; Accepted 13 September 2023; Published 14 September 2023

Copyright © 2023 Journal of Sensors. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

This article has been retracted by Hindawi following an investi-
gation undertaken by the publisher [1]. This investigation has
uncovered evidence of one ormore of the following indicators of
systematic manipulation of the publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research reported
(3) Discrepancies between the availability of data and the

research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

The presence of these indicators undermines our confidence
in the integrity of the article’s content and we cannot, therefore,
vouch for its reliability. Please note that this notice is intended
solely to alert readers that the content of this article is unreliable.
We have not investigated whether authors were aware of or
involved in the systematic manipulation of the publication
process.

Wiley and Hindawi regrets that the usual quality checks did
not identify these issues before publication and have since put
additional measures in place to safeguard research integrity.

We wish to credit our own Research Integrity and Research
Publishing teams and anonymous and named external research-
ers and research integrity experts for contributing to this
investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their agree-
ment or disagreement to this retraction.Wehave kept a recordof
any response received.

References

[1] Y. Chen, “Abnormal Data Monitoring and Analysis Based on
Data Mining and Neural Network,” Journal of Sensors, vol. 2022,
Article ID 2635819, 7 pages, 2022.

Hindawi
Journal of Sensors
Volume 2023, Article ID 9865161, 1 page
https://doi.org/10.1155/2023/9865161

https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2023/9865161


RE
TR
AC
TE
DResearch Article

Abnormal Data Monitoring and Analysis Based on Data Mining
and Neural Network

Yanyan Chen

Zhejiang Financial College, Hangzhou, Zhejiang 310018, China

Correspondence should be addressed to Yanyan Chen; 185101029@xzyz.edu.cn

Received 18 May 2022; Revised 1 June 2022; Accepted 14 June 2022; Published 24 June 2022

Academic Editor: C. Venkatesan

Copyright © 2022 Yanyan Chen. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In order to solve the problems of low efficiency, high consumption of human and time resources, and low degree of intelligence in
the current financial abnormal data detection system in computerized accounting, this paper proposes a financial abnormal data
monitoring and analysis algorithm based on data mining and neural network. The analysis algorithm uses the method of data
mining to process the original financial data, remove invalid information, retain valuable information, and standardize the data
to solve the problem of large labor and time consumption. Then, neural network-related algorithms are used to identify the
anomalies of standardized data, so as to realize the intelligent early warning of financial abnormal data. Compared with the
financial audit algorithm in traditional accounting computerization, this algorithm has the advantages of high efficiency, low
energy consumption, and high intelligence. The test results show that the classification accuracy of the proposed algorithm for
abnormal data can reach more than 90%. It is proved that the algorithm is effective and improves the efficiency at the same
time. The classification error rate of the classifier designed in this paper is 22.5%, and the accuracy rate is 77.5%. Both
estimated and actual values represent the number of times, and there is no physical unit. The experiment shows that the main
reason for the error rate is the delay of the inspection results of financial abnormalities. Through the example analysis, it can
be concluded that the proposed intelligent analysis method of financial abnormal data based on deep learning has good
effectiveness and accuracy and has a certain practical value.

1. Introduction

The 129 financial data in the financial statements of Chinese
listed companies and the financial ratios derived from these
financial data can be called financial indicators [1]. If the
financial indicators reflecting debt repayment, operation,
profit, growth, and cash flow are abnormal, there is no doubt
that the enterprise has problems in internal operation, exter-
nal marketing, or finance. Through data mining of these
abnormal financial indicators, find one or several abnormal
transmission paths connecting them. If there are economi-
cally meaningful items on the abnormal transmission path,
this abnormal transmission path is of great significance to
enterprises [2, 3].

From a macro perspective, since the establishment of the
Shanghai Stock Exchange and Shenzhen Stock Exchange in
1990, China’s stock market has developed rapidly following
the pace of national economic growth. It is very important

for securities regulators to formulate the supervision system
for listed companies. At present, in the regulatory environ-
ment where China’s regulatory mechanism is not perfect
enough, the risk of fraud in the listed companies increases.
Fraud is reflected in the financial statements, and a series
of abnormal financial indicators are bound to appear.
Microscopically speaking, for mature listed companies, due
to the poor management of normal business activities, some
financial indicators will be abnormal. For newly listed com-
panies, due to the strict listing conditions (especially on the
main board), the company may whitewash the financial
statements before listing in order to achieve the purpose of
listing [4]. Once the company is listed, some financial indica-
tors are bound to decline or rise, resulting in abnormalities.

With the rapid development of the economy, the market
is more and more prosperous, and the competition among
enterprises is becoming increasingly fierce. The authenticity
of financial data has attracted more and more attention.
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to analyze the abnormal situation of enterprise financial data
and achieved corresponding results.

2. Literature Review

The research on the identification of financial anomaly
characteristics of listed companies appeared earlier. Jiang
and others believe that there is a certain relationship
between company size and financial fraud, and the size
of the company may directly affect the possibility of finan-
cial information fraud [5]. According to the research of
Kim et al., there is a large correlation between financial
information fraud and companies in financial distress.
When the company is in financial difficulties, the manage-
ment of the company is more likely to commit fraud in
order to cover up its temporary financial difficulties [6].
Aydemir and others found that the company’s abnormal
financial information or even fraud has a great relation-
ship with the company’s industry. His experiments have
proved that compared with other industries, the computer
industry and manufacturing industry are more likely to
have financial fraud, which needs special attention [7].
According to the research of Ali and others, according to
the analysis of the financial report, we can find the signs
of abnormal financial information, such as some unex-
plained changes in the financial report, some obviously
different large transactions, and sudden increase of profits.
In addition, frequent changes in management and faster
growth of expenses than income may also be signs of
financial fraud [8]. Asami and others conducted an empir-
ical study on the relationship between insider trading and
financial fraud of listed companies and established a cas-
caded logit regression model. The research points out that
insider trading is a signal to reveal the potential possibility
of financial fraud. Whether the company has financial
fraud can be identified according to the analysis of insider
trading variables and the specific financial characteristics
of the company [9]. Moayedi and others proposed a new
financial fraud identification model—fuzzy neural network
(FNN) model. This model combines fuzzy logic, neural
networks, and other methods to simulate the uncertainty
in human rationality. The empirical results show that this
model can effectively make up for the shortcomings of
auditors or reduce their bias. Later research mainly uses
artificial neural network (ANN) [10]. Xiang and others
collected 164 fraudulent and nonfraudulent company data
to verify the effectiveness of using machine learning tech-
nology to identify financial information fraud [11].

Most of these studies focus on the theoretical analysis of
finance and accounting, only give the financial model analy-
sis, but do not give the specific implementation scheme,
resulting in poor realizability. Aiming at this problem, this
paper focuses on the implementation scheme and puts for-
ward the financial abnormal data monitoring and analysis
algorithm based on data mining and neural network. For
the problem of financial abnormal data, the specific identifi-
cation model and implementation method are given, as
shown in Figure 1.

Based on the current research, in order to solve the prob-
lems of low efficiency, high consumption of human and time
resources, and low degree of intelligence in the current
financial abnormal data detection system in computerized
accounting, this paper proposes a financial abnormal data
monitoring and analysis algorithm based on data mining
and neural network. The analysis algorithm uses the method
of data mining to process the original financial data, remove
invalid information, retain valuable information, and stan-
dardize the data to solve the problem of large labor and time
consumption.

3. Research Methods

3.1. System Framework. The overall frame structure of the
system is shown in Figure 2. As can be seen from the figure,
the system is mainly divided into four parts: identification
object part, data processing part, identification process part,
and result and early warning part. Among them, the identi-
fication object is the traditional financial system. This paper
takes the data in the traditional financial system as the data
set, takes it as the data acquisition channel, and carries out
intelligent data monitoring [12]. Next is the data processing
part, which processes the obtained original data through
data mining technology. It is mainly divided into three mod-
ules: data acquisition, data preprocessing, and data coding.
Among them, the data acquisition module is responsible
for using the programming language to obtain the relevant
original data required for abnormal data monitoring from
the traditional financial database. The data preprocessing
module mainly includes removing unique attributes, inte-
grating related attributes, processing missing values, and
data standardization so that the original data can become
effective data. The data coding module is mainly responsible
for coding the standardized data so that all data can be
directly input into the intelligent algorithm to lay the foun-
dation for the subsequent intelligent identification part. Next
is the identification process part, which uses the processed
financial data to train the intelligent algorithm through the
artificial intelligence algorithm. The last part is the result

Evaluation and
interpretation

Selection and
transformation

The data
source

The target
data

KnowledgeModel

Data mining

Figure 1: Workflow of data mining.
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and early warning part, which uses the trained model to
identify the financial data, mark and early warning the
abnormal data, and feedback the early warning system to
the financial system to form a closed loop.

Due to the infinite approximation ability of intelligent
algorithm to nonlinear relationship, all kinds of abnormal
identification methods of financial data are similar. This
paper only takes the abnormal identification of employee
travel invoice reimbursement as an example to illustrate
the implementation process of the system.

3.2. Data Acquisition and Data Processing. In this system,
the acquisition method of basic financial data is similar to
that of traditional financial system data. It is mainly obtained
through the statistics of financial department or personal
report, and then, the original data is converted into standard
data that can be directly input into intelligent control algo-
rithm through corresponding data preprocessing methods
[13]. The system is mainly divided into two parts: data
acquisition and data processing.

3.2.1. Realization of Data Acquisition. The data required by
this system usually consists of three types: personal infor-
mation, including name, gender, age, department, length
of service, professional title, position, basic salary, and
other data. This kind of data can be obtained directly from
the human resource department and the financial depart-
ment through the internal network of the company. The sec-
ond category is the bonus category, including the data of

quarterly bonus, year-end bonus, various honor bonuses,
and subsidy bonuses of corresponding employees. This kind
of data is usually distributed by their department according
to their work performance, so it can be obtained directly
through the department database. The third category is per-
sonal reimbursement data, mainly including travel location,
travel duration, travel type, vehicle time, and various invoices
and amounts. This kind of data is mainly reported by indi-
viduals and verified by department heads. With the develop-
ment of network technology, the collection method of such
data has also been greatly affected.

3.2.2. Realization of Data Processing. Data processing can be
divided into two parts: data preprocessing and data coding.
The implementation process of these two parts is described
in the following two parts [14].

(1) Implementation of Data Preprocessing. The main process
of data preprocessing is shown in Figure 3.

Figure 3 shows the problems to be solved in data prepro-
cessing and the corresponding solutions. The following
implementation scheme is given by taking Python language
as an example:

(1) Unique attribute processing: the unique attribute
refers to the name, job number, and other features that
can uniquely identify the sample to be identified, but
have no effect on the identification of abnormal data

Financial system

Data collection

Data preprocessing

Data encoding

Intelligent recognition

Result output

Identify objects

Data processing

Identification process

Results and warnings

Data mining

Neural networks

Figure 2: Overall framework of the system.
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and can be deleted directly. The instructions deleted in
Python are as follows: use this command to delete the
entire row or column data of the feature_name attri-
bute, where axis = 1 means to delete the column and
axis = 0means to delete the row

(2) Processing of missing data: the processing steps of
missing value are as follows: ① find the location of
missing value; ② padding of missing values. Using
Python language, the specific processing methods
are as follows: the index information of the missing
value of a characteristic data can be quickly obtained
by using Pandas scientific calculation library. The
function returns the location logical index of the
missing value in the feature_name attribute. The
missing value can be processed by using the location
logical index

(3) Related attribute merging: for the characteristic data
with obvious correlation, the operation of data can
be used to merge the relevant data into one data
and delete other data, so as to achieve the purpose
of data merging and reducing the amount of calcula-
tion. The addition of two attribute columns feature 1
and feature 2 in data is realized, and the deletion
operation after attribute merging is realized. For
example, length of service and year of employment,
such data can be consolidated

So far, the preprocessing of the original data has been
completed, making the original data set into a data set with-
out missing data and containing only effective features.

3.2.3. Realization of Data Coding. Data coding mainly real-
izes the transformation of feature data from semantic data
convenient for human understanding to digital data conve-
nient for machine processing. Data coding can be divided
into discrete data and continuous data for processing,
respectively. The specific processing methods are as follows:

(1) For discrete data: among the corresponding attri-
butes, one or more discrete attributes can be classi-
fied into one class, and each class can be coded
separately by One_Hot coding method. In Python
language, Pandas scientific computing library can
be used to realize this function conveniently

(2) For continuous data: for the coding of continuous
data, in order to facilitate processing, the continuous
data can be discretized in the form of segments
and then encoded in sequence by One_Hot [15].
In the Python language, you can use custom oper-
ations to discretize continuous data. Next, take the
binary classification as an example to illustrate the
implementation method of continuous data discre-
tization. It realizes the operation of separating and
dispersing the feature data feature of continuous
feature feature_name according to the threshold.
Then, the discrete coding method can be used to
encode the data

3.3. Realization of Identification Process and Result Output.
The identification of abnormal data can be understood as
the classification of data; that is, all data are divided into
normal data and abnormal data or into normal data,
doubtful data, and abnormal data. At present, the main
classification algorithms are support vector machine
(SVM). For example, SVM is used to build a prediction
and classification system for the spread range of microblog
rumors and the order volume of e-commerce. SVM is
used to evaluate and classify the network system risk, per-
sonal credit, and daily stress state, and the application of
gesture state classification and fault diagnosis is realized
by the method of support vector machine. At present,
SVM algorithm is widely used in classification applica-
tions, but it is still difficult to implement large-scale train-
ing samples.

Decision tree algorithm uses the decision tree algorithm
to realize the classification of network loans, ECG signals,
and financial crisis prediction models, but the decision tree
algorithm has the problems of pruning and overfitting under
large data samples [16]. K-means algorithm uses K-means
to realize the classification of text and plants, but the algo-
rithm has the problem that the K value has a great impact
on the classification effect but cannot be obtained accu-
rately [17].

Considering the application environment of financial
abnormal data monitoring and analysis, the system adopts
BP neural network with mature technology, ideal adaptabil-
ity, and realization as the identification algorithm [18, 19].
The implementation method is as follows.

Unique property handling

Handling of missing data

Consolidation of
related properties

Property deletion

Re-admission or 
statistical replacement

Property operations

Figure 3: Data preprocessing.
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(1) The number of input features and the number of
coding bits of each feature determine the number of neurons
in the input layer of the neural network

N in = 〠
N

1
ni: ð1Þ

The calculation method is shown in formula (1),
where N is the feature tree, ni is the coding digit of the
i-th feature, and N in is the number of neurons in the
input layer.

(2) Determination of intermediate layer: according to
experience, the middle layer is usually 1 layer, and the num-
ber of neurons in the middle layer is 2 ∗N in, which can be
adjusted according to the actual situation. The neuron corre-
lation function is generally conventional.

(3) Output layer design: the number of neurons in the
output layer is equal to the number of demand classification.
One_Hot coding method is used to encode the demand
state, and the output neuron function is selected as Logsig
function.

The hidden layer in this paper is mainly used for feature
learning and extraction through convolution and pooling.
Different layers will extract different features. In order to
ensure the optimal classification performance of the hidden
layer, the training data and test data in the experimental data
are divided according to the ratio of 4 : 1 and input into the
convolutional neural network for solution optimization [20].

So far, the neural network has been designed and trained
by using the processed data. The training method is shown
in Figure 4 [21].

Finally, the monitoring and analysis of abnormal finan-
cial data can be realized by using the trained neural network.
Give the identification results of normal and abnormal
financial data, and feedback the abnormal financial data to
the financial system.

4. Result Analysis

The BP neural network classifier in this paper is realized by
MATLAB programming. In this section, the financial data of
traditional indicators are processed by the timing construc-
tion method proposed above and then input into the classi-
fier. After running, the classification effects of traditional
models and various forms of models can be obtained. The
operation results of each model are shown in Figure 5.

As can be seen from Figure 5, the recall rate of the time
series index model in the ratio form and the first relative
value form is the highest. In terms of precision, the time
series index model in the form of difference is the best. It
can also be seen from Figure 5 that the recall rate and preci-
sion rate show the law of one ebb and flow [22]. The com-
parison of classification accuracy under different hidden
layer structures is shown in Table 1.

It can be seen from Table 1 that hidden levels 1, 2, 3, and
4 show good classification accuracy, all reaching more than
91%. After 400 iterations, the classification accuracy of the
second level reaches 99.21%, which is the maximum of the
classification accuracy. Therefore, it can be concluded that
the convolutional neural network model with 4-layer hidden
layer structure has good classification accuracy.

It can be seen from Table 2 that the classification and
recognition error rate of the classifier designed in this paper
is 22.5% and the accuracy rate is 77.5%. The estimated and

Initialization

Input data feature vector

Calculate the output and
deviation of each layer

Weight update

Termination
condition

Finish

Initial parameters are initially random values

Input and output actual values in a given dataset

Calculate error using output value and actual value

According to the reverse learning plan

Figure 4: Training process of BP neural network.

5Journal of Sensors



RE
TR
AC
TE
D

actual values in Table 2 represent the number of times with-
out physical units. The experiment shows that the main rea-
son for the error rate is the delay of the inspection results of
financial abnormalities [23]. Through the example analysis,
it can be concluded that the proposed intelligent analysis
method of financial abnormal data based on deep learning
has good effectiveness and accuracy and has certain practical
value [24].

5. Conclusion

This paper presents a detailed analysis of the current finan-
cial anomaly monitoring algorithm based on the combina-
tion of neural network and artificial intelligence and solves
the problem of abnormal data mining. Taking the abnormal
recognition of business trip invoice reimbursement as an
example, this paper expounds the implementation process
of data analysis and early warning and verifies the effective-
ness of the system. The BP neural network classifier in this
paper is realized by MATLAB programming. In this section,
the financial data of traditional indicators are processed by
the timing construction method proposed above and then
input into the classifier. After running, the classification
effects of traditional models and various forms of models
can be obtained. At the same time, there are still some defi-
ciencies in the system, which are mainly reflected in the long
training time of neural network and the lack of guiding
opinions on the selection of initial value of network. The
optimization of network initial value and the adaptation of
network parameters in the system will be the further
research direction.
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Figure 5: Comparison results of recognition effects of various forms of models.

Table 1: Comparison of classification accuracy under different
hidden layer structures.

Number of
iterations

Accuracy
Level 1 Level 2 Level 3 Level 4

100 0.9614 0.9637 0.9268 0.9177

200 0.9742 0.9763 0.9503 0.9315

300 0.9847 0.9873 0.9689 0.9655

400 0.9898 0.9921 0.9841 0.9678

500 0.9898 0.9922 0.9841 0.9678

600 0.9898 0.9921 0.9919 0.9738

700 0.9898 0.9892 0.9919 0.9794

800 0.9874 0.9897 0.9919 0.9851

900 0.9844 0.9897 0.9895 0.9875

1000 0.9819 0.9843 0.9895 0.9903

Table 2: Error rate of neural network classification.

Abnormal No abnormality

Estimated value 55 25

Actual value 64 16

Error rate 16.36% 36.00%

Total error rate 22.5%
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