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Research Article
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The Industrial Internet of Things (IIoT), as a special form of Internet of Things (IoT), has great potential in realizing intelligent
transformation and industrial resource utilization. However, there are security and privacy concerns about industrial data,
which is shared on an open channel via sensor devices. To address these issues, many searchable encryption schemes have been
presented to provide both data privacy-protection and data searchability. However, due to the use of expensive pairing
operations, most previous schemes were inefficient. Recently, a certificateless searchable public-key encryption (CLSPE) scheme
was designed by Lu et al. to remove the pairing operation. Unfortunately, we find that Lu et al.’s scheme is vulnerable to user
impersonation attacks. To enhance the security, a new pairing-free dual-server CLSPE (DS-CLSPE) scheme for cloud-based IIoT
deployment is designed in this paper. In addition, we provide security and efficiency analysis for DS-CLSPE. The analysis results
show that DS-CLSPE can resist chosen keyword attacks (CKA) and has better efficiency than other related schemes.

1. Introduction

The gradual maturity of communication technology, espe-
cially the emergence of the 5-th generation wireless systems,
has greatly promoted the popularization of IoT, which con-
nects everything to the Internet for intelligent identification,
tracking, monitoring, etc. [1–3]. Industrial IoT (IIoT) is one
of the main application directions of IoT. It can collect the
industrial data in real-time via various sensing devices (e.g.,
global positioning system and radio frequency identifica-
tion), realize the optimal utilization of resources, improve
the quality, and reduce the cost of the product through fur-
ther analyzing those collected data [4].

IIoT provides new technological guidance for the devel-
opment of industry and has great application potential. Now-
adays, the IIoT market is expanding rapidly [5]. Meanwhile,
the number of IIoT devices will also grow several times, inev-
itably leading to an explosion of the collected industrial data.

In order to effectively manage and utilize these big data, users
are more willing to outsource the data to the cloud server
provider (CSP), which has powerful data storage and analyt-
ical capabilities [6]. In a cloud-based IIoT setting, as pre-
sented in Figure 1, massive industrial data is collected
through sensor devices and transmitted to the CSP in real-
time via the Internet. The CSP further analyzes and mines
these data to provide better intelligent services for industrial
sectors such as intelligent logistics and manufacturing.

Users enjoy various convenient services offered by CSP;
however, their data security and privacy are seriously threat-
ened [7–10]. One reason is that their data is transmitted on
an open channel, so an adversary can eavesdrop on the trans-
mitted data to obtain information about an enterprise’s pro-
duction or operations [11]. The other reason is that they will
not be able to physically control the outsourced data nor will
they be able to fully trust the CSP. For example, the CSP may
exploit users’ outsourced data to make illegal profits or carry
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out other malicious acts, such as tampering and deleting.
Once the confidential data is eavesdropped or destroyed, it
may cause unpredictable damage to an enterprise (e.g., huge
economic losses). Overall, it is urgent to establish a practical
mechanism with security and privacy preservation for IIoT
data utilization and management.

Encryption is the most direct approach to guarantee data
privacy. Users can first encrypt the confidential data and then
submit the ciphertext to CSP. Although traditional encryp-
tion is effective in preserving the privacy of IIoT data, it also
incurs some troubles in data utilizations, especially the prob-
lem of searching over encrypted data. Since the original data
structure will be changed once it is encrypted, the search
algorithms for plaintext will not be feasible for the encrypted
data. To address this issue, the searchable encryption (SE)
technology has emerged, which supports search over cipher-
text according to keywords [12, 13]. The first symmetric SE
(SSE) scheme was presented in [12]. However, SSE suffers
from the troublesome key distribution. To resolve this prob-
lem, a SE scheme based on a public-key cryptosystem (SPE)
was designed in [13]. Since then, various SPE schemes have
been designed [14–17]. However, these SPE schemes face
cumbersome certificate management or key escrow burden
since the inherent designing structure based on public key
infrastructure (PKI) and identity-based cryptosystem. The
CLSPE schemes [18–20] can overcome these cumbersome
burdens. However, most of the previous CLSPE schemes were
computationally expensive since the use of many complex
pairing operations. Recently, Lu and Li [21] presented a new
CLSPE scheme without pairing operation. Unfortunately, we
analyze their scheme suffer from user impersonation attack.
To improve the security, we design a new DS-CLSPE scheme
without pairing for cloud-based IIoT deployment.

1.1. Related Work. The SE technology provides the function-
ality of searching over ciphertext without losing the confi-
dentiality of original data. The first concrete SE scheme was
presented in [12], which was built on a symmetric cryptosys-
tem. Later, various SSE schemes have been designed. A SSE
scheme with verifiable functionality (VSSE) was presented

in [22], which can both protect data privacy and provide
the verifiability. Recently, Zuo et al. [23] gave two dynamic
SSE schemes (i.e., Scheme-A and Scheme-B), which support
range queries. The former scheme has forward security prop-
erty but imposes a heavy storage cost on the client, and the
latter scheme reduces the client’s storage but loses the for-
ward security. Later, a novel VSSE scheme with forward secu-
rity was presented in [24]. However, all SSE schemes face the
complex key management issue.

To avoid the key management issue, the concept of SPE
was introduced in [13]. A SPE system contains three partici-
pants: cloud server (CS), data sender (DS), and data receiver
(DR). DS uses DR’s public key to encrypt his/her own data,
including files and keywords extracted from files, and sends
the encrypted data to CS. DR uses its own private key to pro-
duce a trapdoor for the keyword to be retrieved and submits
the trapdoor to CS. Then, CS verifies whether the trapdoor
matches the ciphertext and returns the successfully matched
files to DR. Later, a SPE scheme with a designated server
(dSPE) was constructed, in which only the specified server
can run the test algorithm [14]. Lin et al. [25] designed a novel
blockchain-based system for the secure outsourcing of bilinear
pairings to remove the secure channel and the trusted server.
To resist inside keyword guessing attack (IKGA), an authenti-
cated SPE scheme was constructed in [15]. Recently, a SPE
scheme with forward security was designed in [16] to resist
file-injection attacks [26]. However, the above-proposed
schemes are built on PKI cryptosystem; they inevitably face
the complicated certificate management problem.

To reduce the overhead of managing certificate, an ID-
based cryptosystem was introduced, in which the partici-
pant’s public key is set to some public information (e.g.,
name and office number), and the private key is created by
a key generation center (KGC) based on the public informa-
tion [27]. A general framework for transforming a two-level
anonymous ID-based encryption (IBE) scheme to an ID-
based SPE (IBSPE) scheme was presented in [17]. Recently,
Lu et al. [28] constructed an IBSPE with a designated server
(dIBSPE), which supports conjunctive keyword search. Li
et al. [29] designed two-authenticated dIBSPE schemes based

Internet

IIoT Users

CSP

Figure 1: Cloud-based IIoT architecture.
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on symmetric bilinear pairing and asymmetric bilinear pair-
ing, respectively. In their schemes, any adversary cannot run
the encryption algorithm to get a valid ciphertext unless it
can capture the data sender’s private key, and no adversary
can perform the test algorithm correctly unless it has the abil-
ity to access the specified server’s private key. Zhang et al.
[30] constructed a proxy-oriented IBSPE scheme based on
lattices to resist quantum computer attacks, in which the
original data sender delegates his/her own data to a proxy
for encryption in order to lower the computation cost of him-
self. However, all ID-based SPE schemes are plagued by key
escrow issues.

In certificateless cryptosystem (CLC), the private key of
the participant is jointly created by KGC and the participant
itself, which resolves the burden of key escrow and certificate
management existing in PKI-based and ID-based cryptosys-
tem [31]. Peng et al. [18] introduced SE technology into the
CLC system and proposed a CLSPE scheme with a desig-
nated server (dCLSPE). To lower computation overhead in
[18], Islam et al. [19] designed a new dCLSPE scheme based
on the problems of CDH and BDH. He et al. [20] constructed
a novel-authenticated CLSPE scheme against IKGA attacks.
However, all previous CLSPE schemes involve bilinear pair-
ing operations, which require high computation overhead.
Recently, a CLSPE scheme without pairing operation is
designed in [21]. Unfortunately, we analyze scheme [21] can-
not resist user impersonation attacks, thus, we develop a new
pairing-free CLSPE scheme.

1.2. Research Contributions. An efficient pairing-free DS-
CLSPE scheme for cloud-based IIoT is designed in this paper.
The main research contributions are listed below:

(i) First, we analyze Lu et al.’s scheme is subject to user
impersonation attack, and their scheme requires a
secure channel for trapdoor transmission

(ii) Second, we give the system model for DS-CLSPE
and construct a new DS-CLSPE scheme, which not
only eliminates the need for bilinear pairings but
also removes the use of secure channel

(iii) Finally, we present a security analysis for DS-CLSPE
and show it can resist the CKA attack. Furthermore,
we evaluate the efficiency of DS-CLSPE in terms of
computation and communication costs

1.3. Organization of the Paper. The following sections are
arranged as below. Section 2 presents some preliminary
knowledge. Section 3 shows the analysis of Lu et al.’s scheme.
Section 4 gives the detailed construction of our DS-CLSPE
scheme. Section 5 and Section 6 show the security proof
and the performance analysis of DS-CLSPE, respectively.
The last section is mainly to summarize the full paper.

2. Preliminaries

We first present the complexity assumptions used in this
paper and then give the system model and formal definition
of DS-CLSPE.

2.1. Complexity Assumptions. Suppose G denotes a q-order
cyclic group, and the point P ∈G denotes a generator.

2.1.1. Computational Diffie-Hellman (CDH) Assumption.
Given three points P, aP, bP∈G (a, b∈ℤ∗

q are unknown num-
bers), to figure out abP.

2.2. SystemModel. As presented in Figure 2, a DS-CLSPE sys-
tem contains five participants: data sender (DS), data receiver
(DR), KGC, front server (FS), and back server (BS). The
responsibilities of each participant are described below.

(i) KGC is responsible for generating system parame-
ters and participants’ partial keys

(ii) DS encrypts his/her own data and then outsources
the encrypted data to FS and BS

(iii) DR submits a trapdoor to FS for querying the
encrypted data

(iv) FS generates an intermediate testing-state ciphertext
CITS according to the received trapdoor and submits
CITS to BS

(v) BS generates the final test results according to CITS
and returns the test results to DR

2.3. Formal Definition.ADS-CLSPE scheme contains the fol-
lowing algorithms.

(i) Setup(λ): this algorithm is implemented by KGC.
Inputs a security parameter λ, returns the system
master key s and public parameters parm

(ii) PartialKeyGen(parm,s,IDi): this algorithm is per-
formed by KGC. Inputs parm, s, and the identity
IDiði ∈ fDR, FS, BSgÞ, outputs the partial key pair
ðTi, diÞ for the corresponding participant

(iii) KeyGen(parm,IDi,Ti,di): each participant generates
its own full public/private keys PKi/SKi by perform-
ing this algorithm

(iv) Encrypt(parm,w,IDi,PKi): DS executes this algo-
rithm to generate the ciphertext Cw for keyword w

(v) Trapdoor(parm,w ′,SKDR,PKFS,PKBS): DR performs
this algorithm to obtain the trapdoor Tw′ for w′.

(vi) FrontTest(parm,Cw,Tw ′,SKFS): FS performs this
algorithm to generate an intermediate testing-state
CITS

(vii) BackTest(parm,CITS,SKBS): this algorithm is per-
formed by BS. Inputs parm, CITS, SKBS, outputs
“1” if the test succeeds and “0” otherwise

3. Weakness of Lu et al.’s Scheme

We first present Lu et al.’s scheme and then analyze its secu-
rity weakness.
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3.1. Review of Lu et al.’s Scheme. The detailed construction of
Lu et al.’s scheme is as follows.

(i) Setup(λ): suppose q is a large prime number andG is
a group with order q. P denotes a generator selected
from G, and h1 : f0, 1g∗ ⟶ℤ∗

q , h2 : f0, 1g∗ ⟶
ℤ∗

q , and h3 : G⟶ℤ∗
q denote three different hash

functions. KGC performs this algorithm as follows

(1) Selects s ∈ℤ∗
q at random

(2) Calculates Ppub = sP

(3) Publishes parm = fG, P, Ppub, q, h1, h2, h3g and
keeps s in secret

(ii) PartialKeyGen(parm, s, IDDR): KGC selects tDR ∈ℤ
∗
q

, computes TDR = tDRP, dDR = tDR + sh1ðIDDRÞ, and
sends the partial key pair fTDR, dDRg to the receiver

(iii) KeyGen(parm, IDDR, TDR, dDR): the receiver picks
xDR ∈ℤ

∗
q , calculates PDR = xDRP, and sets PKDR =

ðTDR, PDRÞ, SKDR = ðdDR, xDRÞ as his/her own
public/private keys

(iv) Encrypt(parm,w, PKDR): the sender randomly
chooses r ∈ℤ∗

q , calculates C
1
w = rP and

C2
w = h3 rh2 wð ÞQDRð Þ, ð1Þ

here QDR = TDR + PDR + h1ðIDDRÞPpub, and sets the

ciphertext Cw = ðC1
w, C2

wÞ.

(v) Trapdoor(parm,w′, SKDR): the receiver computes

Tw′ = dDR + xDRð Þh2 w′
� �

: ð2Þ

(vi) Test(parm, Cw, Tw′): given Cw and Tw′, the server
checks

C2
w =? h3 Tw′C1

w

� �
: ð3Þ

If this equation holds, returns “1”; Otherwise, returns “0”.

3.2. Attack on Lu et al.’s Scheme. Lu et al.’s scheme cannot
prevent user impersonation attack launched by TypeI adver-
sary A1. During the attack, A1 can first forge the private key
of the receiver IDDR and then impersonate IDDR to calculate
a trapdoor Tw for a challenge keyword w using the forged
private key. The detail attack is presented below.

(i) Setup: the challenger C generates fparm, sg by per-
forming the Setup algorithm

(ii) Queries:A1 with identity IDA1
can ask the following

queries

(1) Extract Partial Private Key Query: if A1 submits
this query, then C returns fdA1

, TA1
g to A1,

where dA1
= tA1

+ sh1ðIDA1
Þ and TA1

= tA1
P

FS

DS

C
ITS

Partial key

Part
ial

 ke
y

TrapdoorEncrypted data

Encrypted data

DRKGC

BS

Partial key

Test re
sults

Figure 2: The system model for DS-CLSPE.
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Upon receiving fdA1
, TA1

g, A1 can forge the
partial key pair ðdDR, TDRÞ of the receiver IDDR
as follows:

T∗
DR = TA1

· h1 IDDRð Þ · h1 IDA1

� �−1, ð4Þ

d∗DR = dA1
· h1 IDDRð Þ · h1 IDA1

� �−1
: ð5Þ

(2) Replace Public Key Query: A1 selects x∗DR ∈ℤ
∗
q

randomly and computes P∗
DR = x∗DRP. Then, A1

submits this query with ðIDDR, PK∗
DRÞ, here P

K∗
DR = ðT∗

DR, P∗
DRÞ. C will set PKDR ⟵ PK∗

DR

(iii) Forge Trapdoor: onceA1 has successfully forged d
∗
DR

and replaced PKDR, it can forge a trapdoor Tw0
for a

keyword w0 with respect to the identity IDDR as
below:

Tw0
= d∗DR + x∗DRð Þh2 w0ð Þ: ð6Þ

(iv) Challenge:A1 returns the keywords ðw0,w1Þ and the
identity IDDR as challenge target. Then C picks up
μ ∈ f0, 1g randomly and returns Cwμ

⟵ Encrypt
ðparm,wμ, PKDRÞ to A1

Upon receiving Cwμ
, A1 performs Test algorithm

and gets τ⟵ Testðparm, Cwμ
, Tw0

Þ ∈ f0, 1g.

(v) Guess: A1 returns μ′ = 0 if τ = 1; otherwise, A1
returns μ′ = 1. It is easy to see that μ′ = μ, i.e., the
advantage of A1 is always 1

4. The Proposed DS-CLSPE Scheme

To overcome the weakness of Lu et al.’s scheme and avoid the
use of bilinear pairing, we develop a new dual-server CLSPE
scheme. The details are described as follows.

(i) Setup(λ): suppose q is a large prime number, G is a
group with order q. Let P denote a generator of G,
and h0 : f0, 1g∗ ×G⟶ℤ∗

q , h1 : f0, 1g∗ ×G ×G

⟶ℤ∗
q , and h2 : f0, 1g∗ × f0, 1g∗ ⟶ℤ∗

q denote
three different hash functions. KGC performs the
following steps

(1) Chooses s ∈ℤ∗
q randomly

(2) Calculates Ppub = sP

(3) Publishes parm = fP, Ppub,G, h0, h1, h2g and
keeps s secretly

(ii) PartialKeyGen(parm, s, IDi): takes parm, s, and the
identity IDiði ∈ fDR, FS, BSgÞ as inputs, KGC per-
forms this algorithm as follows

(1) Selects ti ∈ℤ
∗
q

(2) Calculates Ti = tiP, di = ti + sαi mod q, where
αi = h0ðIDi, TiÞ.

(3) Sends fTi, dig to the corresponding participant

(iii) KeyGen(parm, IDi, Ti, di): this algorithm is per-
formed by the participant i ∈ fDR, FS, BSg as follows

(1) Chooses xi ∈ℤ
∗
q randomly

(2) Calculates Pi = xiP

(3) Sets PKi = ðTi, PiÞ and SKi = ðdi, xiÞ
(iv) Encrypt(parm,w, IDi, PKi): given IDi, PKi = ðTi, PiÞ

ði ∈ fDR, FS, BSgÞ and keyword w. DR performs the
steps below to produce ciphertext Cw

(1) Selects r ∈ℤ∗
q randomly

(2) Calculates C1
w = rP

(3) Calculates

C2
w = rQFS + rQBS + h2 w, IDDRð ÞQDR, ð7Þ

where

Qi = Ti + βiPi + αiPpub, ð8Þ

αi = h0 IDi, Tið Þ, ð9Þ
βi = h1 IDi, Ti, Pið Þ: ð10Þ

(4) Sets Cw = ðC1
w, C2

wÞ
The parameters fQi, αi, βig can be published
publicly.

(v) Trapdoor(parm,w′, SKDR, PKFS, PKBS): the receiver
generates the trapdoor Tw′ of keyword w′ as below
(1) Selects l ∈ℤ∗

q randomly

(2) Computes T1
w′ = lP

(3) Computes

T2
w′ = dDR + βDRxDRð Þh2 w′, IDDR

� �
QFS + lQBS,

ð11Þ
where Qi and βi are computed as above.

(4) Sends Tw′ = ðT1
w′, T

2
w′Þ to the front server

(vi) FrontTest(parm, Cw, Tw′, SKFS): given the cipher-
text Cw and a trapdoor Tw′, the front server FS per-
forms the following steps to generate intermediate
testing-state CITS

(1) Selects γ ∈ℤ∗
q randomly

(2) Calculates C∗ = ðdFS + βFSxFSÞC1
w

5Wireless Communications and Mobile Computing



(3) Calculates

C∗
1 = γ C∗ − T1

w′
� �

, ð12Þ

C∗
2 = γ dFS + βFSxFSð Þ C2

w − C∗� �
− T2

w′
� �

: ð13Þ

(4) Sends CITS = ðC∗
1 , C∗

2 Þ to the back server BS

(vii) BackTest(parm, CITS, SKBS): the back server checks

C∗
2 =

? dBS + βBSxBSð ÞC∗
1 : ð14Þ

If this equation holds, BS returns “1”; otherwise, returns
“0”.

Correctness. Suppose that w =w′, then we have

C∗ = dFS + βFSxFSð ÞC1
w = rQFS, ð15Þ

C∗
1 = γ C∗ − T1

w′
� �

= γ rQFS − lPð Þ, ð16Þ

C∗
2 = γ dFS + βFSxFSð Þ C2

w − C∗� �
− T2

w′
� �

= γ dFS + βFSxFSð Þ rQBS + h2 w, IDDRð ÞQDRð Þ − T2
w′

� �
= γ r dFS + βFSxFSð ÞQBS − lQBSð Þ
= γ r dBS + βBSxBSð ÞQFS − lQBSð Þ
= γ dBS + βBSxBSð Þ rQFS − lPð Þ
= dBS + βBSxBSð ÞC∗

1 :

ð17Þ

5. Security Analysis

This section first presents the security model of DS-CLSPE
and then gives the formal proof of DS-CLSPE.

5.1. Security Model. Two types of adversaries should be con-
sidered in a certificateless cryptosystem [31, 32].

Type 1. This adversary is denoted as A1, who has no master
key but can replace anyone’s public key.

Type II. This adversary is denoted as A2, who holds the mas-
ter key but cannot replace anyone’s public key.

As defined in scheme [33], assume that both BS and
FS are honest-but-curious, and that they cannot collude.
The security model of DS-CLSPE is defined by the follow-
ing game, i.e., indistinguishability against CKA attack
(IND-CKA), which is the interaction between an adversary
A ∈ fA1,A2g and a challenger C .

Definition 1 (IND-CKA). The DS-CLSPE scheme is said
IND-CKA secure if A ’s advantage of winning in the follow-
ing game is negligible.

Game. This game is interacted between A and C .

(i) Setup: C generates fparm, sg by executing Setup
algorithm. If A =A1, C returns parm to A ; other-
wise (A =A2), returns both parm and s

(ii) Phase 1: the following oracles can be queried by A

(a) CreateUser Queries: upon receiving this query
for IDi, C checks whether IDi has been created.
If so, C outputs PKi directly. Otherwise, C per-
forms the algorithm KeyGen to produce the
key pair ðPKi, SKiÞ and returns PKi

(b) PrivateKey Queries: upon receiving this query
for IDi, C checks whether IDi has been created.
If so, C returns SKi; otherwise, returns ⊥

(c) PatialPrivateKey Queries: upon receiving this
query for IDi, C checks whether IDi has been
created. If so, C returns partial private key di;
otherwise, returns ⊥

(d) ReplacePublicKey Queries: if A =A1, then it can
perform these queries. Upon receiving A ’s
query for IDi with a false public key PK∗

i , C sets
PKi ⟵ PK∗

i

(e) Trapdoor Queries: if A submits this query for
ðIDi,wÞ, then C returns the corresponding
trapdoor Tw if IDi has been created; other-
wise, returns ⊥

(iii) Challenge: A selects identity IDch and keywords
ðw0,w1Þ as challenge targets. C picks up σ ∈ f0, 1g
at random and returns Cwσ

⟵ Encryptðparm,wσ,
IDch, PKch, PKFS, PKBSÞ to A

(iv) Phase 2: the oracles defined as in phase 1 can be con-
tinuously queried by A

(v) Guess: A returns σ′ ∈ f0, 1g. We say A wins the
above game if σ′ = σ and below conditions hold:
(1) Trapdoor queries for w0 and w1 have never been
submitted by A ; (2) If A =A1, it has never made P
rivateKey and PartialPrivateKey queries for IDch;
if A =A2, it has never made PrivateKey queries
for IDch (note that A2 can calculate partial private
key as it knows master key).

Let AdvAðλÞ = jPr ½σ′ = σ� − 1/2j express A ’s advantage
in the above-defined game.

5.2. Provable Security

Theorem 2. The DS-CLSPE scheme can achieve IND-CKA
secure if the CDH problem is difficult to solve.

Theorem 2 can be proofed by the two lemmas below.

Lemma 3. Let the advantage of A1 winning the IND-CKA
game be ε. Then, we can construct an algorithm C to calculate
the CDH problem with advantage
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ε′ ≥ ε

qT + qSK + qPSK + 1ð Þe , ð18Þ

where e is Euler number and qSK , qPSK , qT denote the maxi-
mum number of PrivateKey queries, PartialPrivateKey
queries, and Trapdoor queries, respectively.

Proof. Let q be a large prime number. Given ðP, aP, bPÞ, C ’s
goal is to output abP.

(i) Setup: C generates the public parameters parm =
fG, P, Ppub, h0, h1, h2, qg, here Ppub = aP. C selects
xFS, xBS, tFS, tBS ∈ℤ∗

q , computes PFS = xFSP, PBS =
xBSP, TFS = tFSP, and TBS = tBSP, and sets PKFS =
ðTFS, PFSÞ, PKBS = ðTBS, PBSÞ. Finally, C sends
fparm, PKFS, PKBSg to A1

(ii) Phase 1: the following oracles can be queried by A1

(a) h0 Queries: a h0-list with tuples ðIDi, Ti, αiÞ is
maintained by C . When A1 performs h0
query for ðIDi, TiÞ, C first checks whether ðI
Di, Ti, αiÞ is already in h0-list. If so, C returns
αi; otherwise, C selects αi ∈ℤ

∗
q at random,

adds ðIDi, Ti, αiÞ into h0-list, and returns αi

(b) h1 Queries: C maintains a h1-list with tuples
ðIDi, Ti, Pi, βiÞ. Upon receiving A1

’s query
for ðIDi, Ti, PiÞ, C searches ðIDi, Ti, Pi, βiÞ from
h1-list. If h1-list already contains the searched
tuple,C outputs βi directly; otherwise,C chooses
βi ∈ℤ

∗
q at random, adds ðIDi, Ti, Pi, βiÞ into

h1-list, and returns βi

(c) h2 Queries: C maintains a h2-list with tuples
ðwi, IDi, h2iÞ. Upon receiving this query for
ðwi, IDiÞ, C searches ðwi, IDi, h2iÞ from h2-list
and returns h2i directly if ðwi, IDi, h2iÞ already
exists in h2-list; otherwise, C selects h2i ∈ℤ

∗
q at

random, adds ðwi, IDi, h2iÞ into h2-list, and
returns h2i

(d) CreateUser Queries: C maintains a user-list
with tuples ðIDi, PKi, SKi, ti, xi, coiniÞ. Upon
receiving A1

’s query for IDi, C searches
user-list for ðIDi, PKi, SKi, ti, xi, coiniÞ. C out-
puts PKi directly if user-list already includes
the searched tuple; otherwise, C tosses a coini
∈ f0, 1g at random such that Pr ½coini = 1� = δ
(δ will be computed later) and executes the fol-
lowing steps

(1) If coini = 1, C selects two random numbers
ti, xi from ℤ∗

q , sets PKi = ðTi, PiÞ, where Ti

= tiP, Pi = xiP. C adds ðIDi, PKi,⊥,ti, xi, 1Þ
into user-list and returns PKi

(2) Otherwise (coini = 0), C selects three num-
bers xi, di, αi from ℤ∗

q , sets SKi = ðdi, xiÞ

and PKi = ðTi, PiÞ, where Ti = diP − αiPpub,
Pi = xiP. C adds ðIDi, PKi, SKi,⊥,⊥,0Þ into
user-list, adds ðIDi, Ti, αiÞ into h0-list, and
returns PKi

(e) PrivateKey Queries: whenA1 submits this query
for IDi, C searches ðIDi, PKi, SKi, ti, xi, coiniÞ
from user-list. If coini = 0, C outputs SKi; other-
wise, C aborts the game (this event is denoted as
Event1).

(f) PartialPrivateKey Queries: when A1 submits
this query for IDi, C searches ðIDi, PKi, SKi,
ti, xi, coiniÞ from user-list. If coini = 0, C out-
puts the first part of SKi, i.e., di; otherwise,
C aborts the game (this event is denoted as
Event2).

(g) ReplacePublicKey Queries: when A1 submits
this query with a value PK∗

i , C replaces PKi with
PK∗

i . Note that this query implies A1 must also
submit the corresponding private key SK∗

i

(h) Trapdoor Queries: when A1 submits this query
for ðw, IDiÞ, C searches ðIDi, PKi, SKi, ti, xi, coi
niÞ from user-list and recovers ðIDi, Ti, Pi, βiÞ
and ðwi, IDi, h2iÞ from h1-list and h2-list, respec-
tively. If coini = 0, C chooses l ∈ℤ∗

q and com-

putes T1
w = lP, T2

w = ðdi + βixiÞh2iQFS + lQBS,
where QFS and QBS are computed as in the pro-
posed scheme. C returns Tw = ðT1

w, T2
wÞ. Other-

wise, C aborts the game (this event is denoted as
Event3).

(iii) Challenge:A1 outputs IDch and ðw0,w1Þ. C recovers
ðIDch, PKch, SKch, tch, xch, coinchÞ and ðIDch, Tch,
Pch, βchÞ from user-list and h1-list, respectively. If
coinch = 1, C randomly selects σ ∈ f0, 1g, C2

wσ
∈G,

recovers ðwσ, IDch, h2σÞ from h2-list, sets C1
wσ

= bP,

and returns Cwσ
= ðC1

wσ
, C2

wσ
Þ to A1. Otherwise, C

ends the game (this event is denoted as Event4).

Note that C2
wσ

is implicitly defined as bQFS + bQBS
+ h2σQch = bðTFS + βFSPFS + αFSPpubÞ + bðTBS + βBS
PBS + αBSPpubÞ + h2σðTch + βchPch + αchPpubÞ.

(iv) Phase 2: The oracles defined in phase1 can be asked
continuously by A1

(v) Guess: A1 outputs σ′. If σ′ = σ, then C wins in the
above game

At this point, C can compute the value abP as follows:
Z = ðαFS + αBSÞ−1ðC2

wσ
− h2σðTch + βchPch + αchPpubÞ − ðtFS +

tBS + βFSxFS + βBSxBSÞbPÞ = abP.

Analysis. The advantage of C winning the game is analyzed
below. C wins in above game if none of the events Eventi
(i = 1, 2, 3, 4) occur.
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From the above proof of Lemma 3,

Pr Event1 ∧ Event2 ∧ Event3 ∧ Event4
� �

= δ 1 − δð ÞqSK+qPSK+qT ,
ð19Þ

when δ = 1/ðqSK + qPSK + qT + 1Þ, this value is at its maxi-
mum value

Pr Event1 ∧ Event2 ∧ Event3 ∧ Event4
� �

=
1

qSK + qPSK + qT + 1

� 	
1 −

1
qSK + qPSK + qT + 1

� 	qSK+qPSK+qT

≈
1

qT + qSK + qPSK + 1ð Þe :

ð20Þ

Thus,

ε′ ≥ ε · Pr Event1 ∧ Event2 ∧ Event3 ∧ Event4
� �

=
ε

qT + qSK + qPSK + 1ð Þe :
ð21Þ

Lemma 4. Let ε denote the advantage of A2 winning in IND-
CKA game. Then, the algorithm C can be constructed to solve
the CDH problem with advantage

ε′ ≥ ε

qSK + qT + 1ð Þe , ð22Þ

where e, qSK , and qT are defined as Lemma 3.

Proof. Given a CDH instance, i.e., ðP, aP, bPÞ, C will try to
output abP.

(i) Setup: C selects s ∈ℤ∗
q , calculates Ppub = sP and

generates parm = fq,G, P, Ppub, h0, h1, h2g. Then, C
selects xFS, xBS, tFS, and tBS ∈ℤ

∗
q , sets PFS = xFSP,

PBS = xBSP, TFS = tFSaP, and TBS = tBSaP, and lets P
KFS = ðTFS, PFSÞ and PKBS = ðTBS, PBSÞ. Finally, C
sends fparm, s, PKFS, PKBSg to A2

(ii) Phase1: the following oracles can be queried by A2

(a) h0, h1, h2 Queries: when A2 submits these oracle
queries, C responds as defined in Lemma 3

(b) CreateUser Queries:C maintains a user-listwith
ðIDi, PKi, SKi, ti, xi, coiniÞ. Upon receiving this
query for IDi, C searches ðIDi, PKi, SKi, ti, xi,
coiniÞ from user-list. If this tuple is already in
user-list, C returns PKi; otherwise, C tosses coi
ni ∈ f0, 1g randomly such that Pr ½coini = 1� = δ
(δ will be computed later) and executes the fol-
lowing steps

(1) If coini = 1, C selects ti, xi from ℤ∗
q ,

computes Ti = tiaP, Pi = xiP, and sets P
Ki = ðTi, PiÞ. C adds ðIDi, PKi,⊥,⊥,xi, 1Þ
into user-list and returns PKi

(2) Otherwise, C selects xi, ti, αi fromℤ∗
q at ran-

dom, computes di = ti + sαi mod q, Ti = tiP,
Pi = xiP, and sets SKi = ðdi, xiÞ, PKi = ðTi,
PiÞ. C adds ðIDi, PKi, SKi,⊥,⊥,0Þ into user
-list, adds ðIDi, Ti, αiÞ into h0-list, and
returns PKi

(c) PrivateKey Queries: Upon receiving this query
for IDi, C searches user-list to find ðIDi, PKi, S
Ki, ti, xi, coiniÞ. If coini = 0, C outputs SKi; oth-
erwise, C aborts the game (this event is denoted
as Event1)

(d) Trapdoor Queries: when A2 submits the query
for ðw, IDiÞ, C searches ðIDi, PKi, SKi, ti, xi, coi
niÞ from user-list and recovers ðIDi, Ti, Pi, βiÞ
and ðwi, IDi, h2iÞ from h1-list and h2-list, respec-
tively. If coini = 0, C chooses l ∈ℤ∗

q , computes

T1
w = lP, T2

w = ðdi + βixiÞh2iQFS + lQBS, and
returns Tw = ðT1

w, T2
wÞ to A2, where QFS and

QBS are computed as in the proposed scheme;
otherwise, C aborts the game (this event is
denoted as Event2)

(iii) Challenge:A2 outputs IDch and ðw0,w1Þ.C recovers
ðIDch, PKch, SKch, tch, xch, coinchÞ from user-list. If
coinch = 1, C randomly selects σ ∈ f0, 1g, C2

wσ
∈G

and recovers ðwσ, IDch, h2σÞ from h2-list. C sets C1
wσ

= bP and returns Cwσ
= ðC1

wσ
, C2

wσ
Þ toA2. Otherwise,

C aborts the game (this event is denoted as Event3)

Note that C2
wσ

is implicitly defined as bQFS + bQBS + h2σ
Qch = bðTFS + βFSPFS + αFSPpubÞ + bðTBS + βBSPBS + αBSPpubÞ
+ h2σðTch + βchPch + αchPpubÞ.

(iv) Phase2: the oracles defined in phase 1 can be contin-
uously accessed by A2

(v) Guess: A2 returns σ′. If σ′ = σ, then C wins in the
game

Table 1: Notions for some basic operations.

Symbols Definition

Tsm Runtime for a scalar multiplication in G

Tmm Runtime for a modular multiplication in ℤ∗
q

Tbp Runtime for a bilinear pairing

Tpa Runtime for a point addition in G

TH Runtime for a map-to-point hash

Gj j The bit-size of a point in G

ℤq



 

 The bit-size of a number in ℤq

PKj j The bit-size of PK

Cj j The bit-size of ciphertext

Tj j The bit-size of trapdoor
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At this point, C can compute abP as below: Z =
ðtFS + tBSÞ−1 · ðC2

wσ
− h2σðTch + βchPch + αchPpubÞ − ðβFSxFS

+ βBSxBS + αFSs + αBSsÞbPÞ = abP.

Analysis. Now let us analyze C ’s advantage in winning the
above game. C will win the game if Event1, Event2, and
Event3 do not occur.

From the above proof of Lemma 4,

Pr Event1 ∧ Event2 ∧ Event3
� �

= δ · 1 − δð ÞqSK+qT , ð23Þ

when δ = 1/ðqSK + qT + 1Þ, Pr ½Event1 ∧ Event2 ∧ Event3�
takes its maximum value

Pr Event1 ∧ Event2 ∧ Event3
� �

=
1

qSK + qT + 1

� 	
1 −

1
qSK + qT + 1

� 	qSK+qT

≈
1

qSK + qT + 1ð Þe :

ð24Þ

Then, we have

ε′ ≥ ε · Pr Event1 ∧ Event2 ∧ Event3
� �

=
ε

qSK + qT + 1ð Þe :

ð25Þ

6. Performance Analysis

This section mainly compares the computation/communica-
tion costs of DS-CLSPE with that of Lu and Li [21] and Peng
et al. [18]. Let p, q be 512-bit and 160-bit prime numbers,
respectively. G is a cyclic group with order q, which is gener-
ated by a point on a super-singular elliptic curve EðFpÞ. For
the convenience of comparison, Table 1 presents the defini-
tion of some symbols.

We evaluate the running time of the above basic opera-
tions using the MIRACL library [34] and performing on a
personal computer (Processor: i5-8250U 1.60GHz; Memory:
8GB; Operating system: Win10). The evaluation result
shows that Tsm = 4:800 ms, Tmm = 0:003 ms, Tbp = 13:144
ms, TH = 12:082ms, Tpa = 0:025ms. Furthermore, the result
indicates that the operations of TH and Tbp consume much
more time than other operations. Therefore, we should min-
imize or even avoid using these time-consuming operations
to enhance the efficiency of the designed scheme.

To compare the computation costs, we analyze the pro-
posed DS-CLSPE scheme and schemes [18, 21] in terms of
four phases: KenGen, Encrypt, Trapdoor, and Test. Table 2
and Figure 3 present the specific comparison results. In addi-
tion, the communication costs of DS-CLSPE and schemes
[18, 21] are also presented in Table 2.

From Table 2 and Figure 3, the efficiency of DS-CLSPE is
slightly worse than the scheme [21], but DS-CLSPE avoids
the security flaws that existed in the scheme [21]. The data
security is a primary concern in practical application, so
DS-CLSPE is more practical. And in comparison with
scheme [18], DS-CLSPE has better performance.

7. Conclusion

As the maturity of IoT and the popularization of sensor
devices, IIoT has attracted widespread attention, which can
provide users with real-time and reliable intelligent services
by collecting and analyzing massive industrial data via the
IoT devices. However, some sensitive information may be
involved in industrial data, so data security is concerned.
To protect data privacy, Lu et al. designed a CLSPE scheme
without bilinear pairing operation. Unfortunately, we ana-
lyze that their CLSPE scheme cannot prevent user imperson-
ation attacks. To resolve the security flaws, we design an
improved pairing-free dual-server CLSPE scheme, i.e., DS-
CLSPE. The formal security proof shows that DS-CLSPE

Table 2: The performance comparison.

Schemes
Computation cost (ms) Communication cost (bit)

KeyGen Encrypt Trapdoor Test PKj j Cj j Tj j
Lu and Li [21] 2Tsm + Tmm 3Tsm + Tmm Tmm Tsm 2 Gj j Gj j + ℤq



 

 ℤq



 


Peng et al. [18] 8Tsm + 2TH 4Tsm + 3TH + 3Tbp 3Tsm + TH Tsm + 2Tpa + Tbp 4 Gj j Gj j + ℤq



 

 3 Gj j
DS-CLSPE 6Tsm 10Tsm + 8Tpa 3Tsm + Tpa 4Tsm + 3Tpa 6 Gj j 2 Gj j 2 Gj j
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Figure 3: Computation cost comparison.
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can realize IND-CKA security. Additionally, we evaluate the
efficiency of DS-CLSPE, and evaluation results indicate the
proposed scheme has better efficiency.
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Nowadays, the availability of parking spaces is far behind the quick rising number of cars. Rather than building more lots, a better
way is to share private-owned parking spaces. However, this faces the challenge that users are not willing to expose their privacy to
the public. To solve this problem, we propose a new architecture for parking space sharing, integrating homomorphic cryptography
into the design of a secure protocol for parking space searching and booking. The proposed privacy-preserving matching scheme
(PPMS) is constructed in an untrusted third-party service system including two independent entities, namely, a server and an
intermediary platform. Via the participant comparison protocol (PCP), a driver can choose from the matching result and be
navigated to the parking space near his destination, without knowing any information of the provider and vice versa. In the
meanwhile, in order to further improve the efficiency of matching, we also propose a block algorithm based on the longitude
and latitude (BABLL), which utilizes a novel partitioning scheme. The feasibility of the architecture is validated through the
detailed theoretical analysis and extensive performance evaluations, including the assessment of the resilience to attacks.

1. Introduction

The number of private cars in cities continues to increase
against limited parking resources year by year, which leads
to the desperate parking phenomenon and brings huge
inconvenience to the transportation system. According to
our previous work [1], finding a parking space in a city has
become the most challenging task. It is estimated that 30%
of traffic jams in urban areas every day are caused by vehicles
looking for free parking lots. It is one of the major cause of
traffic congestion, air pollution, and social anxiety. As shown
in Figure 1, it is difficult for a user to find a parking space near
the destination, either because a parking lot is full or the
space is reserved. In the meantime, a lot of private parking
spaces are unoccupied during daytime as owners may have
left for work. The obvious spatial and temporal complemen-
tarity between the owners and visitors, e.g., rational renting
of parking space, could increase the utilization of private
parking resources as well as profits of providers. Therefore,
to build a parking space sharing system [2], which is able to

match private parking space providers with requestors, is a
promising way to solve the problem of parking difficulty.

Currently, the smart vehicle parking system (SVPS) can
alert drivers via mobile phones if a parking space is available
in a particular area [3], through 5G and edge computing [4].
However, this type of system may not work in an extremely
crowded area. In addition, if a parking space is not allocated
specifically for the vehicle, it may no longer be available by
the time the vehicle arrives. Assigning parking spaces in
advance can reduce the time and gasoline spent by drivers
looking for parking vacancies, as well as ensure that they
meet specified requirements of drivers.

One major challenge of implementing the parking space
sharing system is that users are very concerned about privacy
disclosure [5] (e.g., location and time). For example, if a mali-
cious user used your parking space, he would know that your
parking space is empty for a certain period of time. Next
time, he may take over your parking space without notifying
you. In the meantime, the sharing service platform may sell
your personal information. Therefore, it is necessary to
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design an efficient spatial-temporal matching algorithm for
the shared parking space system, so that users can be
assigned to the nearest place while keeping their privacy pro-
tected. Many matching algorithms have been proposed in the
sharing economy, such as bike-sharing business. Although
these algorithms may be very efficient, the information of
users is open to the service provider. As shown in Figure 2,
if following the traditional system architecture, both parking
space providers and parking space requestors have to upload
their information to the server, then wait for the matching
results. Therefore, to protect privacy of all participators, a
completely trusted platform is required. However, for a vari-
ety of reasons, such as sudden external threats, internal
adversaries, and insecure platforms, a fully trusted third-
party platform is difficult to achieve.

In order to solve the privacy protection problem of the
parking space sharing system, we propose to introduce
homomorphic cryptography, so that the matching process
is calculated over cryptographic data. In the system, we
design a privacy-protection matching scheme (PPMS) to
meet needs of privacy protection. Specifically, the solution
is based on a system architecture with two separate entities:
(i) a server and (ii) an intermediate platform, which come
from different service providers. Under the architecture we
designed, the server is only able to process the encrypted
information, while the intermediate platform can only access
information disguised with a participant comparison proto-

col [6]. This design ensures no sensitive information will be
disclosed to other parties. To implement matching under
encryption, we use the additional feature of the Paillier cryp-
tosystem and design an algorithm of parking space matching
based on geographical location by longitude and latitude.

To evaluate the performance of the proposed PPMS
scheme, we first theoretically analyze the validity and security
of PPMS, which measures efficiency by evaluating time and
space complexity, and then apply various attack behaviors
to verify security resiliency. Finally, we practically implement
the system and conduct extensive experiments on various
scenarios. Experimental results show that PPMS can work
efficiently while preventing information leakage.

Our contributions in this paper are as follows:

(i) We are the first to focus on the privacy-preserving
problem in the parking space sharing system and
try to allocate appropriate parking spaces under
anonymous situations

(ii) We propose a scheme called privacy-protection
matching scheme (PPMS) to realize the matching
with encrypted information, which is based on a
new block algorithm (BABLL) utilizing longitude
and latitude

(iii) We evaluate the effectiveness, efficiency, and security
of the proposed PPMS scheme by both theoretical

Where to park?

Figure 1: Finding a parking space in big cities.
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analysis and practical implementation. The results
show that our scheme totally meets the needs of
parking space sharing systems

The rest of this paper is organized as follows: in Section 2,
literature review is conducted. We provide a brief review of
the preliminary background of homomorphic cryptography
in Section 3. In Section 4, we present our benchmark solu-
tion, the privacy protection matching scheme (PPMS) for
shared parking systems, as well as analysis, performance eval-
uation, and considerations. The security analysis together
with the performance evaluation are discussed in Section 5.
We draw conclusion of this work in Section 6.

2. Related Work

Quite a few studies have focused on solving parking problem
in big cities, for example, in [7], Xu et al. propose an inte-
grated auction and market design method for the parking
space sharing and allocation problem. There is an IoT-
based platform which implements price-compatible top
trading cycles and chains (PC-TTCCs) mechanism among
agents. The platform’s parking spaces are reassigned via a
one-sided Vickrey-Clarke-Groves (O-VCG) auction. Another
work taking the price into account is proposed in [8]. Zhao
et al. introduce a management framework of shared parking
resource in terms of time and spatial dimension [9]. Their
emphasis is on the nonpreemptive utilization of parking
resources. The uncertainties of P-users’ and O-users’ arrival
and departure are simulated in the intelligent parking man-
agement system (IPMS). A practical case of parking space
sharing in Suzhou is studied, and some suggestions are given
by the author [10]. Some work focuses on the design of the

infrastructure or architecture, e.g., in [11], it develops time
shared parking management system based on BaaS cloud
infrastructure in JAVA. The shared allocation model of resi-
dential area and adjacent business district in Nantong is stud-
ied in [12]. In [13], fog computing and roadside cloud are
utilized to find a vacant spot, then the matching theory is
applied to solve the parking problem. In [14], the research
of a shared parking system can be divided into three aspects:
system structure analysis, system prediction, and privacy
protection. A campus parking sharing method is developed
in [15], and daytime and nighttime users can share a com-
mon campus parking lot. To ensure the QoS, the number
of reserved parking spaces and a probability-based access
method for premium cars are studied. However, in the above
existing work, more or less, one important factor is neglected,
i.e., the privacy of participants.

In the related area, many researches have been done in
privacy-related problems e.g., in recommendation domain,
Qi et al. consider the spatial-temporal information of the
QoS data and locality-sensitive hashing (LSH), and propose
a location-aware and time-aware recommendation approach
considering privacy concerns [16]. Xiao protects users’
privacy when they perceive data through secret sharing and
multiparty security calculation to prevent leakage [17].
L-PPTD [18], a privacy-preserving truth discovery frame-
work for mobile crowd sensing systems with two noncollud-
ing cloud platforms, is proposed. By adopting the additively
homomorphic cryptosystem, it achieves the protection of
each worker’s sensory data and reliability information. Tang
et al. also propose a framework following the same two-
server model from the best-known prior solution [19]. They
leverage Yao’s Garbled Circuit (GC) for data comparison.
In [20], the authors present two homomorphic Paillier
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encryption-based reliable and privacy-preserving truth dis-
covery schemes, for stable and frequently moving users,
respectively. Li proposes a privacy-preserving reinforce-
ment learning framework for a patient-centric dynamic
treatment regime [21]. LoPrO [22] is a location privacy-
preserving online algorithm which can differentially guar-
antee the EV location information privacy by leveraging
the Laplace mechanism. Much of above work is built on
protecting privacy by blending it with the additional data.
To reduce users’ tuning time, the privacy-preserving spa-
tial index (PSI) method is proposed in [23]. For Internet
of Vehicle (IoV), there remains a challenge to avoid privacy
conflicts for computation offloading. An edge computing-
enabled computation offloading method, named ECO, with
privacy preservation for IoV, is proposed in [24], to address
this challenge.

Many encryption schemes have been developed to sup-
port privacy-preserving. For example, ref. [25] proves the
effectiveness of homomorphic encryption. In [6], Zhang pro-
poses a comparison method in the case of encryption. Fur-
thermore, searchable encryption can be very useful in cloud
computing [26]. Besides addition and comparison, many
other operations can be conducted in the case of encryption,
such as in [27], and the authors propose a practical and
privacy-preserving data aggregation scheme that can com-
pute arbitrary aggregation functions without a TA. On one
hand, the scheme can ensure users’ anonymity and privacy
protection, while on the other, the scheme is efficient in
enabling participants to join or leave the system dynamically.

A blockchain-based privacy-preserving system is briefly
introduced in [28]. However, only the user ID is anonymized
while other information is open to everyone. Otherwise, it is
not possible for users to find their trading partners. In this
paper, we are going to design and implement such a system
with state-of-the-art encryption technologies.

3. Preliminary

In the proposed scenario, sensitive information must be
encrypted during storing, transmission, and processing.
Especially for the processing, all operation have to be done
without revealing any of original contents. Sorting is one of
the most important functions to effectively implement the
matching process, because it determines the winning posi-
tion. The cryptosystem needs to be function-effective and
time-efficient. According to the above analysis, we chose
the Paillier cryptosystem, which supports homomorphic
encryption, to implement our design. In this section, we
briefly introduce the security and attack model, concept of
homomorphic cryptography, and the participant compari-
son protocol (PCP).

3.1. Security and Attack Model. In this design, we would like
to provide strong privacy protection for all participators in
the parking space sharing system. Therefore, regarding the
security model, we assume there is no trustworthy entity
except the government approved agency, such as CA. Mali-
cious attackers hide in the server, the intermediate platform,
requestors, and providers. They are trying to act like a sham,

to steal user private information, to cheat in the transaction,
and to destroy services. To resist these adversarial actions,
this paper considers the following attack model:

3.1.1. DDoS Attack. In this situation, the malicious user tries
to expend system resources but not to conduct any actual
transactions, e.g., proposing a lot of parking requests but
finally cancel them.

3.1.2. Multiple Reservation Attack. In this case, multiple mali-
cious users try to book the same parking space so as to dis-
rupt normal functionality.

3.1.3. Adversarial Behavior Attack. Some users may damage
the parking space on purpose or possess the space violating
the agreed time period.

3.1.4. Statistical Attack. A common attack from malicious
users is statistical attack, i.e., using a lot of known plaintext
sent to the server or the platform to guess the corresponding
ciphertext.

3.1.5. Personator Attack. Malicious users may intercept and
capture the normal user’s encrypted ID and use it to cheat
in the transaction.

3.1.6. Theft of Private Information Attack. Malicious users
may use all means to reveal the private information of partic-
ipators, such as ID, location, time preference, distance, and
other sensitive data.

3.2. Homomorphic Encryption. Traditionally, no matter data
is encrypted during transmission or storing, and to get mean-
ingful results, it must be decrypted before processing. As
more and more tasks are being offloaded to a server or a
cloud, it is unavoidable to expose the plaintext of the corre-
sponding data. Instead, the ability to perform calculation
on encrypted ciphertext will ensure that the processer can
never reveal the content of the original data. Homomorphic
cryptography is the encryption algorithm that can achieve
the goal, where the operation performed on the ciphertext,
once decrypted, matches the corresponding operation per-
formed on the original plaintext. The concept of homomor-
phic encryption can be presented as Eq. (1),

∀m1,m2 ∈M, EK m1ð Þ ⊙ cEK m2ð Þ→ EK m1 ⊙ Mm2ð Þ, ð1Þ

where M is the set of plaintext, m is any plaintext in M, E is
the encryption function, K is the encryption key, and ⊙ M
and ⊙ c stand for some operators in M and the correspond-
ing set of ciphertext C. Regarding the ideal homomorphic
encryption scheme, untrusted servers can only view, operate
on, and return encrypted data, thus protecting users’ privacy.

With regard to the development of homomorphic
encryption, the first homomorphic encryption scheme
implements only partial homomorphic encryption (PHE),
which means that possible homomorphic operations are lim-
ited to only one operation such as addition or multiplication.
In 2009, the first fully homomorphic scheme (FHE) that
would allow combined computation of the encrypted data
without decryption was proposed by Gentry [29]. The
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scheme uses grid-based cryptography and guidance mecha-
nism. Extensions to this foundation include LTV and GSW.
Despite these advances, in most cases, current FHE imple-
mentations are not suited to the efficiency requirements of
speed and space. As a compromise, recent trend is to use
feature-reduced homomorphic encryption that has a limited
number and depth of FHE operations but still yields good
performance.

In the proposed parking space sharing system, we adopt
and implement a Paillier cryptosystem (PC), which is an
asymmetric encryption system based on the problem of cal-
culating the nth residue and is considered computationally
difficult. PC is a partial homomorphic scheme that supports
ciphertext addition. That is, Eððm1Þ + ðm2ÞÞ = Eðm1Þ · Eðm2Þ,
where E is the encryption function, andm1 andm2 are plain-
texts. Since PC can achieve semantic security, it is impossible
to determine the original plaintext in polynomial time. That
is, all of data is encrypted using PC before being transmitted
to an untrusted server for processing. The server will perform
required operations on encrypted data and also return the
encrypted outcome. Users decrypt the outcome to get the
final result. Ideally, privacy is protected because the plaintext
of data is not exposed to any untrusted entities.

3.3. Participant Comparison Protocol. To assign the nearest
parking space to the requesting driver, we need to compare
the distance of candidate places. However, distance is also
part of privacy needed to be protected. Therefore, the com-
parison must be done on ciphertexts. Participant comparison
protocol allows us to perform size comparisons without
decryption. It is used to handle the returned results.

Figure 3 shows the process how participant comparison
protocol works on our system. We divide it into 2 main
phases as corresponding to the numbers in Figure 3.

Phase 1: the intermediate platform generates Paillier’s
key pair and publishes the public key. The private key is used
by the platform to decrypt the ciphertext and extract the

information so that it must not be leaked. The platform keeps
the private key with itself at all times to ensure its safety. Par-
ticipants P1 and P2 use the public key to encrypt their values
and send them to the server.

Phase 2: the server uses its key pairs to interfere with the
received information. The detail is shown in Eq. (2) (where
Inf represents the values that the participants need to com-
pare, and x and y represent the key pairs generated by the
server). The server sends the interference information to
the intermediate platform. The intermediate platform uses
its own private key to decrypt the interference information,
as shown in Eq. (3) and then directly compares the size.

PK Inf · x + yð Þ = PK Infð Þx · PK yð Þ, ð2Þ

Inf · x + y = SK PK Infð Þx · PK yð Þð Þ: ð3Þ

In Eq. (2) and Eq. (3), PKðÞ stands for the encryption
function using the public key of the intermediate platform,
and SKðÞ stands for the decryption function using the secret
key of the intermediate platform. x and y are two large inte-
gers generated by the server. Inf is the information sent by
users. In this design, the server can only see the encrypted
information, and the intermediate platform sees only the
padded information. Furthermore, neither of them would
be able to uncover the original information during the calcu-
lation. In the meantime, it is possible for the intermediate
platform to use the padded information to compare and sort
when a proper homomorphic encryption system is selected.

4. Privacy-Preserving Matching Scheme

In this section, we will illustrate the proposed privacy-
preserving matching scheme by first introducing the archi-
tecture and then the workflow, finally the detailed algorithm.

I published the public key!

2

1

1

Received!

Received!
Received!

Intermediate
platform

P1

P2

Server

Figure 3: Participant comparison protocol.

5Wireless Communications and Mobile Computing



4.1. System Architecture. Figure 4 illustrates the system archi-
tecture of the privacy-preserving matching scheme, which is
composed of five entities: the requestor, the intermediate
platform, the space provider, the server, and the CA. These
entities use modern networking technologies to communi-
cate with each other, such as wireless area network, wide area
network, cellular network, and vehicular ad-hoc network
[30]. Each entity is explained in detail below.

4.1.1. Requestor. The requestor is the user looking for a park-
ing space. He needs the logic location and access code of the
desired parking space near his destination. He should have
no access to the privacy information such as the provider’s
identity, available hours of the parking space, and the physi-
cal location (in the time of matching and selecting). Regard-
ing the physical location, it is allowable to the requestor when
he is guided to and really uses the parking space. The major
actions which the requestor must take are to register in the
system, provide asymmetric key pairs, and upload the
encrypted requirement (by the public key of the intermediate
platform) to the server.

4.1.2. Provider. The provider is willing to share his parking
space to gain some profit. The information he needs to pro-
vide including location, available time, price, and payee
information. He must register in the system and send the said
information to the server in the form of ciphertext. Later, the
requestor is allowed to update above information following
the specified procedure.

4.1.3. Server. The server is a party providing privacy preserv-
ing in the matching system. It initializes the new matching
process based on the requestor’s request and generates a large
integer pair (i.e., x and y) to encapsulate the information so
that neither the intermediary platform nor the system partic-
ipant can decrypt the ciphertext. The major actions that the
server must take are to obstruct the encrypted requirement

from the requestor and remove the obstructive signal from
the result returned from the intermediate platform. The final
candidate set will be sent to the requestor for selection and
confirmation.

4.1.4. Intermediate Platform. The intermediate platform is
isolated from the server, and they are always from different
service providers. They work under semitrustful condition
and abide by the rules of the proposed system. The actions
it takes are to distribute the Paillier cryptosystem-based pub-
lic key, receive obstructed data from the server and execute
matching algorithm, encrypt the result with the requestor’s
public key, and return it to the server.

4.1.5. CA. CA is the authority only responsible for identity
verification. It is usually set up by the government. For
requestors and providers, they send their real identity to
CA for pseudonames. The intermediate platform and the
server can verify the identity of the requestor and the pro-
vider by pseudonames through CA.

Specifically, the server and the intermediate platform can
access the public keys of requestors from the database, and as
long as the results are determined, the information can be
guaranteed to be returned to the parking space provider.

4.2. Detailed Workflow. To realize the privacy-preserving
parking space sharing in the target scenario, some interactive
steps must be followed in the system. As the number shown
in Figure 4, we divide the requestor-provider matching pro-
cess into five main phases. All participants are assumed hav-
ing registered in the system, e.g., their identities can be
verified by the official authority. The parking space providers
store information about their available provisions in the
server and update it from time to time. The server can not
disclose these information because they are encrypted by
the public key of the intermediate platform. Some useful
symbols in the algorithms are given in Table 1.

1

Server

CA

Parking space requestor

Parking space provider

Intermediate
platform

2

2

3

5

5 32
4

Figure 4: System architecture and workflow.
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Phase 1: request posting. The requestor who wants to
secure a parking space near his destination should post a
request to the intermediate platform as early as possible.

Phase 2: new process launching. During the initialization
of the intermediate platform, it generates Paillier key pairs
(PKI , SKI) and makes the public key (PKI) available to the
server and all registered participants. The intermediate plat-
form launches a new process when it receives a new request
from a requestor and informs the server that it is ready for
the obstructed data.

Phase 3: information collecting. After getting the notifi-
cation from the intermediate platform, the requestor uses
the key PKI to encrypt his parking information including
location and time as given in Eq. (4). The requestor then

sends the encrypted information (inf pkU ) to the server. How-
ever, he needs to let the server know the subarea of the desti-
nation so as to reduce computational cost. The information

of provisions (inf pkPi ) of providers is already stored in the
server using the key PKI as given in Eq. (5), as well as the
ID of subarea they belong to. Once the server knows which
subarea the requestor is going to, it fetches the corresponding
enciphered information and uses his key pairs (x and y) to
twice-encrypt the information as given in Eq. (6). Finally,

the server sends these information (infpkIS ) to the intermedi-
ate platform. In Eq. (7), it represents the process of using x
and y for secondary processing. The specific reason why they
are equal is as shown in Eq. (3).

infpkIU = PKI TU , LUð Þð Þ, ð4Þ

infpkIPi
= PKI TPi

, LPi
� �� �

, ð5Þ

infpkIU

� �

x,y
= PKI x · LU , TUð Þ + yð Þ, ð6Þ

inf pkIS = infpkIU , inf pkIPi

� �

x,y
ð7Þ

Phase 4: assignment calculating in this step, the interme-

diate platform receives the encrypted information (infpkIS )
from the server, which is under double encryption of both
the platform and the server. The platform uses its own pri-
vate key to unlock the cryptograph previously encrypted with
its public key and get the ciphertext (still under encryption of
the large integer pair by the server) as given in Eq. (8). This
ensures that the platform is not able to read the original user
data. Then, the intermediate platform calculates and finds the
right assignment result (R · x + y) on these ciphertext (the
specific calculation process will be analyzed in detail in the
next section). The requestor generates the Paillier key pairs
(PKU , SKU ) and publishes his public key (PKU ) to the inter-
mediate platform, with which the intermediate platform uses
to encrypt the assignment result information (PKUðR · x + yÞ)
and sends it to the server, which ensures that the server is
unable to read the original user data.

inf S = SKI infpkIS

� �
= infU , infPi

, infBi

� �
x,y: ð8Þ

Phase 5: results returning when the server gets the result
information (PKUðR · x + yÞ), it uses its own pair keys (x and
y) to decrypt the result information (PKUðRÞ) using Eq. (9).
At this stage, the result is still in ciphertext so that the server
cannot read it. Finally, the server sends this information
(PKUðRÞ) to the requestor. The requestor uses his private
key to get the result (R). From the result, the requestor should
choose one desired parking space within a limited time period.
If he fails to choose a parking space in time (time out) or can-
cels the result for three times, the requestor will be banned for
a few while. This can stop DDoS attack to some extent. Upon
the selected parking space is booked, the status will be updated
to reserved, so that multiple reservation attack can be pre-
vented. Moreover, two transactions are going to be conducted,
i.e., a deposit will be paid to the intermediate platform, and the
rent has to be paid to the space provider. To avoid exposing
identifications, the payment goes through the blockchain-
based strategy as proposed in [31]. When the requestor leaves
the parking space in accord with the signed contract, the
deposit will be returned by the intermediate platform. Other-
wise, the deposit will be confiscated to punish inappropriate
behaviors.

During above process, the operation of homomorphic
addition satisfies our design for result and information deliv-
ery, and it removes x and y that can be realized using

PKu Rð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PKU R · x + yð Þ/PKU yð Þð Þx

p
, ð9Þ

where PKu is the requestor’s public key, and R is the result of
the calculation.

4.3. Block Algorithm Based on Longitude and Latitude. In
order to solve the matching problems in privacy-preserving
parking space sharing, in this part, the block algorithm based
on latitude and longitude (BABLL) theory is shown in Alg. 1.
Next, a detailed introduction of the calculation in the inter-
mediate platform will be given.

Table 1: Notations.

U The requestor

Pi The ith provider

TU , TPi The time information of the requestor and providers

LU , LPi
The location information of the requestor

and providers

R The result set

SKU , PKU Secret-public key pair generated by the requestor

SKI , PKI
Secret-public key pair generated by the

intermediate platform

Bj The jth block.

PKðÞ Encryption using public key

SKðÞ Decryption using secret key

x, y Key pair generated by the server

ðÞpk The information is encrypted
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Neither the intermediate platform nor the server knows
the actual location of each parking space; therefore, it may
incur a large number of comparisons which is not efficient
for the system. In this paper, we propose to divide the service
area into subareas (i.e., blocks). Basically, in a city, the exter-
nal trapezoid of this city may be drawn using small scales of
latitude and longitude. However, it is a trade-off between the
security and efficiency. Fine-grained division will bring
higher efficiency but lower security, as in a small block, and
there may be only a few parking spaces, so that other users
may dope out the information of the provider. In this paper,
we divide the trapezoid according to the length of the latitude
and longitude to reduce the operation time. Figure 5 shows
how we divide this trapezoid block on a rough map of Singa-
pore. The length is about 7 km along the line of latitude and is
5.2 km for longitude.

From the previous section, we already know that we can
implement the comparison and sorting mechanism in the
case of encryption, and we can already specifically determine
which block the requestor’s parking place is. According to the
requestor’s preference, we need to further shrink the large
block to a smaller subblock, such as the one surrounded by
blue dashed lines in Figure 6. For example, the requestor
may start with the small subblock such as 200 meters by
200 meters. If no available parking space is found, then the
subblock can be gradually increased. Because the distance
of a small segment along latitude at a certain longitude is
determined, then the intermediate platform can match the
available parking spaces within a certain range of the destina-
tion without knowing the exact location and the range. The
calculation only needs additions, subtractions, and compari-
sons on ciphertexts which are supported by homomorphic
encryption. The locations of these parking spaces form the
result set, which will be returned to the requestor. Below,
we divide the process into two situations:

The first case: the search area is within a block. Since all
the data belonging to the same block as the destination has

been uploaded to the intermediate platform, the search of
parking spaces can limit in this block as long as the requestor’s
ideal range does not exceed the boundary. As shown in
Figure 6, the red dots represent free parking spaces while the
black dot is where the requestor wants to go. The blue box
stands for the parking range that the requestor prefers.

The second case: the search area is across two or four
blocks, and more data of adjacent blocks needs to be obtained
from the server during matching. As shown in Figure 7, at the
beginning, only the data from the block on the right is
uploaded to the intermediate platform. When the requestor
preferred range extends to another block, the intermediate
platform will get stuck during calculation and then post a
request to load parking information from the block on the
left. The intermediate platform only asks for the adjacent
blocks without knowing the actual block number. The server
selects the block according to the request.

The matching process takes place in the intermediate
platform. Here, the detailed workflow of the block algorithm
based on longitude and latitude is illustrated in Algorithm 1.
It mainly consists of three primary phases.

Phase 1: data fetching. The intermediate platform fetches
all information (TU ∗ x + y, TPi

∗ x + y, LU ∗ x + y, LPi
∗ x + y

and Bj ∗ x + y) from the server.
Phase 2: choose the right block. The intermediate plat-

form makes sure whether the location (LU ) with given range
is in the block based on two pairs of latitude and longitude
information. If no, the intermediate platform needs to
require the server to provide additional block(s).

Phase 3: find the right result set. The intermediate plat-
form searches within the blocks to find all shared parking
spaces satisfying the time preference and finally returns the
sorted matching result (in descending order of distance).
Note that only parking spaces located within the range given
by the requestor will be checked, and the result will be
encrypted by the public key of the requestor before returning
it to the server.

Latitude

Longitude

Figure 5: Divide the map of Singapore into blocks.
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5. Performance Evaluation

In this section, we are going to illustrate the performance
evaluation by first giving security analysis and then present-
ing the numerical results. Three state-of-the-art algorithms,
i.e., IoT-UPM [7], campus parking [15], and blockchain-

based [28], are compared in terms of security features and
computation efficiency.

5.1. Security Analysis. Security is the first priority in the pro-
posed privacy-preserving matching scheme (PPMS) and is
analyzed from the following three aspects:

The result set

The block

Private car park

Destination

Parking place
Location the user wants to go

Figure 6: Search within a block.

The result set

The block

Destination

Parking place
Location the user wants to go

Private car park

Figure 7: Search across blocks.
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Aspects 1, manipulated message: in the PPMS, all infor-
mation that involves communication between entities is
encrypted to prevent eavesdropping from adversaries. In
the Paillier cryptosystem, even for the same plaintext, the
encryption result will be totally different each time with the
same public key. Thus, statistical attacks are avoided.

Aspects 2, authentication: public certificate authority
(CA) server is an essential part of the VANET; in this paper,
we also assume that all participants need to register with the
CA and get a few pseudonames. The intermediate platform
and the server can use these pseudonames to verify the iden-
tity of participants. Unauthorized access will be immediately
denied. The pseudonames will be updated at a given period of
time. Therefore, the system is robust under DDoS or replay
attack. CA is only responsible for ID authentication, and it
does not access any data of requestors and parking space
providers.

Aspects 3, privacy disclosure: true IDs of participants
(requestors and providers) are protected by the public CA
using pseudonames. Location, time preference, distance,
and other sensitive data are calculated and matched in the
form of encryption, so as to ensure no privacy leakage. Since
the server will change big integers x and y constantly, there is
little chance for the intermediate platform to predict the
blocks, not to mentioned the actual location.

In addition to the above security analysis, we compare the
proposed method (PPMS+BABLL) with the other three
methods in terms of different security attributes, as shown
in Table 2.

“N/A” means in the corresponding method, the data is
not needed for making decision. For user identification, in
the blockchain-based method, super peers and privileged
users can access them. Many other attributes are evaluated
as partial because privacy data (such as price and location)
is open to all other peers, and only the ID is protected. In fact,
many attack methods can connect the ID with the data via

machine learning or big data analysis. In many cases, the
attack can happen without knowing the ID, e.g., a free park-
ing space could be maliciously occupied without necessarily
knowing the owner’s ID. Campus parking must be running
under honesty model, such that parking permission status
Xiðk + 1Þ and parking probability piðkÞ for user i at time k
is trustworthy. Moreover, some sensitive information, such
as destination of requestors and parking duration of
requestors, are only hidden from other users. Since there is
only one parking lot, the location of the provider is not able
to be protected. Regarding Iot-UPM, it is an auction-based
method, so these sensitive information needs to be uploaded
to the cloud for assignment. Compared with other methods,
they either only need to accept the requestor to a fixed park-
ing lot or users themselves are responsible for searching pre-
ferred parking space through open data, and our work has
implemented high strength in privacy protection and excel-
lent performance in resource allocation.

5.2. Numerical Results. To verify the performance of the pro-
posed PPMS, we choose Singapore as the target city and ran-
domly generate the data sets. At first, 100 requestors are
simulated to demand parking spaces and then extend to
1000; finally, to 10000, so that the results can be observed
under different network scale. The number of providers are
5000, 10000, and 35000. Each data set is tested for multiple
times to eliminate the effect of odd locations. The experiment
is running on a computer with 2.6GHz Core i5 CPU and
8GB memory.

As shown in Table 3, the computational complexity of
each operation is listed. In Paillier cryptography, the length
of the key determines the security strength. The duration of
a single operation remains constant once the length is deter-
mined. As can be seen from the table, the time complexity of
each password-related operation is Oð1Þ. The sorting opera-
tion under encryption has a time complexity of Oðn log nÞ,
where n is the number of elements in the sorting list. For each
operation, we list the count used by each entity in the remain-
ing columns of Table 3. Since the time complexity is no more
than Oðn log nÞ, we consider the proposed scheme efficient.

In Table 4, we show the storage cost of different key
lengths. Theoretically, a longer asymmetric key can provide
greater security. However, the storage overhead is also signif-
icant. Using a 2048-bit key (which is sufficient in the near
future), each ciphertext and signature require 512 bytes stor-
age space. Then, to protect the 8-byte data, an overhead of
1536 bytes occurs including two signatures and one ciphertext.

We now analyze the effectiveness of the improved PPMS
solution in terms of time and space efficiency, in comparison
with one state-of-the-art-related schemes, a price-compatible
top trading cycles, and chains mechanism [7] (IoT-UPM for
short). We have implemented our PPMS and BABLL proto-
type in Java, including the Paillier cryptosystem following the
workflow described in Section 4. The communication cost is
omitted since the amount of data transmitted is relatively
small compared with the bandwidth of 4G or WiFi.

First, we evaluate the time performance of the system.
The key length that we use is 2048 bits, which provides suffi-
cient security. The numbers of parking requests are set to

1: Fetch the information (PKPðTU · x + yÞ, PKPðTPi
· x + yÞ,

PKPðLU · x + yÞ, PKPðLPi · x + yÞ and PKPðBj · x + yÞ)
from the server; use SKP to decrypt the information into
(TU ∗ x + y, TPi

∗ x + y, LU ∗ x + y, LPi ∗ x + y and Bj ∗
x + y)

Input: TU ∗ x + y, TPi
∗ x + y, LU ∗ x + y, LPi

∗ x + y and
Bj ∗ x + y;

Output: RS;
2: if trapezoid of LU is at the boundary of Bj then
3: require adjacent blocks and merge them into Bj

4: end if
5: for TPi

(i=1 to m) in Bj do
6: if TU matches with TPi

then
7: get TPi

and merge into LP
8: end if
9: end for
10: sort LP by distance and form the result set(RS)
11: returnRS

Algorithm 1 BABLL.
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100, 1000, and 10000, respectively. As shown in Table 5, we
record the processing time from request posting to result
set returning. The average waiting time is around 25 seconds
which is acceptable as the success rate is keeping at 100%.We
can also find that from 100 request to 10000 requests, the
waiting time is very similar, because the major part of time
is spent on encrypting not matching. The time efficiency is
compared with IoT-UPM [7] and blockchain-based [28].
For BCOS adopted by the blockchain-based method, we set
the ratio of privileged nodes to 0.5%. Figure 8 shows that
the proposed PPMS-BABLL outperforms the time efficiency
of IoT-UPM and blockchain-based under encryption. Com-
pared to the scheme in IoT-UPM, the processing time in
PPMS is significantly reduced. Regarding the blockchain-
based method, with the increasing of participators, the cost
of processing rises very quickly. When the number of partic-

ipators is small, the blockchain-based method can achieve
similar performance with our method, but it grows higher
than PPMS-BABLL later to ensure security. This is due to
the proposed PPMS-BABLL only fetches a small part of
information for comparison and sorting in the intermediate
platform.

We then evaluate the safety measurements of PPMS. In
particular, we generate manipulated messages and simulate
the attacks mentioned in Section 4 to verify the security of
PPMS. We repeat experiments for 100 times where the total
number of providers is set to 35000 and 200 for requestors.
We manipulate 10% of the messages and record the rejection
rate as well as the time if the process terminate due to attack.
Table 6 illustrates the result of manipulating message secu-
rity. As can be seen, all manipulated messages are rejected,
while normal messages are accepted. Again, all 10 processes
are completed correctly without termination. Therefore, it

Table 3: Composition of operations in each entity.

OðÞ Server Provider Requestor IP

Key gen. O 1ð Þ 0 0 1 1

Encryption O 1ð Þ 1 2 2n 0

Decryption O 1ð Þ 0 0 1 n + 2
Padding O 1ð Þ n + 2 0 0 0

Sorting O n log nð Þ 1 0 0 n

CA op O 1ð Þ 2 2 2 n

Table 4: Per item space cost over key length.

Key length 512 bits 1024 bits 2048 bits

Key size 192 bytes 384 bytes 768 bytes

Ciphertext 128 bytes 256 bytes 512 bytes

Signature 128 bytes 256 bytes 512 bytes

Message 392 bytes 776 bytes 1542 bytes

Table 5: System Performance on time consumptions.

100 1000 10000

Total time 2573 s 25238 s 255722 s

Avg. time 25.73 s 25.24 s 25.57 s

Success rate 100% 100% 100%

50

40

Ti
m

e (
s) 30

20

10

0
5000 10000 15000 20000

Numbers of provider
25000 30000 35000

PPMS-BABLL

Blockchain-based
IoT-UPM

Figure 8: Comparison of time efficiency.

Table 6: System performance.

Total number Completed Terminated

Process 10 10 0

Table 2: Security and privacy comparison.

Attributes PPMS+BABLL Blockchain-based [28] Campus parking [15] IoT-UPM [7]

User identification Yes, via CA Partial Partial No

Destination of requestors Yes Partial No No

Parking duration of requestors Partial No Partial No

Cost function of requestors N/A N/A Yes N/A

Location of providers Yes Partial No No

Availability period of providers Yes Partial No No

Price of providers Yes Partial N/A No

Burst requests Yes No Yes No

Efficiency Medium Low High Medium
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shows that the system not only has a strong ability to resist
such attacks but also has lower processing time.

6. Conclusions

In this paper, a privacy-preserving vehicle assignment prob-
lem in the parking space sharing system is studied. A homo-
morphic encryption-based privacy protection matching
scheme (PPMS) is designed. In order to reduce the overhead
of the proposed PPMS, a block algorithm based on the longi-
tude and latitude (BABLL) is proposed. Through the security
analysis, the scheme is proved to be able to protect the pri-
vacy of sensitive information such as location, time, identity
of both requestors, and space providers. The scheme is also
robust against attacks, e.g., DDoS or replay. We implement
the prototype system and conduct comparative experiments.
The results show that the proposed scheme can ensure very
good success rate of matching with high time efficiency. In
addition, the system resists multiple rounds of practical
attacks, while maintains normal operations.
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It is enormously challenging to achieve a satisfactory balance between quality of service (QoS) and users’ privacy protection along
with measuring privacy disclosure in social Internet of Things (IoT). We propose a privacy-preserving personalized service
framework (Persian) based on static Bayesian game to provide privacy protection according to users’ individual security
requirements in social IoT. Our approach quantifies users’ individual privacy preferences and uses fuzzy uncertainty reasoning
to classify users. These classification results facilitate trustworthy cloud service providers (CSPs) in providing users with
corresponding levels of services. Furthermore, the CSP makes a strategic choice with the goal of maximizing reputation through
playing a decision-making game with potential adversaries. Our approach uses Shannon information entropy to measure the
degree of privacy disclosure according to the probability of game mixed strategy equilibrium. Experimental results show that
Persian guarantees QoS and effectively protects user privacy despite the existence of adversaries.

1. Introduction

The rapid development of cloud computing and big data
technologies has greatly promoted work productivity and life
quality. Along with such advancement, there come frequent
user privacy disclosures that have attracted wide attention
from academia and the industry [1]. In recent years, thanks
to the marriage of wireless technologies [2] and mobile
communications, social networks (SNs) have become an
indispensable part of life [3]. Social networks enable commu-
nications and services far beyond instant messaging com-
pared to traditional messaging services and applications [4].
The content of transmission has also become more diverse,
including text, voice, image, video, and other multimedia
data [5]. Data owners (e.g., mobile and smart device users)
enjoy personalized services by gaining various application
privileges while data collectors (e.g., service providers and
application developers) obtain vast amounts of personal sen-
sitive and security-critical data through privileged interfaces

[6]. Such user data become attractive targets of attacks and
are subject to serious privacy disclosures [7, 8].

According to the “China Privacy Risk Index Analysis
Report” published by the trusted institutions in 2018, mobile
Internet applications in the social category have an average of
11,014 users per App, and the average amount of data
acquired can reach up to 21.24 pieces/user, which is the most
among all categories of Apps. At present, the number of user
data leakages increased by 15.46% from 2018, and the privacy
risk index increased by 26.66% [9]. Users inevitably leave a
trail of footprints in the real world while accessing online ser-
vices from a mobile device [10]. For example, people share
various information on Twitter, and even when the original
blog is deleted, relevant comments remain on the web [11].
Additionally, 267 million Facebook users’ information,
including names, gender, email addresses, and social identity,
are stolen in April 2020 and sold on the dark web [12]. Thus,
protecting user’s privacy and security is critically important
yet challenging in social networks.
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Social networking aspects, in recent years, have been
extended to the Internet of Things (IoT) that autonomously
build social relationships for smart devices to discover new
objects and their services [13, 14]. The marriage of IoT and
social network enables advanced and deep interactions
among people and between people and the environment.
Such advancement leads to the emergence of social IoT
[13], where social approaches are employed for managing
large volumes of user data with connected IoT devices [6,
15]. This can result in a greater challenge for user privacy
in social IoT. Efficient and effective IoT nodal interactions
rely on the establishment of trustworthy relationship among
nodes [15, 16]. This is particularly important in helping over-
come the perceptions of uncertainty and privacy risk [17, 18].

Two main reasons contribute to vast amounts of user pri-
vacy disclosure in social IoT [19]: technical deficiencies and
economic interest conflicts among all participants. Therefore,
the privacy protection of social IoT users should also be ana-
lyzed from these two aspects. At present, from the technical
perspective, user privacy is protected mainly through ano-
nymity [20, 21], differential privacy [22, 23], network access
control [24, 25], and ecosystem [26] in social IoT.

Anonymity protection [20] hides private data in a data
block so that other users are incapable of associating a user’s
real identity information with the collected data blocks. This
is also a common problem of anonymous protection
schemes, and it is difficult to defend against background
knowledge attacks. Differential privacy protection [22, 27]
adds small amounts of Laplace noise into the original data
prior to publishing the data for added fuzziness where other
users are incapable of distinguishing between the real data
and the fuzzy data. Zhang et al. [27] attach importance to
the social connection of users, consider the existence of
untrusted service providers and malicious attackers, and pro-
pose and implement an effective IoT service with differential
privacy protection. Despite the high data utility, it is difficult
to implement personalized privacy at the user level according
to the user’s security requirements using differential privacy
[23]. Network access control [24, 28] decides whether to
grant authorized access by analyzing the credibility and
closeness among visitors. While it implements privacy pro-
tection according to the wishes of data owners, it lacks an
effective privacy measurement scheme.

Among the notable research works on the security and
privacy of social IoT [19], Frustaci et al. addressed that secu-
rity and privacy issues are a great challenge for IoT and yet
they are also enabling factors to create a “trust ecosystem”
[26]. Particularly, in their discussions of the importance of
trust, excellent flexibility is considered as a critical factor to
deal with changeable security conditions and personalized
security requests. Users or nodes having defined personalized
security and privacy policies should be facilitated to help in
decision-making [26].

Considering big data privacy protection from the per-
spective of users’ interests and economics, the existing litera-
tures [29] mainly describe the benefits and costs of
participants by employing game theory, simulate the rational
selection process, and formulate the optimal privacy protec-
tion scheme through Nash equilibrium [21]. To some extent,

these methods make up for the defects of technical schemes;
yet how to balance the data utility and efficiency of privacy
protection is still a difficult open issue.

In order to tackle this problem, this paper proposes the
Persian framework, aiming at providing personalized ser-
vices to social IoT users on the basis of protecting user pri-
vacy. Particularly, in order to resist against adversaries with
background knowledge, static Bayesian game theory is
applied to the strategic struggle between CSP and adversaries.
The contributions in this paper are summarized as follows:

(i) Implementing User Classification. Aiming at the dif-
ficult problem of users’ discrete attribute classifica-
tion, we adopt the fuzzy uncertainty reasoning
method to classify users according to the member-
ship function and expert rules

(ii) Defining Trust and Security Responsibilities of the
CSP. We construct a trust management center
(TMC) that supervises the CSP’s behavior and eval-
uates each service. TMC employs the incremental
update strategy to manage the reputation of the
CSP, so as to avoid CSP from proactively disclosing
user privacy

(iii) Achieving a Satisfactory Balance between Quality of
Service (QoS) and Privacy Protection. We use the
mixed strategy equilibrium to explain the correct-
ness of the CSP making services strategies against
different types of adversaries. Moreover, we utilize
Shannon information entropy to measure the pri-
vacy disclosure, thereby providing a theoretical basis
for users’ privacy protection in social IoT. Experi-
mental results show that the Persian framework
achieves the correct user privacy classification and
trust assessment, while privacy disclosure is limited
to a low degree

The rest of this paper is organized as follows: The related
work is overviewed in Section 2. We illustrate the preliminar-
ies, including fuzzy uncertainty reasoning and Bayesian game
theory in Section 3. The systemmodel and security model are
introduced in Section 4. In Section 5, we present the modules
of the Persian framework in detail, including user classifica-
tion, trust management, Bayesian game, and privacy
measurement. Experiments and evaluation are described in
Section 6, and the study is concluded in Section 7.

2. Related Work

In social IoT, protecting user privacy has been a research hot-
spot due to frequent user privacy disclosures. Existing litera-
tures mainly present from the two aspects of technology and
economic interests. Anonymity, differential privacy, access
control, and trust management are often adopted to protect
users’ privacy in social IoT.

Liu et al. [30] proposed a k-anonymous algorithm, which
generates an initial weighted social network and reduces the
adjustment of relation weight through the sorting process.
It improves anonymity efficiency and resists against
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1neighborhood attacks. However, this approach does not sig-
nificantly improve the utility of anonymous data. Xie and
Zheng [31] proposed a differential social network anony-
mous algorithm satisfying k-anonymity and l-diversity. For
the key nodes and general nodes, the proposed algorithm
uses different types of anonymous operations to transfer
anonymous objects from privacy attributes to anonymized
sensitive attributes. Based on implementing privacy protec-
tion, the proposed algorithm improves the utility of anony-
mous data. Furthermore, an indicator (UL) is constructed
to measure the data utility loss. Chen et al. [32] proposed a
classification data clustering scheme based on rough entropy
and DBSCAN clustering algorithm, which effectively bal-
ances data utility and anonymity performance of mobile
social networks. Nonetheless, it falls short on formal security
analysis against the attacker.

Li et al. [33] proposed an MB-CI strategy for protecting
the edge weights of social networks, which retains most of
the shortest paths under the premise of satisfying differential
privacy, effectively reducing the error caused by noise and
improving the accuracy of published data. At the same time,
it effectively resists against the consistent reasoning attacks
on data records without user-level privacy protection.

Wang et al. [34] proposed a data publishing algorithm
(RescueDP) satisfying differential privacy to protect real-
time and spatiotemporal crowd-sourced data in social
networks. They also proposed an enhanced neural network
algorithm, which accurately predicts statistical data with
added noise, thereby improving the utility of published data.
Huang et al. [35] proposed a differential privacy protection
method (PBCN) based on clustering and noise, aiming at
achieving a “trade-off” between data availability and privacy
protection level. Jahid et al. [36] proposed an encryption-
based access control architecture (EASiER) to address pri-
vacy disclosure in online social networks. It transfers access
control from the social network provider to users and
implements fine-grained access control for dynamic social
contacts using attribute-based encryption. Hu et al. [24]
constructed a multiparty access control (MPAC) model
and proposed a specific multiparty strategy specification
scheme and strategy evaluation mechanism to protect the
shared data associated with multiple users in online social
networks against collusion attacks.

The existing literature also proposed a number of person-
alized privacy protection schemes. Cai et al. [37] proposed a
data disinfection method for centralized processing of user
configuration files and relationships among users. By con-
trolling the set of user attributes and the relationship among
users to hide sensitive information, the proposed method
resists against the set inference attack in the process of data
publishing in social networks. Cai et al. [38] proposed a
privacy-preserving scheme for interactive messaging by
leveraging user credibility and social behaviors, which guar-
antees the privacy protection in the process of information
exchange through information confusion and sensitive attri-
bute substitution. In order to solve the trust difficulties,
Sharma et al. [39] proposed a novel solution in the form of
fission computing. The proposed solution relies on the
edge-crowd integration for maintenance of trust and preser-

vation of privacy rules in Social IoT, using crowdsources as
mini-edge servers and entropy modeling for defining trust
between the entities.

Additional literature also considers privacy protection
from the perspective of interests and puts forward a number
of effective schemes and models utilizing game theory. Jin
et al. [40] applied game theory to trajectory privacy protec-
tion. For any two sensing nodes in the network, this method
selects the best strategy through the Bayesian game analysis
to resist against the dishonest attacks of internal nodes, thus
protecting the trajectory privacy of users. Hu et al. [41] pro-
posed a multiparty control game, which extends the research
on strategy selection among rational controllers in multi-
party access control. The Nash equilibrium is used to explain
the optimal strategy selection state, and no controller has any
valid reason or authority to change its settings to deviate
from the equilibrium, which solves the privacy conflict of col-
laborative data sharing in online social networks from the
perspective of interests. Wu et al. [29] proposed an extended
game model to solve the problem of privacy and utility equi-
librium in the publishing of multicorrelated privacy data,
which solves the differential privacy parameters according
to Nash equilibrium, thereby improving data utility. Shan
et al. [42] proposed a forwarding control mechanism for
social networks based on game theory. By calculating the
game revenue matrix of the publisher and forwarder and
comparing the probability of dishonest forwarding with the
threshold set by the publisher, this approach protects the
privacy of publishing content according to the personalized
privacy requirements of the publisher. Xiong et al. [21, 23]
also actively applied game theory to the privacy protection
of the application environment.

Xiong et al. [43] conducted a comprehensive survey on
the privacy measurement and quantification of big data.
Serjantov and Danezis [44] used the Shannon entropy to
describe the effective size of anonymous sets. Lin et al. [45]
employed mutual information to measure privacy disclosure
under the data protection mechanism. Diaz et al. [46] utilized
conditional entropy to describe adversaries’ observation
ability and indirectly measured the level of protection mech-
anism. Additionally, Chen et al. [47] proposed an informa-
tion surprise indicator to measure the surprise degree that
still exists after an adversary acquires user attributes.

3. Preliminaries

3.1. Fuzzy Uncertainty Reasoning. Fuzzy reasoning [48] is a
method of uncertainty reasoning, which is suitable for any
situation where the input fluctuates in a specific range. Also,
the output is also fuzzy, rather than precise. The fuzzy con-
cept is regarded as a membership degree [49], reflecting the
closeness of input or output with a fuzzy set in the universe.
If the membership degree equals 1, it means that the variable
values belong to the fuzzy set completely; if the membership
degree equals 0, it means that no elements belong to the fuzzy
set absolutely. A membership value in (0, 1) means that some
elements, but not all, belong to the fuzzy level to some extent.
The membership function replaces the positive or negative
results with the fuzzy evaluation results, which is helpful for
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considering the influence of multiple factors. Generally, the
membership function of the gradient type is widely accepted,
as shown in Figure 1. Upon finding the membership, the rule
activation is performed. The fuzzy output is generated by the
activation of finite rules.

3.2. Bayesian Game Theory. The static Bayesian game (SBG)
model [50] is also known as static incomplete information
game. The type set of all participants is known. Any partici-
pant can only infer the probability that other participants
belong to a certain type at a certain time, but cannot deter-
mine other participants’ type and cannot determine the rele-
vant action strategies or benefit. Furthermore, all participants
choose action strategies simultaneously in the game. Even if
there are differences in the order of choosing, the partici-
pants who choose the strategy posterior do not have the
knowledge of the selected strategy. SBG model [50] can be
represented by a quintuple, SBG = ðΓ, T , P, S,UÞ, which is
described as follows:

(1) Participant set is Γ = f1, 2,⋯, ng, where n ≥ 2,
because it is meaningless to discuss a game with only
one participant. Any participant iði ∈ ΓÞ is a rational
decision-maker with the ability of independent selec-
tion, whose goal is to maximize their expected benefit
and choose action strategies

(2) Participant type set is T = fT1,⋯, Tng, where Ti rep-
resents the participant i’s types, i ∈ Γ, and jTij ≥ 2. If
each participant has only one candidate type (i.e., ∀i
∈ Γ and jTij = 1), at the point, the static incomplete
information game will become the static complete
information game

(3) The probability set of participants’ inference about
the types of other participants is P = fP1 < t−1jt1 > ,
⋯ , Pn < t−njtn > g, where Pi < t−i∣ti > represents the
probability of participant i’s inference about the types
of other participants. Meanwhile, ti represents partic-
ipant i’s type, and t−i (i.e., ft1,⋯, ti−1, ti+1,⋯, tng)
represents all participants’ type other than partici-
pant i

(4) The participants’ strategy set is S = fS1ðT1Þ,⋯, Sn
ðTnÞg, where SiðTiÞði ∈ ΓÞ (i.e., Si = fsið1 ; tiÞ,⋯, si
ðm ; tiÞg) represents participant i’s strategy set and si
ðj ; tiÞðj ∈ f1,⋯,mgÞ represents participant i’s
strategy

(5) The benefit function of participants is U = fU1ðT1Þ
,⋯,UnðTnÞg, where UiðTiÞði ∈ ΓÞ represents the
participant i’s benefit. Since Ui = uiðs1,⋯, si−1, si+1,
⋯, sn ; tiÞ, participant i’s benefit is related to its own
type and the strategy chosen by other participants

4. System Model and Security Model

We introduce important notations and descriptions in this
paper, as shown in Table 1.

4.1. System Model. In social IoT, we mainly focus on how a
CSP provides personalized services for users. The system
model includes four entities: Users, CSP, TMC, and adversar-
ies (A), as shown in Figure 2.

(i) Users own multiattribute data, and obtain personal-
ized services in exchange of providing private data
and individual preferences to CSP

(ii) CSP is the back-end server of various applications in
social IoT, which obtains user data through the
application privilege interface and provides person-
alized services according to users’ individual prefer-
ence. Meanwhile, CSP plays static Bayesian game
with adversaries and makes strategies

(iii) TMC is responsible for supervising CSP’s behaviors,
including managing and updating CSP’s reputation.
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Figure 1: Membership function.

Table 1: Main notations and descriptions.

Notations Descriptions

m Trust depth

λ Trust penalty factor

μ Benefit factor

k Background factor

θ Trust threshold

δlj The reputation of CSP in j-th service

σj Average reputation of CSP in previous j services

s Action strategy set

u Action benefit set

U Total benefit of participant

P∗ Probability under mixed strategy equilibrium

H Privacy information entropy
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Social IoT users choose whether to trust CSP based
on the reputation provided by TMC

(iv) A are malicious individuals or organizations in
social IoT to obtain user private data by compromis-
ing communication links between users and CSP.
Meanwhile, A play strategic game with the CSP to
maximize their own benefits

4.2. Security Model. We consider that the proposed Persian
framework is implemented in a semitrusted security model
[51–53]. CSP is considered as an honest-but-greedy entity.
On the one hand, it is supervised by the TMC and strictly
implements protocols. On the other hand, it also hopes to
obtain tremendous benefits through one-off privacy traffick-
ing. TMC is regarded as a fully-trusted entity, which is in
charge of managing the reputation of CSP without possessing
any private information. A use rational judgment to attack
adaptively. Their owned background knowledge can increase
the probability of obtaining privacy. IfA believes that there is
no benefits from launching an attack, or if the CSP’s strategy
choices are indistinguishable, the Persian framework is con-
sidered secure.

5. The Construction Modules of
Persian Framework

In this section, we illustrate the construction of the Persian
framework in detail, including user classification, trust man-
agement, Bayesian game, and privacy measurement module.

5.1. Overview of Persian Framework. Above all, we explain
the basic principles of the Persian framework, as illustrated
in Figure 3. On the user side, users in social IoT score for
each attribute according to their subjective security require-
ments. Having received the normalized multiattribute
scores, the user classification module obtains individual pri-
vacy preferences based on fuzzy uncertainty reasoning.
Before CSP provides personalized services to users, it is
necessary to establish trust relationship, which is the
responsibility of TMC with notarization. At the same time,
there is a strategic game relationship between CSP and A ,
and the hybrid strategy equilibrium results are used in

privacy measurement module. Finally, TMC evaluates the
services provided by CSP and performs trust update syn-
chronously. Before each request for a service, users check
the average reputation of CSP from TMC to determine
whether to open data access to CSP. In essence, these enti-
ties constrain each other to provide users with secure
personalized services.

5.2. Classifying User Privacy Level. Users in social IoT have
multiple attributes of privacy data, mainly including natural
attributes, social attributes, and behavioral attributes. Natural
attributes are users’ own identity information, such as names,
ages, typically independent from external factors. Social attri-
butes, such as occupational status, marriage status, among
others, are a feature of users’ integration into the society
affected by social factors. Behavioral attributes represent
users’ pursuit of individual preferences and lifestyle, such as
shopping preferences, and habits. Different users have differ-
ent individual security requirements for each private attri-
bute. In this section, based on users’ individual privacy
preference [54], we employ fuzzy uncertainty reasoning to
classify users as the basis for the CSP to provide the corre-
sponding level of service.

5.2.1. Normalizing User Attribute. In order to measure users’
security requirements for private data, we define DP, degree
of privacy preference, ðDPi = fNamei, Agei, Occui, Marri,
Shopig, i = 1,⋯,5Þ. Through a comprehensive investigation,
we use users’ natural attributes (Name and Age), social

Static 
Bayesian game

Personalized services

Cloud service provider (CSP)

Individual preference

Trust management 
center (TMC)

View trust 
records

Clarify trust

Social IoT users

Adversary(A)

Figure 2: System model.

Bayesian
game

Personalized
services

Users User 
classification

Privacy
measurement

Fuzzy privacy
preference

Scores of multiple attributes

Normalization mechanism
Expert rules

Trust
records

User side Trust relationship Cloud side

Trust
management

Trust
update

Trust
evaluation

Communication link
TMC CSP

Mixed strategy
equilibrium A

Figure 3: Overview of Persian framework.

5Wireless Communications and Mobile Computing



attributes (Occu and Marr), and behavioral attributes (Shop)
as references. Anonymous users give a score (0–10 points)
according to their subjective privacy requirements. We ran-
domly selected five questions, as shown in Table 2.

Definition 1. Degree of privacy preference (DP) is used to
measure users’ attention to private data. The lower DP is,
the lower the users’ attention to data will be; otherwise, the
higher the users’ attention to data will be.

Since fuzzy reasoning requires the input to be numerical
data within the interval [0,1], we adopt linear function to
normalize DP. Taking the j-th attribute as an example, the
normalization process is shown in Formula (1). After the
same treatment, the normalized DP (NDP) is shown in
Table 3.

NDPi,j =
DPi,j −min DPi,j

� �
max DPi,j

� �
min DPi,j

� � , i = 1,⋯, 5: ð1Þ

5.2.2. Fuzzy Uncertainty Reasoning. Here, we use fuzzy rea-
soning of Mamdani [55] type to classify users. The advanced
expert rules are shown in Table 4. The input fuzzy sets
(Name, Age, Occu, Marr, and Shop) are composed of “high”
and “low,” which are represented by symbols “H” and “L,”
The output fuzzy sets (NDP) are composed of “high,”
“medium,” and “low,” which are represented by symbols
“H,” “M,” and “L.” We use u3’s attribute vector in Table 3
([0.43, 0.71, 0.75, 0.5, 0]) as the fuzzy input. We can then
obtain the membership degree of each input attribute to the
fuzzy level through calculating the membership function, as
illustrated in Table 5. Clearly, four rules are activated,
namely,

13. NDP = L; min ð0:67,1,1,0:5,1Þ = 0:5;
15. NDP =M; min ð0:67,1,1,0:5,1Þ = 0:5;
29. NDP =M; min ð0:33,1,1,0:5,1Þ = 0:33;
31. NDP =H; min ð0:33,1,1,0:5,1Þ = 0:33;

The more satisfied the preceding part is, the stronger the
rule will be, and the more instructive output will be. Since
logic “and” is the link among the conditions in the preceding
part, the strength of the four rules is determined by the
“minimum value” method. Finally, we employ the central
average defuzzy method to calculate the fuzzy output, and
obtain the NDP’s approximation result equaling 0.462
through computing Formula (2). Therefore, u3 obviously
belongs to the M level.

NDP = ∑�y ⋅ μ �yð Þ
∑μ �yð Þ = 0:462: ð2Þ

In Formula (2), �y represents the maximum of fuzzy level
interval, and μð�yÞ represents NDP’s membership value
about the fuzzy level.

5.3. Trust Management. Users in social IoT submit data to
CSP for personalized service, resulting in losing control of
their personal data. In order to provide users with a satisfac-
tory service experience, the trust for CSP needs to be clarified.
Trust management [56] is to evaluate the target entity by
referring to its historical behavior and reputation in social
IoT. When social IoT users request to interact with a CSP,
the service policy adopted by the CSP corresponds to a
specific reputation value. CSP improves its reputation by
providing good QoS. In turn, the reputation provides the
basis for users to choose a CSP. We consider service behavior
for J times and the reputation function of CSP as shown in
the Formula.

δlj

−10 + λ if l = −1
0 if l = 0
1 if l = L

2 if l =M

3 if l =H

8>>>>>>>><
>>>>>>>>:

: ð3Þ

In (3), j = f0, 1,⋯,Jg, and l ∈ f−1, 0, L,M,Hg. If l = −1,
CSP actively discloses user privacy; if l = 0, CSP denies ser-
vice. Other conditions indicate that CSP provides low,
medium, and high QoS, respectively. Specially, we introduce
a trust penalty factor λ, which represents the reputation pen-
alty that CSP suffers from betraying trust. The construction
function of λ is as below:

λ = −〠
j

′=j‐mj−1I δlj′ > 0
n o

, ð4Þ

where ∣λ ∣ ≤m is satisfied in any case, and If·g is a two-value
function. If the logic is true, then If·g = 1; otherwise, If·g = 0.
Obviously, the deeper the trust relationship of the CSP
betrayal is, the greater the reputation penalty will be.

Combined with the above reputation function, it makes
sense to think of trust as a threshold. When the CSP’s repu-
tation value is greater than the threshold, the user considers
the CSP to be credible. To be more realistic, we consider

Table 2: DP of user attribute.

Users Name Age Occu Marr Shop

u1 8 2 9 10 4

u2 7 3 4 5 7

u3 5 6 7 7 3

u4 2 8 1 6 8

u5 9 1 7 4 3

Table 3: NDP of user attribute.

Users Name Age Occu Marr Shop

u1 0.86 0.14 1 1 0.2

u2 0.71 0.29 0.38 0.17 0.8

u3 0.43 0.71 0.75 0.5 0

u4 0 1 0 0.33 1

u5 1 0 0.75 0 0
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the trust depthm, where the reputation of CSP is only related
to the completion of the previous m services. The CSP’s
reputation on the jth service is shown in the Formula.

σj =
δl1+⋯+δlj−1

� �
/ j − 1ð Þ, if 0 < j ≤m,

δlj−m+⋯+δlj−1
� �

/m, if j >m:

8><
>: ð5Þ

When j = 1, we initialize σ j to a small positive number. If
σj > θ, user will trust the CSP. In this way, CSP will not be
willing to take the initiative to disclose user privacy for repu-
tation. Moreover, TMC also needs to store and update the
reputation of CSP for the next service. If the reputation is
updated according to Formula (5), we need to calculate and
store the average ofm reputations. In order to reduce compu-
tation and storage overhead, we propose an incremental
update strategy as shown in Formula (6). We only need to
store two reputations (i.e., σj−1 and δj−1

l). Another advantage
is that users can only check the last time’s service reputation
of CSP, preventing users from completely rejecting the CSP
because of occasional disclosure behaviors.

σj =
σj−1: j − 1ð Þ + δlj−1

� �
/j, if 1 < j <m,

σj−1: m − 1ð Þ + δlj−1

� �
/m, if j ≥m:

8><
>: ð6Þ

5.4. Static Bayesian Game. In addition to preventing CSP
from voluntarily disclosing users’ privacy, it is also necessary
to resist theft attacks by potential adversaries (A). Therefore,
we consider constructing a two-party static Bayesian game
(SBG) [50] between the CSP and A to protect user privacy
from the perspective of interests.

(1) We consider a strategic game between the CSP and A.
Participants set can be formalized as Γ = fCSP,Ag

(2) We consider two types of adversaries, denoted as
TA = fAyk,Ankg, where Ayk represents the adver-
sary with background knowledge, andAnk represents
the adversary without background knowledge. A ’s
types set is public knowledge while CSP has only
one type

(3) We mainly consider the probability of CSP inferring
A’s type, then use PykhAyk ∣ CSPi and PnkhAnk ∣ CSPi
to represent the probability that CSP infersA to beA yk

and Ank, respectively. In this game, A ’s type is known
only by him/herself. Thus, it is private knowledge,
while joint probability PhCSP,A yki and PhCSP,Anki
are public knowledge

(4) The strategy set of CSP denotes SCSP = fsYP, sNPg,
where sYP represents CSP providing services and
sNP represents CSP denying services. Note that Y P
∈ fLP, MP, HPg, indicating that the CSP provides
low, medium, and high QoS, respectively. Mean-
while, the strategy set of A denotes SA = fsYA, sNAg,
where sYA represents A choosing to attack and sNA
represents A choosing not to attack. The strategy
set of participants is determined before the game,
regarded as public knowledge, while the strategy
chosen in the game is private knowledge

Table 4: Expert rules.

Num Name Age Occu Marr Shop NDP Num Name Age Occu Marr Shop NDP

1 L L L L L L 17 H L L L L L

2 L L L L H L 18 H L L L H M

3 L L L H L L 19 H L L H L M

4 L L L H H M 20 H L L H H H

5 L L H L L L 21 H L H L L M

6 L L H L H M 22 H L H L H H

7 L L H H L M 23 H L H H L H

8 L L H H H M 24 H L H H H H

9 L H L L L L 25 H H L L L L

10 L H L L H L 26 H H L L H M

11 L H L H L L 27 H H L H L M

12 L H L H H M 28 H H L H H H

13 L H H L L L 29 H H H L L M

14 L H H L H M 30 H H H L H H

15 L H H H L M 31 H H H H L H

16 L H H H H H 32 H H H H H H

Table 5: Input attribute vector fuzzification.

Fuzzy level
Membership

Name Age Occu Marr Shop

L 0.67 0 0 0.5 1

H 0.33 1 1 0.5 0
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(5) The benefit function of CSP denotes UCSP = fC, uNPg,
where uYP and uNP represent CSP’s benefits choosing
to provide services and deny services, respectively.

The benefit function of A denotes UA = fuykYA, unkYA,
uNAg, where uykYA and unkYA represent Ayk

’s and Ank
’s

benefits choosing to attack, respectively, and uNA rep-
resents A ’s benefit choosing not to attack. Obviously,
participants’ benefits strongly depends on the partici-
pants’ types and selected strategies

Upon received user’s NDP level, the CSP provides the
corresponding QoS. If NDP is H, then the CSP provides
low-level services with low service quality, which comes with
a low risk of user privacy disclosure, thereby meeting the
high-security requirements of users. If NDP is M, then the
CSP provides middle-level services. If NDP is L, then the
CSP provides high-level services with high quality of service,
yet with an increased possibility of user privacy disclosure.
Next, we construct a game benefit matrix as shown in
Table 6.

Since the CSP provides different QoS according to users’
individual preferences, it will gain different reputation bene-
fits, as shown in the Formula.

uYP =
1, if YP = LP,
2, if YP =MP,
3, if YP = HP:

8>><
>>: ð7Þ

Particularly, the benefit of the CSP due to denial of ser-
vice is uNP = 0, and the loss of the CSP due to attack from
adversary is u−1 = −3. On the other hand,A ’s benefit consists
of three parts: basic benefit, attack cost, and extra incentive.
Thus, we can determine that A’s benefit is shown in the
Formula.

unkYA = uAb + uAc + u2YP:μ,

uykYA = unkYA: 1 + kð Þ:

(
ð8Þ

In (8), uAb representsA ’s basic benefit, uAc representsA ’s
attack cost, and the other represents extra incentive refer to
benefit factor μ. This means that the higher the QoS provided
by CSP, the higher the data quality submitted by users, and
the greater the benefits gained from A successfully attacking.
When A chooses not to attack, uNA = 0. Additionally, k is

regarded as background factor, and is used to increase A ’s
benefit.

In order to facilitate the analysis of the incomplete infor-
mation game, we use the Harsanyi transformation to intro-
duce a virtual participant “nature” ðNÞ. N randomly selects
both participants’ types. PhCSP,Ayki and PhCSP,Anki are
public knowledge, where PhCSP,A yki + PhCSP,Anki = 1:
PykhAyk ∣ CSPi and PnkhAnk ∣ CSPi represent the probabili-
ties of the CSP inferring type A , respectively, which can be
obtained by Bayesian formula:

Pyk Ayk ∣ CSP
� �

= P CSP,Ayk

� �
/P CSPh i = P CSP,A yk

� �
,

Pnk Ank ∣ CSPh i = P CSP,Ankh i/P CSPh i = P CSP,Ankh i:

(

ð9Þ

For simplicity, we use Pyk and Pnk to replace PykhAyk ∣
CSPi and PnkhAnk ∣ CSPi, respectively. Then, we use PYP
and PNP to represent the probability of CSP choosing YP
strategy and NP strategy (i.e., PYP + PNP = 1), respectively.
Furthermore, we use PYA and PNA to represent the probabil-
ity of A choosing YA strategy and NA strategy, respectively,
(i.e., PYA + PNA = 1). Next, we calculate the benefits of the
CSP choosing YP and NP strategies, as shown in the
Formula.

uYP = PYA ⋅ u−1 + PNA ⋅ uYP,
uNP 0:

(
ð10Þ

The benefits of A choosing YA strategy and NA strategy
are shown in the Formula.

uYA = PYP:u
yk
YA + PNP:u

A
c

h i
:Pyk + PYP:u

nk
YA + PNP:u

A
c

h i
:Pnk,

uNA = 0:

8<
:

ð11Þ

We can obtain the CSP’s and A ’s benefit, respectively,
from the Formula.

UCSP P∗
YA, PYPð Þ = uYP:PYP + uNP:PNP,

UA PYA, P∗
YPð Þ = uYA:PYA + uNA:PNA:

(
ð12Þ

In the static Bayesian equilibrium state, CSP’s benefit
function UCSP can reach the maximum regardless of what
A chooses. Also,A ’s benefit functionUA can reach the max-
imum regardless of what CSP chooses. Essentially, it means
that the strategies of participants are indistinguishable and
can be solved by simultaneous equations.

∂UCSP P∗
SA, PMPð Þ

∂PMP
= 0,

∂UA PSA, P∗
MPð Þ

∂PSA
= 0:

8>>><
>>>:

ð13Þ

Table 6: Benefit matrix of A and CSP.

A
CSP

YP NP

snkYA unkYA, u − 1
� �

uAc , uNP
� �

sykYA uykYA, u − 1
� �

uAc , uNP
� �

sNA uNA, uYPð Þ uNA, uNPð Þ
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Therefore, we can obtain the mixed strategy Bayesian
equilibrium ðP∗

YA, P∗
YPÞ, as shown in the Formula.

P∗
YA = uYP

uYP − u−1
,

P∗
YP

−uAc
uykYA − unkYA

� �
:Pyk + unkYA − uAc

� � :

8>>>><
>>>>:

ð14Þ

5.5. Privacy Disclosure Measurement. In social IoT, users
exchange personalized services from the CSP by providing
private data, which will inevitably have the risk of being
leaked over communication links. Shannon information
entropy [57] is used to measure privacy disclosure, as shown
in the Formula below.

H Xð Þ = −〠
n

i=1
Pi:log Pið Þ, ð15Þ

where 0 ≤ Pi ≤ 1,∑n
i=1Pi = 1.

From A’s point of view, the probability PYP and PNP can
be inferred. As described in Formula (16), the greater HðAÞ
is, the closer PYP and PNP are, the higher the indistinguish-
ability of A to CSP’s strategy, and the lower degree of privacy
disclosure. Otherwise, the higher is the degree of privacy dis-
closure. For instance, if PYP = 0:5, the information entropy is
1, indicating that A is completely confused about the service
decision of the CSP.

H Að Þ = −PYP · log PYPð Þ − PNP · log PNPð Þ: ð16Þ

In social IoT, a single game obviously cannot satisfy the
user requirement. Therefore, we consider the finite static
Bayesian game for J times. Similarly, the privacy disclosure
measurement in a long term can be described by Formula
(17). It can be used to evaluate the privacy disclosure status
of J times of service.

HJ Að Þ − 1
J
〠
J

j=1
Pj
Y p log Pj

YP

� �
− Pj

NP log Pj
NP

� �
: ð17Þ

6. Experiment and Evaluation

In order to better illustrate the feasibility of the Persian
framework, we consider that its performance is influenced
by three factors: user classification, trust assessment, and
privacy disclosure measurement. The experiments were
carried out on a workstation with a 3.30GHz quad-core
processor, 8GB memory, and Windows 7 64-bit operating
system to simulate and analyze on the Matlab R2016a
platform.

6.1. User Classification. In the user classification module,
Fuzzy Toolbox [58] is used to conduct fuzzy uncertainty
reasoning for users, and the result is used to verify the theo-
retical calculation. Assuming that the input user is u3 in
Table 2, we synthesize the rule constraints of all input attri-
butes. As shown in Figure 4, rules (13)(15)(29)(31) are

activated, and the output NDP is 0.46. It can be seen that
u3 belongs to the M level, which is consistent with the
theoretical calculation.

6.2. Trust Assessment. We evaluate the CSP’s trust based on
the QoS provided by CSP for J times, and update the CSP’s
visual trust to users. Users in Social IoT need to check the
reputation of the CSP prior to submitting private data to
the CSP. Only when CSP’s reputation is greater than the trust
threshold (i.e., θ = 0), users are willing to trust the CSP and
share their privacy. Based on the individual preferences of
30 users (i.e., J = 30), we quantified the CSP’s active disclo-
sure behavior and indirectly clarified the trust of the CSP.

Figure 5(a) shows that the CSP provides three levels of
QoS according to users’ individual privacy preferences, and
then obtains three ratings of reputation, namely, 1, 2, and 3.
It is worth noting that the CSP will be subject to severe repu-
tational penalties if it voluntarily discloses users’ privacy in
the process of providing services. The CSP chooses to
disclose privacy when j = 3, and it loses the reputation of
12 units. The attendant consequences are disastrous for the
CSP, resulting in a significant decline in service delivery rates.
On the other hand, we consider the impact of trust depth on
the reputation of the CSP. Figure 5(b) shows that dishonest
behaviors of the CSP will lead to the decline of the visible rep-
utation of multiround services. As the depth of trust relation-
ship (i.e., m) increases, the spread of the reputation penalty
becomes more serious. Regardless of the situation, there is
no reason for the curve in SBG for J times. The CSP is used
to actively disclose user privacy in order to maintain visible
reputation with users.

6.3. Privacy Disclosure Measurement. It is certain that the
CSP provides different levels of QoS according to individual
preferences. As a result, the behavioral strategy of A and
the CSP may change driven by interests. Figure 6(a) shows
the relationship between Nash equilibrium and QoS levels.
With the improvement of service quality, the probability of
attack is gradually increased because of the temptation of

1
Name = 0.43 Age = 0.71 Occu = 0.75 Marr = 0.5 Shop = 0 NDP = 0.46

2
3
4
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7
8
9

10
11
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13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32

Figure 4: Simulation result of Fuzzy Toolbox.
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high data quality, and the CSP tends to choose denying ser-
vice due to potential attacks. Despite the fact that the CSP
provides high QoS, the result of information entropy has
declined slightly, just below 1. This suggests that A is still
confused about the decision-making of the CSP, and the risk

of user privacy disclosure remains at a relatively low level.
Further, we explain the relationship between Nash equilib-
rium and two internal incentive factors μ and k. From
Figure 6(b), the attack benefit uYA of adversaries increases
with μ, and the probability P

YP
∗ of CSP to provide the service
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Figure 5: Trust assessment results. (a) The impact of privacy disclosure on reputation; (b) the impact of trust depth on reputation.
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Figure 6: Nash equilibrium results. (a) The relationship between Nash equilibrium and QoS levels; (b) the relationship between Nash
equilibrium and benefit factor; (c) the relationship between Nash equilibrium and background factor; (d) Nash equilibrium.
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gradually decreases. When PYP
∗ is close to 0.5, the service

information entropy H (CSP) reaches the maximum, and
the privacy protection level reaches its peak. Figure 6(c)
shows a similar trend in relationships. The probability of a
successful attack by adversaries increases with k, and as a
result, CSP tends to refuse to provide services. Likewise, the
intensity of privacy protection reaches maximum while k gets
close to 0.5.

Additionally, we observe the Nash equilibrium change in
the CSP service delivery for J times. Figure 6(d) shows that
the information entropy is maintained at a high level.
According to Formula (17), we can calculate the average pri-
vacy disclosure of 0.9509. As long as the CSP does not
actively disclose the user’s privacy, the confusion of A about
the CSP’s decision will not be decreased. Also, we have clar-
ified the trust in the CSP in Section 5.3. Based on the above,
the Persian framework can effectively provide personalized
services while keeping privacy disclosure to a minimum level.

7. Conclusion

There are frequent occurrences of user privacy disclosure in
social IoT, drawing wide attention in academia and the
industry. A few achievements have been acquired, but a
number of key techniques are still in need. On the one hand,
users have to share their privacy to the CSP to exchange
application privileges, so as to enjoy personalized services.
On the other hand, users are reluctant to disclose their pri-
vacy. Find a satisfactory balance between QoS and privacy
protection under the premise of ensuring personalized ser-
vices is the main contribution of this paper. We proposed a
privacy-preserving personalized service framework (Persian)
through a static Bayesian game. In this framework, users
independently infer their privacy preferences combined with
offline fuzzy reasoning. The trust of the CSP is supervised by
TMC to ensure normal service operations. The CSP provides
users with personalized service according to users’ individual
preferences. Furthermore, we employ the game mixing strat-
egy equilibrium to achieve privacy protection from the
perspective of interests. Meanwhile, we measure privacy dis-
closure by using information entropy under the proposed
framework.

The future work is to further expand the fuzzy reasoning
with neural network and consider additional user attributes.
We will also consider more types of adversaries and con-
stantly optimize the proposed model to achieve better
comprehensiveness and efficiency for privacy protection.
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Task allocation is a significant issue in crowd sensing, which trades off the data quality and sensing cost. Existing task allocation
works are based on the assumption that there is plenty of users available in the candidate pool. However, for some specific
applications, there may be only a few candidate users, resulting in the poor completion of tasks. To tackle this problem, in this
paper, we investigate the task allocation problem with the assistance of social networks. We select a subset of users; if a user can
not complete the task, he can propagate the task information to his friends. The object of this problem is to maximize the
expected number of completed tasks. We prove that the task allocation problem is an NP-hard and submodular problem and
then propose a native greedy selection (NGS) algorithm, which selects the user with maximum margin gain in each round. To
improve the efficiency of the NGS algorithm, we further propose a fast greedy selection algorithm (FGS), which selects the user
who can actually complete the maximum number of tasks. Experimental results show that although FGS gets slightly worse
results in terms of the expected number of completed tasks, it can greatly reduce the running time of seed selection.

1. Introduction

In recent years, with the popularity of mobile devices and
the development of various communication technologies,
mobile crowd sensing (MCS) [1–3] has emerged as a prom-
ising sensing paradigm, in which mobile users leverage their
carry-on devices to collect and upload the sensing data. By
collecting and analyzing sensing data from a group of users,
the platform can provide ubiquitous services. Due to its
advantages such as low deployment cost and wide spatio-
temporal coverage, numerous practical MCS applications
have been rolled out in many areas, such as environmental
monitoring [4], smart transportation [5], and emergency
alarming [6].

A mobile crowd sensing process can be divided into
four stages: task creation, task allocation, task execution,
and data integration [7]. Particularly, task allocation is an
important stage, which trades off the sensing quality and
sensing cost [3, 8]. Different from traditional wireless sensor
networks [9], task allocation in MCS should select eligible

users to complete tasks. So far, there have been numerous
related works on task allocation [10–12]. Among these
works, the platform directly selects users from a large pool
of candidate users to maximize the sensing quality under
limited cost or minimize the sensing cost while guarantee-
ing certain data quality.

With the development of MCS, there may be plenty of
applications using this scheme to collect data. For some spe-
cific applications, there may not be enough available candi-
date users. The reasons can be listed as follows: on the one
hand, in the early stage of a new application, there are a few
registered users available to allocate tasks. On the other hand,
due to the privacy concern, users do not open the location
service, so the platform cannot get their locations. This situ-
ation makes the platform hard to recruit enough users, and
the existing candidate users can complete only a small num-
ber of tasks, resulting in a low completion ratio of tasks.

Fortunately, with the development of social networks,
“word-of-mouth” effect has played an important role in
propagating and sharing information, giving an alternative
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way to allocate mobile sensing tasks. The social relationship
is built if there is a connection between two users. If users
know the service is requested by his friends, he may be glad
to participate in the sensing tasks. There are several advan-
tages of allocating tasks with the assistance of social net-
works. From the perspective of the platform, it only needs
to recruit a few seeds to complete or propagate the task infor-
mation, which can reduce the sensing cost. Furthermore,
users may be glad to help their friends to complete sensing
tasks due to their friendship. So the sensing enthusiasm will
be increased compared to the traditional “push” task alloca-
tion model. From the perspective of users who have not reg-
istered in the platform, they do not need to share their real-
time locations, thus reducing the risk of privacy leakage.
Inspired by this, this paper attempts to allocate the sensing
tasks with the assistance of social networks. Concretely, we
select a small number of users to allocate the tasks. If the
users can reach the target location at the required time, then,
the task can be completed by the selected users. Otherwise,
the selected users propagate the task information to his
friends, who may be in the target location at the required
time, different from [13, 14], which select seeds to propagate
the task information in the social network to maximize the
spatiotemporal coverage of an area. This paper considers that
seeds propagate task information to their friends only when
the task is not completed.

Considering some location-based tasks in the platform,
for example, monitoring the traffic dynamic information of
a specific road, reporting the air pollution of the target loca-
tion, this type of task requires users to arrive in the target
location to collect data. However, the platform only knows
a little part of users’ location information. To allocate these
tasks, an effective way for the platform is selecting some users
as seeds to complete or propagate these tasks. These seeds not
only complete these tasks that they can complete but also
propagate the task information that they cannot complete
to their friends and expect their friends can help to complete
the sensing tasks. For the latter case, the completion proba-
bility of these tasks depends on the probability of friends in
the target location and the probability that the seeds propa-
gate the task information to him.

The task allocation problemmentioned above is similar to
the location aware influence maximization problem in social
networks to some extent, which is to select k users in the target
location tomaximize the expected number of influenced users.
However, there are mainly two differences between these two
problems: (1) location constraints of seeds and their influ-
enced users. In the influence maximization problem, both
seeds and influenced users should be in the target location,
while in the task allocation problem, seeds are not necessarily
in the target location but influenced users should be in the tar-
get location (in case only propagate once). (2) performance
quantification of seeds. In the influence maximization prob-
lem, a seed is more valuable if he can influence more addi-
tional users, while in the task allocation problem, a seed is
more valuable if he can complete more additional tasks by
influencing users or by himself.

According to the analysis above, the key challenge is how
to identify the seeds that can maximize the expected number

of completed tasks. Compared to the traditional task alloca-
tion mode in MCS, we consider not only the actual number
of completed tasks but also the propagation ability to tasks
that they cannot complete. With the object and challenges
mentioned above, the main contributions of this work can
be concluded as follows:

(1) We formulate a social-aware task allocation problem
(SATA), in which the platform allocates the tasks
considering the social influence of users. If the
selected user can not complete the task, he propagates
the task information to his friends and expects to get
sensing data from friends. The SATA problem is
aimed at selecting k users as seeds to maximize the
expected number of completed tasks

(2) We prove that the problem is an NP-hard and sub-
modular problem. Then, we propose a native
greedy-based selection algorithm (NGS) to solve the
problem. The NGS algorithm selects the user with
the largest margin gain in each round

(3) Considering the low efficiency of NGS, we further pro-
pose the fast greedy selection algorithm (FGS). FGS
divides the seed selection process into two stages. In
the first stage, FGS gives the priority to the user who
can complete the maximum number of remaining
tasks. For the second stage, in which no one can com-
plete any task, FGS selects the user with maximum
propagation performance from candidate users

(4) We conduct extensive experiments using two real-
world datasets, which contain users’ social relation-
ship and mobility traces. The experimental results
show that the performance of the FGS algorithm is
slightly worse than that of the NGS algorithm. How-
ever, the FGS algorithm runs more efficiently than
the NGS algorithm

The remainder of this paper is organized as follows. In
Section 2, the related works about task allocation are pre-
sented. In Section 3, the problem of SATA is described in
detail. Then, we analyze the problem and introduce our pro-
posed algorithms in Section 4. In Section 5, we evaluate the
performance of proposed algorithms and baseline algo-
rithms. Finally, the conclusions are presented in Section 6.

2. Related Work

Task allocation has become an important problem in MCS
and drawn considerable attention from researchers. There
have been numerous studies on task allocation, which can
be divided into the following two types.

2.1. Single Task Allocation. In the early state of MCS, several
systems have been designed for single task allocation. For
example, in [15, 16], Reddy et al. considered the location,
time constraints, and habits of users and proposed a
coverage-based framework to select proper users to maxi-
mize spatial coverage. Zhang et al. proposed a task allocation
framework, which is aimed at maximizing the coverage
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quality under budget constraint [17]. Wang et al. [18] pre-
dicted the mobility of vehicles and selected participants to
minimize the overall recruitment cost. Another work [19]
defined a new coverage metric, namely, “t-sweep k-
coverage” and proposed two methods to select the smallest
set of candidate users to satisfy the predefined requirements.

2.2. Multiple Task Allocation. With the development of
crowdsensing, there may be many tasks to be allocated in
the platform. Researchers made efforts to study the allocation
for multitasks. Though the optimization and constraints may
be similar to single-task allocation, several factors should be
considered to deal with multiple task allocation.

Firstly, from the perspective of spatiotemporal aspects, dif-
ferent tasks vary in spatial and temporal granularity and other
properties. Based on this consideration, Wang et al. formu-
lated amultitask allocation problem, which considered hetero-
geneous spatial and temporal granularity. Users can complete
multiple tasks without changing their locations. The authors
proposed a two-stage allocation algorithm to solve this prob-
lem [11]. Li et al. [20] proposed an online task allocation algo-
rithm for dynamic heterogeneous tasks to minimize the
number of users while guaranteeing a certain level of coverage.

Secondly, from the perspective of task properties, our
previous work [21] considered the type of sensing tasks and
heterogeneity of users’ sensing devices and proposed a Parti-
cle Swarm Optimization (PSO) algorithm to select eligible
users to maximize the number of completed tasks. Inversely,
a recent work [12] considered that different tasks can share
the same data property under some special circumstances
and proposed a triple-layer task allocation framework, which
considers not only the temporal and spatial correction but
also the data property of sensing data. Jiang et al. [22] consid-
ered the skills that tasks required and allocated tasks to a nat-
ural user group, in which members can cooperate to
complete the complex task. If the users in an assigned group
do not possess all required skills, they can cooperate with
other contextual groups. The authors selected a principal
group with the maximum self-crowdsourcing value and allo-
cated the tasks to the group. Then, the authors proposed two
greedy-based approaches to select an assistant group accord-
ing to the circumstance of principal group. Wang et al. [23]
combined the content information with context information
of tasks and unified all the factors together to measure the
preference score of a user to a task. Then, the user with the
maximummatching probability is selected to complete tasks.

Thirdly, from the perspective of global optimization, the
optimal total quality of tasks does not always guarantee the
optimal quality for every task. To solve this problem, Wang
et al. [24] considered the task-specific sensing quality thresh-
olds and proposed a descent greedy approach to select a set of
users to complete tasks. Considering the total time consump-
tion for multiple tasks depends on the time consumption of
the last completed task. The authors in the study [25] consid-
ered the time-sensitive tasks and proposed a cooperation
scheme to minimize the maximum completion time of tasks.
Ni et al. [26] investigated the dependency-aware task alloca-
tion problem with the consideration of skills, moving dis-
tances, and deadlines. To allocate these tasks efficiently, the

authors grouped these tasks into associative task sets and pro-
posed two algorithms to solve this problem. Song et al. [27]
considered that the existing task matching strategies may
cause a misaligned task coverage problem, which indicates
that some popular tasks can find enough users but the less
popular task cannot assigned successfully. To solve this prob-
lem, the authors proposed the cTaskMat framework. It learns
users’ task preferences and their attitudes on task attributes.
Then, it migrates certain qualified users to less popular tasks
for increasing task coverage and reducing the sensing cost.

These works assumed that there are enough candidate
users and the platform can push the task information to the
eligible users. However, for those new applications, there have
not been many users registered in the platform, resulting in
the poor completion ratio of sensing tasks. Thus, a new task
allocation scheme is urgently needed to solve this dilemma.

To solve this problem, Wang et al. [13] proposed a task
allocation framework, which propagates the task information
leveraging the social network to maximize the wide-area cov-
erage. Lu and Zhu [14] proposed a hybrid user recruitment
framework, which divides the recruitment process into two
phases. In the offline phase, it recruits users to propagate task
information in communication and social networks. In the
online phase, it incentivizes users to move to uncovered sub-
areas and fulfil tasks based on subarea clustering. However,
in these two studies, the object is to maximize the coverage
of the whole area, which can be divided into several fine-
grained subareas. The selected seeds and their influenced
users will cover all subareas that they pass even those sub-
areas already covered, which may cause data redundancy.
In this paper, seeds propagate the task information to their
friends only when the task is not completed. Thus, it is prom-
ising to reduce the data redundancy. Peng et al. [28] selected
eligible users for crowdsourcing tasks based on social relation
cognition. Different from this work, we considered the prop-
agation of location-based crowd sensing tasks, which is com-
mon in the real life and agent to be explored.

3. System Model and Problem Formulation

In this section, we present the overview of the crowdsensing
system with limited users and then formulate the problem
of SATA, in which platform selects mobile users to complete
or propagate the information of tasks. Additionally, for the
ease of presentation, we list the notations frequently used in
this paper in Table 1.

3.1. System Model. In this paper, we advocate a mobile crowd
system as shown in Figure 1, which consists of three charac-
ters: service requesters, platform, and mobile users. Their
roles are defined as follows:

(1) Service requesters: when the service requesters want
to know some useful information (e.g., the driver
wants to know the traffic condition of the target road
where he is going to), the requesters specify the
requests as a set of keywords, including the location
and time requests of the task and the quality of sens-
ing data. Then, service requesters upload the sensing
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requests to the platform and expect to get the sensing
data from the platform.

(2) Platform: the major function of the platform is allo-
cating the sensing task to the eligible mobile users
according to their spatiotemporal characteristics
and other capacities that tasks required.

Considering the task sets to be allocated in the platform,
denoted as T = ft1, t2,⋯, tng, where t j is the jth task. Each
task can be characterized by a tuple with three elements:
flocj, timj, Rg, 1 ≤ j ≤ n, where locj is the location of task t j
and tim j is the required time of task t j. To improve the com-
pletion rate of tasks, if the distance between one user and the
task t j is less than R at time timj, the platform regards that
this user can complete the task t j.

(3) Mobile users: mobile users are the main force to com-
plete tasks. After receiving the task information from
the platform, mobile users collect sensing data and
upload it to the platform. In this paper, we define
mobile users from the social aspect. Let G = ðU , EÞ
denote the social network, in which U represents
the set of users U = fu1, u2,⋯, umg and E represents
the relationship among users. For any two users u
and v in U , we regard they are connected if ðu, vÞ ∈
E and can share the task information with each other
with a certain probability.

According to the main roles in the system model, the
social-aware task allocation problem (SATA) in this paper
can be described as follows: the service requesters send the
service requests to the platform and expect to get the service
from the platform. To provide timely service, the platform

launches the task information and selects eligible users to col-
lect sensing data. However, due to the “cold effect,” there are
only a few users available to perform the tasks. Under this cir-
cumstance, the platform selects a part of users as seeds to
complete tasks or propagate the information with the assis-
tance of social networks under the specific rule to ask their
friends for help. The detail of this rule is presented in the next
section. The object of the platform is to maximize the
expected number of completed tasks. It is worthy to note that
if there are multiple seeds propagated the information to the
common friends in the social network, we choose the influ-
ence path with maximum probability.

3.2. Propagation Model. As mentioned above, the SATA
problem is similar to the location aware influence maximiza-
tion problem in the social network, which is aimed at select-
ing a subset from candidate users with a cardinality of k to
maximize the influence spread in the target location under
a certain propagation model. The indicator of influence
spread for selected seeds is usually defined as the number of
influenced users. To simulate the propagation process among
users, we employ the independent cascade (IC) model, which
is widely used in information propagation. In the IC model,
every edge in the social network is associated with a weight
to measure the propagation possibility from one node to his
neighbor. The process of a traditional IC model can be
described as follows:

(1) In the initial stage, all nodes in the social network are
in the inactive state

(2) If a node u is selected as seed, then, it will get a chance
to influence its neighbor nodes, which has not been
selected as seeds

(3) The process continues until selected seed set reaches
to the required cardinality

According to the process of the IC model, the task infor-
mation propagation in our problem can be described as fol-
lows: if the seed cannot complete the task, he should
propagate the task information to his friends with a certain
probability and expect friends can complete the sensing task.
To measure the probability of a nonseed can complete tasks
under the influence of seeds, we define two major factors that
affect task completion.

(1) Geographical performance: when a user can not
complete this task himself, he should propagate the
task to his friends whomight be in the target location.
We adopt the empirical statistical model to measure
the geographical performance of users. The possibil-
ity that a user visits the location locj at the time
timj is modeled by the frequency of visiting in the
location locj at the time timj. Mathematically, it can
be computed as follows:

pos u, jð Þ = nu locj, tim j

� �
∑loc j⊆Lnu locj, tim j

� � , ð1Þ

Table 1: The summary of notation.

Parameters Meanings

G = U , Eð Þ Social network

u, v,w Users in U

u, vð Þ Edge from user u to user v

N uð Þ Neighbor set of user u

S The selected seed set

k Number of selected seeds

L The location set

locj The location of task t j

timj The required time of task t j

R The range of tasks to recruit user

sim u, vð Þ The Jaccard similarity of user u and user v

pos u, jð Þ The geographical performance of user u in the
location locj at time timj

posj u, vð Þ The possibility of user v complete task t j under
influence of user u

Φ Sð Þ Expected number of completed tasks of user set S
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where L is all the location set and nuðlocj, tim jÞ
denotes the check-in times of user u in the location
locj at the time tim j in the historical check-in records.

(2) Social similarity: intuitively, users prefer to share
information with close friends. So the social relation-
ship between two users should be considered in the
process of propagation. In this paper, we adopt Jac-
card coefficient to measure the social similarity of
two users

sim u, vð Þ = N uð Þ ∩N vð Þj j
N uð Þ ∪N vð Þj j , ð2Þ

where NðuÞ is the neighbor set of user u. Larger sim-
ilarity indicates that two users have a closer social
relationship and can share task information with
higher possibility.

By considering the factors of geographical performance
and social similarity, the probability that nonseed v can com-
plete the task t j after influenced by a seed u can be calculated
as follows:

pos j u, vð Þ = pos v, jð Þ ∗ sim u, vð Þ: ð3Þ

Since selected seeds may have some common friends.
During the information propagation, these common friends
are influenced by multiple seeds simultaneously. It is worthy
to note that the possibility that these common friends com-
plete tasks is not simply computed by the utility summation
of selected seeds. Alternatively, we regard a nonseed to com-
plete the task with the probability that influenced by the seed
who has maximum social similarity with him.

3.3. Problem Formulation. According to the definitions
above, we can formulate the problem: given a social network
and a set of tasks, the platform tries to allocate these tasks
with the assistance of social networks. Specially, the platform
selects k users as seeds. These seeds may only satisfy the spa-
tiotemporal requirement of part of tasks. For those tasks that
they cannot complete, they propagate the task information to
their friends according to the rule defined in the last section.

Thus, the possibility of selected users to complete the task
t j can be computed from two perspectives: if u in the location
of t j at the required time, he can complete the task. Other-
wise, u propagates the task information to his friends.
Assume that friends are willing to complete the task after
receiving the propagation from his friends if they are in the
target location. So the completion possibility of a task can
be computed by Equation (3).

For the selected seed set, their utility to a task t j can be
computed as follows: if it exists a seed that can complete
the task t j; the complete possibility is equal to 1. Otherwise,
the selected seeds propagate the task information to their
friends. For the latter case, it is inappropriate to compute
the utility summation of nonseeds influenced by the selected
users. Instead, the completion possibility of a task can be
measured by the possibility that at least one friend can com-
plete under the influence of selected seeds. Thus, the formula
is listed as follows:

p S, t j
� �

=
1, ∃u ∈ S, pos u, jð Þ = 1,

1 −
Y

w∈N uð Þ
1 − pos j u,wð Þ

� �
, others:

8><
>:

ð4Þ

This task allocation problem is aimed at maximizing the
expected number of completed tasks under a limited number
of seeds and propagating task information with the assistance
of social networks. Based on the above definitions, the prob-
lem can be formulated as follows:

max :  〠
n

j=1
p S, t j
� �

s:t:  Sj j = k:

ð5Þ

4. Theoretical Analysis and Algorithm Design

In this section, we first prove that the SATA problem is an
NP-hard problem. Then, we further prove that it is also a
submodular problem. For the ease of presentation, we use
the ΦðSÞ as the expected number of completed tasks of user
set S in the following sections.

Seed selection

Sensing data

Seed selection

Sensing data

Mobile users Platform Service requesters

Service response

Service request

Information propagation
Seed selection

Figure 1: The framework of the MCS system.
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4.1. NP-Hard

Theorem 1. The SATA problem is an NP-hard problem.

Proof. The SATA problem is aimed at selecting k seeds to
maximize the expected number of completed tasks, which
can be transferred into the maximum coverage problem. The
traditional maximum coverage problem can be described as
follows: given a collection set S = fS1, S2,⋯, Smg and a num-
ber k, the object is to find a subset S′ ⊂ S, such that jS′j ≺ k
and the number of covered elements in S is maximized. In
our problem, we can treat the union set of tasks T and users
U as the set S, i.e., S = T ∪U . Because every user can cover
himself, selecting k user to cover the set S is equivalent to cov-
ering the set T . So our problem is a special case of maximum
coverage problem, which is a well-known NP-hard problem.
Thus, SATA is also an NP-hard problem.

4.2. Submodular Problem

Theorem 2. Giving the seed set S, the ΦðSÞ is a submodular
function. More specifically, for two seed sets A and B, A ⊂ B,
a new user u ∈U/B, the following equation holds:

Φ A ∪ uf gð Þ −Φ Að Þ ≥Φ B ∪ uf gð Þ −Φ Bð Þ: ð6Þ

Proof. We prove the theorem from two properties, mono-
tonic property and submodular property. For the sake of sim-
plicity, we discuss the circumstance that jBj − jAj = 1 and
B − A = fu′g.

(1) Monotonic property: since A ⊂ B, so the sensing task
completed by the set A is also completed by the set B.
For those tasks that have not been completed by the
set A, user u′ can complete tasks or propagate these
tasks to his friends. According to the definition of
propagation performance and Equation (4), the fol-
lowing equation holds:

Φ Bð Þ −Φ Að Þ = 〠
n

j=1
P u′

n o
, t j

� �
≥ 0: ð7Þ

Therefore, ΦðSÞ is a nondecreasing function.

(2) Submodular property: Given a new user u, for those
tasks that u can complete, two user sets have the same
increment. So the following equation holds:

Φ B ∪ uf gð Þ −Φ Bð Þð Þ − Φ A ∪ uf gð Þ −Φ Að Þð Þ = 0: ð8Þ

For those tasks that user u cannot complete, u propagates
the task information to his friends. To analyze this situation
elaborately, we divide this situation into three cases:

(1) Case 1: user u is independent to set A and set B; i.e.,
there are no common friends between u and two user
sets. When adding the new user u into the two sets,

both two union sets only increase the performance
of u. So Equation (8) holds.

(2) Case 2: user u has common friends u′ with set B but
no common friends with set A. For the sake of simpli-
fication, we discuss there is only one task t j to be

propagated. Assume that u and u′ have a common
friend v. v completes the t j with the probability of
p1 under the influence of u, and with the probability
of p2 under the influence of u′. The performance that
u′ influences other friends keeps unchanged. How-
ever, the performance that it influences user v should
be recomputed; then we have:

Φ B ∪ uf gð Þ −Φ Bð Þð Þ − Φ A ∪ uf gð Þ −Φ Að Þð Þ
=Φ Bð Þ −Φ u′

� �
+Φ u, u′

� �
−Φ Bð Þ −Φ uð Þ

=Φ u, u′
� �

−Φ u′
� �

−Φ uð Þ
=max p1, p2f g − p2 − p1 < 0:

ð9Þ

(3) Case 3: user u has common friends with sets A and B.
In this case, the possibility of common friends being
influenced changes equally. Equation (8) holds.

By combining Equations (7), (8), and (9), we can con-
clude that ΦðSÞ is a submodular function.

4.3. Algorithm Design. According to the analysis above, we
can extend the native greedy selection algorithm to solve
the SATA problem, which can return at least ð1 − 1/eÞ-
approximation ratio of the optimal result and is widely used
to solve the influencemaximization problem [29]. Algorithm 1
shows the details of the native greedy selection algorithm. It
selects the seed with the maximum margin gain in terms of
the expected number of completed tasks in each round.
Then, the completed tasks should be deleted least reallocated
in the next round. This process continues until the number of
the selected seeds reaches to k.

However, the NGS algorithm has some drawbacks. It
should compute the performance of all candidate users to
all tasks. So the running time of the NGS algorithm increases
with the number of tasks. Different from the influence max-
imization problem, which simply computes the influence
summation of selected users, according to the definition of
the SATA problem, we aim to maximize the expected num-
ber of completed tasks, the most important part of which is
the number of tasks that are actually completed. If a task
can be completed by a seed, we need not to propagate the task
information. Thus, a user who can complete more tasks
should get higher priority than those who complete fewer
tasks and propagate more tasks to friends. The advantage of
this strategy is that after deleting the completed tasks from
the task list, the number of tasks to be allocated in the next
round will decrease, so it can reduce the running time to tra-
verse task list.
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According to the analysis above, we further propose the
FGS algorithm which considers the number of tasks that
seeds can actually complete. In the FGS algorithm, we divide
the selection process into two stages: in the first stage, the
candidate seeds can complete part of sensing tasks. We select
the seed which can complete the maximum number of tasks.
In the second stage, the rest candidate seeds cannot complete
any remaining tasks. In this situation, we change the object
to the propagation utility of seeds to the rest of tasks and
select the seed with maximum propagation margin gain.
Because FGS deletes more completed tasks in the first stage,
there is only part of tasks to be allocated in the second stage,
so it is more efficient. The details of FGS can be shown in
Algorithm 2.

4.4. Complexity Analysis. In this section, we analyze the
time complexity of the proposed algorithms. According to
Algorithm 1 and Algorithm 2, we should traverse the
remaining users in each round and compute their utility
to the remaining tasks. This process continues until the car-
dinality of the selected seed set reaches to k. So the time
complexity of NGS and FGS are OðkmnÞ. It is worthy to
note that FGS has the same time complexity with NGS;
however, FGS deletes more completed tasks in each round
and reduces the running time in the next round. Thus,
FGS is faster than NGS.

5. Evaluation

In this section, we evaluate the performance of our proposed
algorithms. We firstly present the detailed description of
datasets and some basic experiment settings. Secondly, we
introduce the baseline algorithms for evaluation. Finally,
the detailed results of the proposed algorithms and baseline
algorithms are presented and analyzed.

5.1. Datasets. We adopt two widely used real-world datasets,
Brightkite and Gowalla datasets [30], to evaluate the perfor-
mance of the proposed algorithms and baseline algorithms.
These two datasets contain both the mobility trace of users
and the relationships among users.

The Brightkite dataset is a service provider where users
shared their locations by check-in, and the friendship net-

work can be collected using the public API. The dataset con-
sists of 58228 nodes and 214078 edges. There are 4491143
check-in records during Apr. 2008-Oct. 2010. In our simula-
tion experiments, we select the check-in records during Apr.
2008-Mar. 2009 to train the geographical performance of
users and then randomly select the check-in locations on
Apr.1, 2009, as the locations of sensing tasks. The required
time of tasks is also randomly set in this day. The part of tasks
can be shown in Figure 2(a).

Similar to the Brightkite, Gowalla is also a location-based
network that users share their locations by checking in. The
friendship network was collected using their API. There are
196591 nodes and 950327 edges. The dataset collects
6442890 check-in records during Feb. 2009-Oct. 2010. In this
paper, we select the check-in records during Feb. 2009-Jan.
2010 to train the geographical performance of users and then
randomly select locations on Feb.1, 2010, as the locations of
sensing tasks. The required time of tasks is also randomly
set in this day. The part of tasks can be shown in Figure 2(b).

5.2. Baseline Algorithms. To compare the performance of the
proposed algorithms, several baseline methods are designed
as follows:

(1) Propagation-based greedy selection (PGS): this
method selects the seed with the largest propagation
performance iteratively until the number of seeds
reaches the limitation.

(2) Degree-based greedy selection (DGS): this method
simply selects the seeds with the largest degree, which
is aimed at propagating the task information to more
friends.

(3) Random selection (RS): this method randomly selects
k users as seeds to complete and propagate task

Input: G: social network, k: seed set size,
T : task set, U : candidate seeds.
Output: a set of k seeds.
1: S⟵ ϕ, flag = False
2: while jSj < k and flag == False do
3: for u ∈U/S do
4: u⟵ arg max fcomplete numg
5: if max fcomplete numg == 0 then
6: flag = True;
7: break;
8: end if
9: S⟵ S ∪ fug;
10: end for
11: delete the completed tasks from T ;
12: end while
13: if jSj < k then
14: u⟵ arg max fΦðS ∪ fugÞ −ΦðSÞg;
15: S⟵ S ∪ fug;
16: end if
17: return S;

Algorithm 2: Fast greedy selection algorithm (FGS).

Input: G: social network, k: seed set size,
T : task set, U : candidate seeds.

Output: a set of k seeds.
1: S⟵ ϕ;
2: while jSj < k
3: for u ∈U/S do
4: u⟵ arg max fΦðS ∪ fugÞ −ΦðSÞg;
5: S⟵ S ∪ fug;
6: end for
7: delete the completed tasks from T ;
8: end while
9: return S;

Algorithm 1:Native greedy selection algorithm (NGS).
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information. To reduce the error caused by random-
ness, we run the RS algorithm 30 times and compute
the average expected number of completed tasks as
the final result.

In the following simulations, all the experiments are con-
ducted on a PC with 3.10GHz CPU and 16GB memory. We
compare two indicators of algorithms: the expected number
of completed tasks and running time. In terms of efficiency

of algorithms, because the DGS selects the users with top k
degree while the degree of users keeps unchanged in the
whole seed selection process, so target seeds can be easily
selected. For RS, it randomly selects k users as seeds without
any heuristic strategies. Compared to the NGS, PGS, and
FGS, these two algorithms can quickly identify the target
users. It does not make sense to discuss the running time of
these two algorithms. So we only compare the running time
of the NGS, PGS, and FGS.

(a) Part of tasks in Brightkite

(b) Part of tasks in Gowalla

Figure 2: Part of tasks in two datasets.
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5.3. Impact of Number of Seeds. The main objective of the
SATA problem is to maximize the expected number of com-
pleted tasks. To measure the impact of the seed number on
the expected number of completed tasks, the related param-
eters are set as follows: for the Brightkite dataset, we set
m = 100, n = 100, and R = 10 and change the number of seeds
from 20 to 40 with an increment of 5. For the Gowalla dataset,
we set R = 5, while other parameters are the same with those of
the Brightkite dataset. Figures 3 and 4 show the results of our
proposed algorithms and baseline algorithms.

From Figure 3, we can find that with the increment of
seed number, the expected number of completed tasks also

increases. This is reasonable because more seeds can com-
plete or propagate more tasks. NGS outperforms other algo-
rithms while the increment of NGS is smaller than those of
others. Because our task allocation problem is a submodular
problem and has the diminishing return property, which
matches the theoretical result in Theorem 2, FGS firstly
selects the seed user who can actually complete the maximum
number of tasks. However, these seeds may have limited
capacity to propagate the tasks that they cannot actually
complete. So the performance is a little worse than NGS.
PGS just focuses on the seed with the largest propagation per-
formance and ignores the number of actual completed tasks.
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(b) Expected number of completed tasks in Gowalla

Figure 3: Performance comparison on the number of seeds.
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Figure 4: Running time comparison on the number of seeds.
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So it gets worse results. For DGS, it firstly selects a user with
the maximum degree, which is aimed at propagating the task
information to more friends and ignores the number of tasks
that seeds can actually complete. So it gets worse results than
FGS and NGS algorithm. RS selects seeds randomly and does
not consider any heuristic strategy in the process of seed
selection, so it gets the worst results in terms of the expected
number of completed task.

From Figure 4, we can see that the running time of three
algorithms increases with the increment of seed number.
Because selecting more seeds needs more rounds to traverse
the candidate users, PGS consumes the most time among
the three algorithms. The reason is that the seeds selected
by the PGS have the maximum propagation performance.
However, they may only complete a small part of tasks in

each round, leaving most of tasks to be allocated in the next
round. Thus, it needs more time in every round. In contrast,
FGS firstly selects the user who can complete most tasks; with
the increment of seeds, more and more tasks can be com-
pleted. The number of tasks to be allocated is greatly
decreased in the next round. So it is faster than the NGS
and PGS. In summary, for the impact of the number of
selected seeds, it is worthy to note that the expected number
of completed tasks in FGS is slightly worse than that in NGS;
however, the time consumption of FGS is far less than those
of NGS and PGS.

5.4. Impact of Number of Tasks. In this section, we conduct
experiments to illustrate the impact of the number of tasks
on the performance of algorithms. The related parameters
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(a) Expected number of completed tasks in Brightkite
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(b) Expected number of completed tasks in Gowalla

Figure 5: Performance comparison on the number of tasks.
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are set as follows: for the Brightkite dataset, we set m =
100, R = 10, and k = 30 and change the number of tasks
from 100 to 300 with an increment of 50. For the Gowalla
dataset, we set R = 5, while other parameters are the same
with those of the Brightkite dataset. The results of our
proposed algorithms and baseline algorithms are shown
in Figures 5 and 6.

As shown in Figure 5, the expected number of completed
tasks increases with the number of tasks. It indicates that
seeds can complete and propagate more tasks even if the
number of seeds is limited. NGS gets better results compared
with other algorithms, and the difference among them
becomes more and more significant with the increase of
tasks. FGS focuses on the number of actually completed
tasks. Under the limited candidate user resource, the number

of tasks that seeds can complete is also limited; the actual
completion ratio decreases with the increment of the number
of total tasks. In this situation, the seeds selected by FGS have
the weaker capacity to propagate the tasks that they cannot
complete. However, the NGS considers both the number of
tasks that users can complete and the capacity to propagate
the task information that they cannot complete. So it gets bet-
ter results. PGS gets worse results than NGS and FGS in the
Brightkite dataset. For the Gowalla dataset, PGS gets better
results than FGS when the task number is 200 and 250.
DGS selects the user with the maximum degree as seed to
propagate the task, so the growth rate decreases with the
increase of task number.

According to Figure 6, the running time of algorithms
increases with the number of tasks. Because more tasks need
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Figure 6: Running time comparison on the number of tasks.
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more time for seeds to propagate task information, PGS con-
sumes the most time among three algorithms, because PGS
needs to propagate more task information due to the low
completion ratio of selected users in the previous rounds.
In the Brightkite dataset, FGS costs nearly half running time
compared with NGS. In the Gowalla dataset, though FGS
costs less running time than NGS, the advantage in running
time becomes less obvious with the increment of the number
of tasks.

5.5. Impact of R. In this line of simulations, we conduct
experiments to illustrate the impact of parameter R to the
performance of algorithms, where R is the seed recruiting
range for every task. The related parameters are set as follows:
for the Brightkite dataset, we setm = 100, n = 200, and k = 30
and change R from 10 to 50 with an increment of 10. For the

Gowalla dataset, we set k = 10 and change R from 5 to 25 with
an increment of 5. The results of the expected number of
completed tasks and running time are shown in Figures 7
and 8.

From Figure 7, we can see that with the increment of
R, the expected number of completed tasks increases. The
advantage of NGS becomes more and more obvious. The
reason can be listed as follows: on the one hand, seeds
can complete more tasks within the larger range, even
though the number of seeds is limited. On the other hand,
seeds can propagate the task information to more friends
if the geographical range is enlarged. So the expected
number of completed tasks increases with the increment
of R. However, for the Gowalla dataset, PGS gets better
results compared to FGS when R = 5 and R = 10. Because
PGS firstly selects the user with the maximum propagation
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Figure 7: Performance comparison on R.

12 Wireless Communications and Mobile Computing



performance, if the selected user just completed a small
part of tasks, it may get lower result in terms of the
expected number.

According to Figure 8, the running time of three algo-
rithms decreases with the increment of R. This can be
explained that enlarging the range of users to complete tasks,
the number of actually completed tasks increases, seeds
selected by three algorithms can complete more task, and
there is no need to propagate the task information to friends;
thus, the time to propagate the task information decreases.
Furthermore, the efficiency of FGS is prominent with the
increment of R. Compared to the NGS and PGS, the seeds
firstly selected by FGS can complete more tasks. The number
of tasks to be allocated decreases significantly in the next
round, so the running time decreases with the increment of
recruit range.

6. Conclusion

In this paper, we study the social-aware task allocation prob-
lem (SATA) in mobile crowd sensing, which is aimed at
selecting a part of users as seeds to complete or propagate
tasks. Firstly, we illustrate the task information propagation
under the IC model with the consideration of geographical
performance and social similarity factors. Secondly, we prove
that the SATA problem is an NP-hard and submodular prob-
lem. To solve this problem, we devise two greedy-based algo-
rithms (NGS and FGS) to select seeds. NGS selects seeds with
the maximum margin gain in terms of the expected number
of completed tasks. FGS selects seeds which can actually
complete the maximum number of tasks. The experimental
results show that FGS gets slightly worse results than NGS;
however, it greatly reduces the running time.
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Increasingly, more administrators (defenders) are using defense strategies with deception such as honeypots to improve the IoT
network security in response to attacks. Using game theory, the signaling game is leveraged to describe the confrontation
between attacks and defenses. However, the traditional approach focuses only on the defender; the analysis from the attacker
side is ignored. Moreover, insufficient analysis has been conducted on the optimal defense strategy with deception when the
model is established with the signaling game. In our work, the signaling game model is extended to a novel two-way signaling
game model to describe the game from the perspectives of both the defender and the attacker. First, the improved model is
formally defined, and an algorithm is proposed for identifying the refined Bayesian equilibrium. Then, according to the
calculated benefits, optimal strategies choice for both the attacker and the defender in the game are analyzed. Last, a simulation
is conducted to evaluate the performance of the proposed model and to demonstrate that the defense strategy with deception is
optimal for the defender.

1. Introduction

IoT networks and devices are highly vulnerable to sophisti-
cated cyber-attacks. Despite the widespread deployment of
security monitoring tools, which include firewalls and intru-
sion detection systems (IDSs), attackers can infiltrate target
IoT devices by leveraging multiple attack vectors [1].

Recently, honeypot-enabled deceptive security mecha-
nisms were introduced as an emerging proactive cyber
defense strategy for confusing or misleading attackers and
showed significant advantages over traditional security tech-
niques [2]. For attackers, deceptive behaviors of defenders
increase the uncertainty of the target to be compromised
[3]. Attackers must spend additional resources (e.g., time
and money) to deal with the uncertainty via reconnaissance
and to develop situational awareness. In addition, deceptive
behaviors prevent attackers from launching efficient custom
attacks. For example, by collecting an attacker’s information

when he is compromising a target device that is disguised by
honeypots, the defender can use the learned knowledge to
enhance the IoT network security [4]. As a result, deception
by providing seemingly convincing yet misleading informa-
tion to deceive attackers has become a major defense mecha-
nism. With the wide utilization of deception, the security
status of organizations has been substantially improved.
When attackers are following the seven phases of the cyber
kill chain [5] in launching an attack, deception approaches
can be performed effectively in disrupting each stage of the
cyber kill chain, as illustrated in Figure 1.

The contributions of the paper are the following.
(1) A two-way signaling game model based on the signal-

ing game is formally defined to describe the confrontation
from the perspectives of both the defender and the attacker.
(2) With the two-way signaling game model, an algorithm
is defined to identify the refined Bayesian equilibrium in
the game. (3) With the deception strategy introduced, the
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optimal strategies choice for both the attacker and the
defender in the game is analyzed.

2. Related Works

In previous work [6], due to a lack of clarity regarding the
concept of deception, deploying honeypots to detect an
attacker and to obtain information on the attacker’s inten-
tions is the primary deception mode for the defender to
use. For instance, Rowe et al. [7] showed how to decrease
the number of attacks to which a network is subjected by uti-
lizing fake honeypots, namely, by disguising normal systems
as honeypots. Garg and Grosu [8] used a honeynet system to
characterize deception, where defenders may have the choice
to conceal a regular host as a honeypot (or inversely) in
response to the attackers’ probe. Seamus et al. [9] created a
honeypot that simulates a ZigBee gateway to assess the pres-
ence of the ZigBee attack intelligence on a SSH attack vector
in Wireless Sensor Networks (WSNs).

Until recent years, as deception became a powerful tool
for protecting IoT networks and devices against attackers
[10], game theory was introduced into the field of cybersecu-
rity to model the interaction between defender and attacker
and to identify the optimal defense strategies for both players.
Cohen [11] comprehensively discussed deception as a tech-
nique for protecting information systems and concluded that
deception has a positive effect for the defenders and a nega-
tive effect for the attackers. Carroll and Grosu [12] modeled
the way deception affects the attack-defense interactions
based on a game in which the players (defenders and

attackers) have incomplete knowledge of each other. Pawlick
and Zhu [13] extended the signaling game by assuming that
the adversary can obtain evidence of the true state of the sys-
tem, and they concluded that the effectiveness of deceptive
defenders sometimes increases if an adversary develops the
ability to detect deception. Duan et al. [14] proposed an
energy-aware trust derivation scheme using the game
theoretic approach to manage overhead while maintaining
adequate security of WSNs. Fugate and Ferguson [15]
discussed techniques for combining artificial intelligence
algorithms with game theory models to estimate hidden
states of the attacker using feedback through payoffs to learn
how to optimally defend the system using cyber deception.
Additional works are listed in Table 1.

As discussed above, in contrast to the previous focus on
the analysis of the defender, our work will describe the
process from not only the perspective of the defender but also
that of the attacker.

3. An Improved Signaling Game Model

3.1. Analysis of the Novel Attack–And–Defense Signaling
Game. According to [22–24], the information that is released
by the defender actively or the information that is leaked via
defensive behavior passively is an important decision-
making basis for the attacker. Such information is referred
to as the signal that is sent by the defender, and the defense
signal can affect the behavior of the attacker by changing
the benefits to both the attacker and the defender. Further-
more, we believe that the information that is released by the
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Figure 1: Deception focus on each stage of the cyber kill chain.
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attacker and observed by the defender will also affect the
defense decision and change the final attack-and-defense
benefits. We construct an attack-and-defense behavior inter-
action model with incomplete information. According to sig-
naling game theory, we analyze the dynamic game process
and the signal mechanism from the perspectives of both
attack and defense, and we investigate the influence of
defense signals on the game equilibrium and strategy choice
for both the attacker and the defender. We describe this
process as a novel attack-and-defense signaling game that is
defined as a two-way signaling game model, as illustrated in
Figure 2.

The defender is defined as the leader of the signaling
game, and the attacker is the follower when analyzing the for-
ward signal transmission. The roles of the attacker and the
defender will be exchanged when analyzing the reverse signal
transmission. By constructing the attack–and–defense game
process in both the forward and reverse directions, the influ-
ences of two examples on the defense strategy are analyzed:
(1) in the forward phase, ① a defender mixes a defensive
strategy with a (or no) deception strategy to deter, deceive,
and induce the attacker and sends a defensive signal; ② the
attacker forms an initial belief regarding the defender type
by collecting reconnaissance information in advance and
public information from the defender. The attack strategy is
selected according to the calculation of the Bayesian posterior

probability for the defender type; and③ the defender selects
the optimal defense strategy for implementing security
defense. (2) In the reverse phase, ① the attacker sends an
attack signal while attacking; ② the defender forms a belief
regarding the attacker. Under the action of the attack signal,
the defender calculates the Bayesian posterior probability of
the attacker type and corrects the defense strategy accord-
ingly; and ③ the attacker corrects the current optimal attack
strategy.

For convenience, we analyze the forward signaling game
process and the reverse process separately; however, logically,
these two processes are conducted simultaneously. There-
fore, the strategy choice that is made by the defender is simul-
taneously affected by these two processes.

3.2. Formal Definition of the Two-Way Signaling
Game Model

Definition 1. The two-way signaling game model for defense
strategy selection with deception GDS can be represented by a
nine-tuple GDS = ðN ,Θ,M, S, PA, PA ′, PD, PD ′,UÞ, in which

① N = ðND,NAÞ denotes the player set for a two-play
game, where ND denotes the set for the defender and NA
the set for the attacker.

② Θ = ðΘD,ΘAÞ denotes the type set for the defender
and the attacker. The type of defender ΘD = ðθiji = 1, 2,⋯nÞ

Table 1: Research on modeling deception defense by game theory.

Author Focus of the study

Çeker et al. [16]
Modeled with a similar approach that uses game theory and provides the option of disguising a real system as a

honeypot (or vice versa) to mitigate denial of service (DoS) attacks

Hichem et al. [17]
Proposed a game theoretic technique to activate anomaly detection technique only when a new attack’s signature is

expected to occur

Aaron et al. [18]
To increase the uncertainty of adversarial reconnaissance and introduced a novel game theoretic model of deceptive

interactions between a defender and a cyber-attacker into responses to network scans or reconnaissance

Somdip [19]
Proposed a methodology in which game theory can be used to model the activity of stakeholders in the networks to
detect anomalies such as collusion by using a supervised machine learning algorithm and algorithmic game theory

Pawlick and Zhu [20] Investigated a model of signaling games in which the receiver can detect deception with a specified probability

Kun et al. [21]
Employed Nash equilibrium in the noncooperative game model and analyzes its efficiency in vehicular ad hoc

networks

Defender Attacker

Sender Receiver

Type 𝜃

Type 𝜂

Signal md

Signal ma

Action a

Action d

Receiver Sender

Figure 2: In a two-way signaling game model, the forward direction is defined as the defender sending a signal md to the attacker, who will
infer the type of the defender θ and choose the action a; the reverse direction is defined as the attacker sending a signalma to the defender, who
will infer the type η of the attacker and choose the action d.
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is the private information, which determined by the defensive
action that is taken; the type of attackerΘA = ðηjjj = 1, 2,⋯nÞ
is the private information of the attacker, which is deter-
mined by the attack action that is taken.

③M = ðMD,MAÞ denotes the signal set for the defender
and the attacker.MD = ðmdj d = 1, 2,⋯ÞMD ≠∅ denotes that
the defender selects and releases the signal according to the
set signal release mechanism. For ease of representation, the
signal name is consistent with the defender type name. The
defense signal and the defender type are not necessarily con-
sistent due to the objective of deceiving and inducing the
attacker. Similarly,MA = ðmaj a = 1, 2,⋯ÞMA ≠∅ denotes
the attack signal that is sent by the attacker, and the signal
name is the same as the attacker type name.

④ S = ðD, AÞ denotes the strategy set for the defender and
the attacker, where D = fdgjg = 1, 2,⋯g and A = fahjh = 1,
2,⋯g denote the defense strategy and the attack strategy,
respectively.

⑤ PA is the belief set of the attacker on the type of
defender, wherePA = ðpAðθ1Þ, pAðθ2Þ,⋯,pAðθnÞÞ = ðγ1,⋯,γnÞ
.

⑥ PA ′ is the posterior probability set of the attacker on
the type of defender, where, PA ′ = PA ′ðθi ∣mdÞ = ðμ1,⋯,μnÞ
denotes the posterior probability of the type of defender,
which follows the Bayesian rule, after the attacker observes
the defensive signal md .

⑦ PD is the belief set of the defender on the type of
attacker, where PD = ðpDðη1Þ, pDðη2Þ,⋯,pDðηnÞÞ = ðσ1,⋯,σnÞ.

⑧ PD ′ is the posterior probability set of the defender on
the type of attacker, where PD ′ = PD ′ðηi ∣maÞ = ðδ1,⋯,δnÞ
denotes the posterior probability of the type of attacker,
which follows the Bayesian rule, after the defender observes
the defensive signal ma.

⑨ U = ðUD,UAÞ denotes the expected utility set of the
defender and the attacker, whose value is determined by the
strategies that are chosen by all players. The corresponding
utility functions will be discussed in the next section.

3.3. Refined Bayesian Equilibrium Solution and the Optimal
Defense Strategy Choice. According to Definition 1, this sec-
tion extends the refined Bayesian equilibrium to the two-
way signaling game model based on the definition of the
refined Bayesian equilibrium [25] and proposes a refined
Bayesian equilibrium algorithm for the two-way signaling
game. Instances in the forward direction and in the reverse
direction for the two-way signaling game model were con-
structed to show the details.

Definition 2. The equilibrium in a two-way signaling game
model for defense strategy choice with deception is a refined
Bayesian equilibrium if the following requirements are
satisfied:

(I) a∗ðmÞ ∈ argmax
a

∑θPA ′ðθ ∣mÞU2ðm, a, θÞ:

(II) m∗ðθÞ ∈ argmax
m

U1ðm, a∗ðmÞ, θÞ:

(III) P′ðθ ∣mÞ is the posterior probability that is calcu-
lated by the signal receiver according to the Bayes-
ian rule based on the prior probability PðθÞ, signal
m, and the signal sender’s optimal strategy m∗ðθÞ.

In (I), a∗ðmÞ denotes the optimal action that is adopted
by the signal receiver after obtaining the posterior probability
P′ðθ ∣mÞ of the type to which the signal sender belongs; U2
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Figure 4: In the signaling game tree GDSðRÞ for the reverse
direction, nature assigns type ηH with probability pAðηHÞ and type
ηL with pAðηLÞ. The attacker can send either signal mA (signaling
that the attacker is of typeηH) or mP (signaling that the defender
is of type ηL). The defender will revise her judgement on the
type of the attacker by selecting fSNH , SNL g if observing signal mA
and fDN

H ,DN
L g if observing signal mP as the posterior probability

for the type of the attacker fηH , ηLg. uijdenotes eight outcomes,
where each outcome results in the corresponding payoff.
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∗Þ according to the
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indicates that the attacker responds with action a∗ðah,mdÞ, which
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attacker calculated PA′ðθ ∣mdÞ as the posterior probability for the
type of the defender, which is denoted as PA′ ; and the existence of
a refined Bayesian equilibrium is abbreviated as EQ = ðmd

∗ðθÞ, a∗
ðmdÞ, PA′Þ.
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ðm, a, θÞ denotes the utility function of the signal receiver,
which is the expected utility function of attacker UDðmj, dg,
ah, θiÞ in the forward direction and the expected utility func-
tion of the defenderUDðmj, dg, ah, θiÞ in the reverse direction;
and θ ∈Θ = ðΘD,ΘAÞ denotes the type set for the defender
and the attacker, where θ ∈ΘD = ðθiji = 1, 2,⋯nÞ in the for-
ward direction and θ ∈ΘA = ðηjjj = 1, 2,⋯nÞ in the reverse
direction.

In (II),m∗ðθÞ denotes the optimal strategy that is selected
by the signal sender after predicting the optimal action a∗ðmÞ
of the signal receiver; U1ðm, a∗ðmÞ, θÞ denotes the utility
function of the signal sender, which is UDðmj, dg, ah, θiÞ in
the forward direction, and UAðmj, dg, ah, θiÞ in the reverse
direction.

In (III), P′ðθ ∣mÞ indicates the posterior probability
calculated by signal receiver according to the signal sent by
the signal sender followed by the Bayesian rule, which is PA ′
in the forward direction andPB ′ in the reverse direction.

3.4. Method of Refined Bayesian Equilibrium in the Two-Way
Signaling Game Model. The steps are as follows:

(1) Construct the posterior inference Pðθ ∣mÞ of various
information sets on the signaling game tree

(2) Calculate the optimal strategy for the signal receiver
according to the posterior inference

When observing the signalm ∈M, the signal receiver will
choose optimal strategy a∗ðmÞ according toPðθ ∣mÞ for the
type θ of the sender to maximize the expected utility U2,
namely, the signal receiver will identify his optimal strategy
a∗ðmÞ by calculatingmax∑pðθ ∣mÞU2ðmðθÞ, a, θÞ.

(3) Calculate the optimal strategy for the signal sender
according to the posterior inference

The signal sender foresees that the signal receiver will
select the optimal strategy based on observations of the signal
that is released by him and chooses the strategy that
maximizes the expected utility U1, namely, the signal sender
identifies his optimal strategy m∗ðθÞ based on the posterior
inference by calculating max U1ðm, a∗ðmÞ, θÞ.

(4) Calculate the refined Bayesian equilibrium

Input: ModelGDS, Signal direction parameter w
Output: Optimal strategy for the defender
BEGIN
if (w =1)//forward-direction signalling game
{Initialize (θ ∈ΘD = ðθiji = 1, 2,⋯nÞ);

//Initialize the type of the defender
Initialize (MD = ðmdj d = 1, 2,⋯Þ,P = PA = ðpðθ1Þ,⋯,pðθnÞÞ);
//Initialize the signal of the defender and the belief of the defender regarding the attacker

}
If (w =0)//reverse-direction signalling game
{Initialize (θ ∈ΘA = ðηjjj = 1, 2,⋯nÞ);

//Initialize the type of the attacker
Initialize (MA = ðmaj a = 1, 2,⋯Þ
P = PD = ðpDðη1Þ, pDðη2Þ,⋯,pDðηnÞÞ);
//Initialize the signal of the attacker and the belief of the attacker regarding the defender

}
Initialize (S = ðD, AÞ,D = fd1,⋯,dgg,A = fa1,⋯,ahg);
//Initialize the strategies for both players
while (ah ∈ A&&mj ∈M&&dg ∈D)//Calculate the utility
{UAðmj, dg, ah, θiÞ =∑g,hCscðdg, ahÞ − Ca;
UDðmj, dg, ah, θiÞ =∑g,hCscðdg, ahÞ − Cd − Cds;
}
//Obtain the refined Bayesian Equilibrium
a∗ðmÞ ∈ arg max

a∈A
∑P′ðθ ∣mÞUAðm∗ðθÞ, a, θÞ;

m∗ðθÞ ∈ arg max
m∈M

UDðm, a∗ðmÞ, d∗ðm∗Þ, θÞ;
//Calculate the optimal strategy for attack and defence
Bayesian (PA′ðθÞ);
//Calculate the posterior probability and apply the Bayesian rule
for the defender
Create ðm∗ðθÞ, a∗ðmÞ, PA′ðθÞÞ; //Construct the refined Bayesian equilibrium
Sort (m∗ðθÞ);//descending
Output (m∗ðθÞ);//output the optimal strategy for the defender
End

Algorithm 1: Optimal strategy choice algorithm description based on a two-way signaling game model.
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Calculate P′ðθÞ via the Bayesian rule according to a∗ðmÞ
from (2), m∗ðθÞ from (3), and the belief P. If P′ðθÞ and
Pðθ ∣mÞ are not in conflict, then the refined Bayesian
equilibrium solution is EQ = ðm∗ðθÞ, a∗ðmÞ, P′ðθ ∣mÞÞ.

The following two instances of the forward direction
and the reverse direction of the signaling game demon-
strate the process above. The defender type is denoted as
ΘD = ðθN , θHÞ = ðNormal sys,Honeypot sysÞ, and the signal
corresponds to the defender type, namely, MD = ðmN ,mHÞ
= ðNomlSysSig,HonSysSigÞ. In addition, the defensive
strategy set isD = fdgjg = 1, 2,⋯g, and the utility function
is UDðmj, dg, ah, θiÞ; the attacker type is denoted as ΘA =
ðηH , ηLÞ = ðAdvAttacker, PrimAttackerÞ, with the attack
strategy A = fahjh = 1, 2,⋯g, and the utility function is
UAðmj, dg, ah, θiÞ.

3.5. Refined Bayesian Equilibrium Solution Method for the
Forward Signaling Game. A game of incomplete information
can be transformed into a game of imperfect information by
adding a hypothetical player, namely, nature (denoted by C
here), and by conditioning the payoffs on Nature’s unknown
moves. The nature player moves first by randomly choosing
the defender type with the prior probability distribution over
all defender types. In the forward direction, nature assigns
type θN with probability pDðθNÞ and type θH with pDðθHÞ.
Once the defender has learned her type, she decides what sig-
nal or message to send to the attacker. The signal provides
indirect information for the attacker about the defender type.
In our example, the defender can send either signal mN (sig-
naling that the defender type is θN) ormH (signaling that the
defender type is θH). The defender can send signal mH , even
in the case that her real type is θN , or send signalmN , even in
the case that her real type is θH . The attacker revises his
judgement on the defender type and takes action fOP

N ,OP
Hg

if observing signal mNand action fWP
N ,WP

Hg if observing
the signal mH , as the posterior probability for the defender

type fθN , θHg. In the game tree, aij indicates eight outcomes,
which results in a corresponding payoff. The forward signal-
ing game tree GDSðFÞ is presented in Figure 3.

3.6. Refined Bayesian Equilibrium Solution Method for the
Reverse Signaling Game. Nature moves first by randomly
choosing the attacker type with the prior probability distribu-
tion over the attacker types. The reverse signaling game tree
GDSðRÞ is presented in detail in Figure 4.

Table 2: Attack strategy description.

No. Basic attack option
Attack strategy
A1 A2

a1 Remote buffer overflow √ √
a2 homepage attack √
a3 LPC to LSASS process √ √
a4 Apache chunk overflow √
a5 Steal account and crack it √
a6 Oracle TNS listener √

Table 3: Defense strategy description.

No. Basic defense option
Defense strategy
D1 D2

d1 Honey file √ √
d2 Honey account √ √
d3 Using honeycomb √
d4 Uninstall delete Trojan √
d5 Limit access to MDSYS √
d6 Web app honeypot √

Internet

IDS Firewall

Defender

Attacker

Normal
system

Honeypot
system

Honeypot
as a service host

Honeypot
as a system in

computer

Figure 5: Game scenario with deception, which considers two decision makers, namely, a defender and an attacker. The defender deploys a
honeypot in the IoT network as either a system or a service host. In the specified scenario, the forward and reverse transmissions occur
simultaneously. The sequences of moves, type sets, and action sets follow the modeling elements that were discussed in the previous
section. The incomplete information comes from the attacker’s uncertainty regarding the type of the system.
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According to the definition, m∗ =ma
∗ða∗, ηÞ =ma

∗ðηÞ
indicates that attacker η sends signal ma

∗ and chooses strat-
egy a∗ðma

∗Þ according to the signal, which is denoted as
ma

∗ðηÞ; a∗ = a∗ðdg,maÞ = a∗ðmaÞ indicates the defender’s
responding action a∗ðdg,maÞ, which is denoted as a∗ðmaÞ;
P′ = PD′ ðη ∣maÞ = PD′ indicates that the defender calculated
PD′ ðη ∣maÞ as the posterior probability for the attacker type,
which is denoted as PD′ ; and the existence of a refined Bayes-
ian equilibrium is denoted as EQ = ðma

∗ðηÞ, a∗ðmaÞ, PD′ Þ.
Based on the two examples above and the algorithm in
[26], the optimal strategy selection algorithm for the two-
way signaling game model is presented as Algorithm 1.

4. Simulation Results and Analysis

4.1. Simulation Environment. To evaluate the proposed
attack-and-defense signaling game model and the algorithm
for optimal strategy selection, we construct the simulation
environment illustrated in Figure 5.

4.2. Calculating the Utility. According to Richard [27],
common vulnerability [28] and the database of attack-and-
defense behaviors from MIT [29], attack strategies that are
composed of basic options are listed in Table 2.

Common defense strategies with deception that are com-
posed of basic operations are described in Table 3.

For selecting the optimal strategy more scientifically
and intuitively, the most basic approach is to quantify
the utilities of the strategies that are selected by the
defender and the attacker. In this paper, we utilize the
scheme that was proposed by Zhang and Li [30] to calcu-
late the expected utility functions of the defenders and the
attackers as follows:

UA mj, dg, ah, θ
� �

=〠
g,h

Csc dg, ah
� �

− Ca, ð1Þ

UD mj, dg, ah, θi
� �

=〠
g,h

Csc dg, ah
� �

− Cd − Cds: ð2Þ

The notations that are used in equations (1) and (2)
are described in Table 4.

For the defender type {θN , θH}, the defense strategy is
assumed to be D1fd1, d2g or D2fd5 d6g, and for the attacker
type {ηH , ηL}, the attack strategy is A1 = fa1, a2g or A2 =
fa4, a6g. Based on historical data and experience,

Ca = fCA1
, CA2

g = f590, 320g, Cd = fCD1
, CD2

g = f360,
285g, and Cds = fCD1

, CD2
g = f20, 10g.

Table 4: Notation descriptions.

Notation Description

UA mj, dg, ah, θi
� �

Expected utility function of the attacker

UD mj, dg, ah, θi
� �

Expected utility function of the defender

Ca: cost of attack Cost of the attacker using various attack measures

Cd : cost of defense Cost of the defender using various defense measures

Csc dg, ah
� �

: cost of system
compromised

System loss cost function with the defensive strategy dgand the attack strategy ahas parameters, which
indicates the loss to the defender’s system when it is compromised, namely, the benefit to the attacker of

successfully compromising the system

Cds: cost of deception signal
Cost of a signal using deception, namely, the cost that is incurred by the defender in sending a spoofing

signal that does not match its type to deceive the attacker

C
Normal
system

Honeypot
system

0.6 0.4
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P OH
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P WH

P
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1560
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1120
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2290
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1610
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1830
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mH
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A1 A1
A2 A2
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Figure 6: Forward signaling game tree with the calculated utilities.

C
Advanced
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Primary
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0.4 0.6
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N DL

N
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1750
1280

1190
1760

1090
1260
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980
1450

mA
mAmP
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D2D1

D1 D1 D1

D2 D2
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Figure 7: Reverse signaling game tree with the calculated utilities.
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To calculate the utility of the forward-direction signaling
game, we set

pD θNð Þ = 0:6,
pD θHð Þ = 0:4,
OP
N +OP

H = 1,
WP

N +WP
H = 1:

ð3Þ

All the utilities that are specified in Figures 6 and 7 were
calculated via equations (1) and (2).

The posterior inferences can be constructed on various
sets of information. Via Algorithm 1, we obtain possible
equilibria in the forward direction, as presented in Table 5.

To calculate the utility of the reverse-direction signaling
game, we set pAðηHÞ = 0:4, pAðηLÞ = 0:6, SNH + SNL = 1, and
DN
H +DN

L = 1.
The posterior inferences that can be constructed on the

two sets of information are PD′ ðηH ∣mAÞ = 0:46 and PD′ ðηL ∣
mPÞ = 0:65. Via Algorithm 1, we obtain the possible equilib-
ria in the reverse direction, which are presented in Table 6.

The algorithm proposed, and the game simulated in the
paper is compared with other approaches in Table 7. We
have analyzed both directions of signal transmission in a
dynamic incomplete information game, which is more in line

with the actual attack-and-defense scenario, and the results
can guide the defense decision much more precisely.

4.3. Result Analysis. By implementing the simulation above,
we obtain the following results:

(1) In the forward-signaling game model, if ðPA′ðθN ∣mdÞ,
PA′ðθH ∣mdÞÞ and ðSNH ,DN

HÞ do not conflict, the
refined Bayesian equilibrium is a pooling equilib-
rium. Hence, the defender chooses a honey system
and releases the honey system signal, which deceives
the attacker, thereby influencing the attacker’s judge-
ment on the defender type and on the choice of attack
strategy. Thus, the defender uses the signal to demon-
strate a capability that exceeds the actual capability,
thereby reducing the likelihood of suffering a loss

(2) In the reverse-signaling game model, the attacker
moves first. He can be of type ηH and send signal
mA (presenting himself as an advanced attacker) or
mP(pretending to be the primary attacker). He can
also be of type ηL and send the signal mP (presenting
himself as the primary attacker) ormA (pretending to
be an advanced attacker). According to Table 6, the
refined Bayesian equilibrium is realized when the
advanced attacker pretends to be the primary
attacker and the defender chooses strategy D1with
the deception technique. The advanced attacker

Table 5: Possible equilibria in the forward direction.

Condition Equilibrium Type of equilibrium

OP
N > PA′ θN ∣mNð Þ,WP

N > PA′ θH ∣mHð Þ EQ = mH , mHð Þ→ A1, A1ð Þ,OP
N = 0:7,WP

N = 0:5
� �

Pooling equilibrium

OP
N > PA′ θN ∣mNð Þ,WP

N < PA′ θH ∣mHð Þ EQ = mH , mHð Þ→ A1, A2ð Þ,OP
N = 0:7,WP

N = 0:5
� �

Pooling equilibrium

OP
N < PA′ θN ∣mNð Þ,WP

N > PA′ θH ∣mHð Þ EQ = mH , mNð Þ→ A2, A1ð Þ,OP
N = 1,WP

N = 0
� �

Separating equilibrium

OP
N < PA′ θN ∣mNð Þ,WP

N > PA′ θH ∣mHð Þ EQ = mN , mNð Þ→ A2, A2ð Þ,OP
N = 0:7,WP

N = 0:5
� �

Separating equilibrium

Table 6: Possible equilibria in the reverse direction.

Condition Equilibrium Type of equilibrium

SNH > PD′ ηN ∣mAð Þ,DN
H > PD′ ηL ∣mPð Þ EQ = mA,mAð Þ→ D1,D1ð Þ, SNH = 0:4,DN

H = 0:7
� �

Pooling equilibrium

SNH > PD′ ηN ∣mAð Þ,DN
H < PD′ ηL ∣mPð Þ EQ = mp,mA

� �
→ D1,D2ð Þ, SNH = 0:4,DN

H = 0:7
� �

Pooling equilibrium

SNH < PD′ ηN ∣mAð Þ,DN
H > PD′ ηL ∣mPð Þ EQ = mA,mPð Þ→ D2,D1ð Þ, SNH = 0,DN

H = 1
� �

Separating equilibrium

SNH < PD′ ηN ∣mAð Þ,DN
H < PD′ ηL ∣mPð Þ EQ = mP ,mPð Þ→ D2,D2ð Þ, SNH = 0:4,DN

H = 0:7
� �

Pooling equilibrium

Table 7: Comparison of approaches in terms of static or dynamic type, complete information or incomplete information, and signal
direction.

Author Type of game Number of players Signal direction

Wang et al. [31] Complete information static N Single

Lin et al. [32] Incomplete information static 3 Single

Zhang et al. [33] Incomplete information dynamic 3 Single

Zhu et al. [34] Incomplete information dynamic N Single

Our work Incomplete information dynamic N Two-way
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deliberately presents weak attack capabilities so that
the defender will reduce the level of defense. How-
ever, the choice of the deception defense strategy by
the defender can be used to increase the defense
utility

(3) From the perspective of utility for both the defender
and the attacker in a two-way signaling game, regard-
less of whether the attacker’s ability is low or high, the
choice of the deception defense strategy would
increase the payoff of the defender compared with
the normal system without deception. The defense
strategy with deception is the optimal strategy for
the defender. Therefore, the defender would choose
the deceptive strategy, namely, the normal system
would be disguised as a honeypot

5. Conclusions

We model the confrontation between a defender and an
attacker by utilizing signaling game theory. Additionally, we
propose the concept of a two-way signaling game and pro-
pose an algorithm for identifying optimal defense strategies.
Finally, we conduct an extensive simulation analysis to eval-
uate the performance of the proposed approaches by fortify-
ing the attack-and-defense confrontation in a two-way signal
releasing mechanism and calculating the utilities for both
sides.

This paper mainly proposes a proactive defense mecha-
nism that utilizes signal selection and release methods and
does not consider other defense mechanisms. There are sev-
eral limitations in our methods, one is that the expected util-
ity functions used in equations (1) and (2) could not be
extended to multistage games, and another is that the exam-
ple shown in the simulation part did not consider the syn-
chronous affect between the attacker and the defender
during the game, both of which will be studied in the future
work. However, the proposed two-way signaling game model
is of substantial importance for subsequent research in the
IoT network security. For example, with the method
proposed, the defender of the IoT network could infer the
optimal strategy of the attacker and take action such as
improving the protection level in advance to defense attacks.
In the future, we will integrate the analysis via mathematical
description, implement the attack-and-defense model for
multiple stage games, and explore the security defense
decision-making method in IoT networks.
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The Internet of Things (IoT) is rapidly spreading in various application scenarios through its salient features in ubiquitous device
connections, ranging from agriculture and industry to transportation and other fields. As the increasing spread of IoT applications,
IoT security is gradually becoming one of the most significant issues to guard IoT devices against various cybersecurity threats.
Usually, IoT devices are the main components responsible for sensing, computing, and transmitting; in this case, how to
efficiently protect the IoT device itself away from cyber attacks, like malware, virus, and worm, becomes the vital point in IoT
security. This paper presents a brand new architecture of intrusion detection system (IDS) for IoT devices, which is designed to
identify device- or host-oriented attacks in a lightweight manner in consideration of limited computation resources on IoT
devices. To this end, in this paper, we propose a stacking model to couple the Extreme Gradient Boosting (XGBoost) model and
the Long Short-Term Memory (LSTM) model together for the abnormal state analysis on the IoT devices. More specifically, we
adopt the system call sequence as the indicators of abnormal behaviors. The collected system call sequences are firstly processed
by the famous n-gram model, which is a common method used for host-based intrusion detections. Then, the proposed stacking
model is used to identify abnormal behaviors hidden in the system call sequences. To evaluate the performance of the proposed
model, we establish a real-setting IP camera system and place several typical IoT attacks on the victim IP camera. Extensive
experimental evaluations show that the stacking model has outperformed other existing anomaly detection solutions, and we are
able to achieve a 0.983 AUC score in real-world data. Numerical testing demonstrates that the XGBoost-LSTM stacking model
has excellent performance, stability, and the ability of generalization.

1. Introduction

As the commercial 5G rolls out, innumerable studies [1–3] pre-
dict that a bump from 5G technology will spur IoT innovations
to be an integral part of our economy and lifestyle [4], by virtue
of its technical advantages in greater transmission speed, lower
latency, and a greater number of device connections [5]. In
such an exciting 5G era, the full potential of IoT will burst
out in the way of Industrial IoT (IIoT) [6], Internet of Medical
Things (IoMT) [7], and so on, by planting various sensors into
cars, IP cameras, actuators, cardiac pacemaker, and insulin
pumps. Gartner, Inc. reported that about 8.4 billion IoT end-
points were deployed in 2017 and will reach 20.4 billion by

2020 [8]. By connecting objects, IoT is bringing tremendous
changes to the world, from significant productivity improve-
ment, accurate predictive analysis, and rapid response to the
innovation of business models.

Yet, along with all kinds of benefits brought by IoT, it also
represents a growing attack surface and exposes its operators,
managers, and customers to high-profile cyber threats [9],
which are frequently inducing shocking IoT security breach
incidents. Kaspersky said that the number of IoT attacks in
the first half of 2019 is 9 times more than that in the same
period of 2018 [10]. In such attacks, IoT devices, especially
those exposed directly on the Internet, like IP cameras,
Wi-Fi routers, and smart home facilities, are always the
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principal victims. According to the latest released report by
Palo Alto Networks [11], 57% of IoT devices are vulnerable
to medium- or high-severity attacks, making IoT the low-
hanging fruit of attackers. For example, the most notorious
malware targeting IoT devices, Mirai, was first found in
August 2016, which launched historically distributed denial-
of-service (DDoS) attacks globally in 2016 by compromising
IoT devices with weak passwords towards a large-scale IoT
botnet. Since Mirai’s source code was published online [12],
variants of Mirai with customized functionalities, as well as
new exploits, keep evolving to be a continuing threat [13].

We can see that, in almost every IoT security incidents,
the fragile IoT terminal devices are always the Achilles’ heel
suffering from unencrypted traffics, outdated software, and
neglected security designs. Therefore, the security issues of
IoT endpoints, in terms of exploits, password guessing, IoT
worms, and so on, should be one of the top considerations
in the IoT threat landscape. How to secure massively
deployed IoT devices should be the primary question to be
answered by cybersecurity researchers.

To protect IoT endpoint devices against all kinds of
orchestrated attacks, researchers from both academia and
industry designed a large number of mechanisms in recent
years. In this paper, we propose an abnormal state detection
framework to indicate ongoing exploit-compromised or
malware-infected attack behaviors happening on IoT devices,
thereby identifying those eccentric endpoints. The basic idea
of our framework is on the assumption that an IoT device’s
behaviors are commonly predictive, repetitive, and periodic
in statistics [14]. If attacks occur, the compromised IoT
devices are prone to showing some unusual behaviors in dif-
ferent manners, like unexpected traffics and strange device
actions. Based on this idea, we focus on abnormal behaviors
of embedded operating systems to identify malicious IoT
device attacks and leverage the statistical analysis of system
calls to indicate abnormal system behaviors from device
attacks. To this end, we firstly set up an abnormal system call
dataset captured in different attack scenarios. Then, to
achieve more accurate results of attack indications, we then
develop a fusion model for system call sequence analysis by
coupling a machine learning model (XGBoost) and a deep
learning model (LSTM neural network) together using stack-
ing theory. Our experimental results demonstrate that the
system call trace is a good indicator to identify abnormal
behaviors from normal behaviors, and the performance of
our anomaly detection framework exceeds the other excellent
machine learning models.

From the above, we describe our contributions in this
paper as follows:

(1) We choose system call as the indicators and deploy
several types of attacks to collect normal behaviors
and abnormal behaviors in IoT devices

(2) We propose an anomaly detection framework and
design a fusion model using the stacking method.
As for the base models, we select the XGBoost
algorithm and LSTM neural network. Moreover, the
metamodel is the logistic regression model

(3) We evaluate the performance of our anomaly detec-
tion framework, and the results show that it is valid
and stable; moreover, it has good generalization

The following paper is organized as follows. Section 2
introduces related works regarding the intrusion detection
of IoT devices. Section 3 illustrates the proposed anomaly-
based intrusion detection framework, as well as methods
designed for data processing and analysis. In Section 4, we
detail the experiment setup and discuss the experimental
results. Section 5 concludes our works in this paper.

2. Related Works

As a classical cybersecurity research area, anomaly detection-
based intrusion detection system designs keep evolving with
fruitful literatures. In general, according to the information
used for analysis and employed techniques for the decision-
making of deviation away from normal behavior, the intru-
sion detection can be divided into five groups [15], that is,
statistical methods, rule-based methods, distance-based
methods, profiling methods, and model-based approaches.
In these years, IoT device-oriented IDS is becoming the
new hot topic in the classical area. With the rapid advance
of artificial intelligence (AI) technologies, we can see an obvi-
ous trend; more and more IoT device-oriented IDS mecha-
nisms are established on various AI models to achieve
efficient feature extraction and accurate behavior patterns.
Although many mechanisms turn to AI models, there also
exist many differences between them, which mainly originate
from data types used for anomaly indication and models
used for data analysis.

[16] developed a model for intrusion detection in IoT
microservices by using clustering models like K-means and
BIRCH, based on the traffic dataset captured from 4 different
emulated IoT sites. Similar to captured network traffics in
[16, 17] adopted a deep learning model, named the Dense
Random Neural Network, to detect security breaches in a
smart home application scenario. In [18], the authors pro-
posed a host-based intrusion detection system on the basis
of a machine learning approach. In their designs, the
immunity-inspired algorithms are involved to distinguish
whether the current behavior patterns are matching with
desired ones; if not, it means that the attack is happening.
Also, for the smart home IoT scenario, [19] implemented a
supervised intrusion detection system. For the sake of perfor-
mance evaluations of the implemented system, the authors
deployed 12 attacks, which belong to 4 threat types, including
denial of service (DoS) attack, man-in-the-middle (MITM)/-
spoofing attack, reconnaissance attack, and replay attack.

Despite the fact that AI-based IoT IDS schemes are the
dominant techniques, there is also a lot of work to do towards
efficient and accurate anomaly detection on IoT endpoints.
In existing literatures, network traffic data is the commonly
used indicators to identify device attacks, since it is easy to
be collected. Therefore, they are actually the so-called
network-based IDS, not the host-based IDS [20]. However,
in the real-setting IoT IDS scenarios, the salient features of
IoT devices on massive proprietary protocols, uninterrupted
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running, and sometimes encrypted traffics will significantly
deteriorate the network-based IDS. Thus, the host-based
IDS framework, as proposed in this paper, is indispensable
for IoT security.

3. System Framework and Scheme Design

In this section, we firstly introduce the outline of the pro-
posed anomaly-based intrusion detection framework, includ-
ing explanations of the main building blocks. Then, we
illustrate critical approach design used in data processing
and model analysis.

3.1. Methodology Outline. As presented above, this work is
aimed at proposing an anomaly-based intrusion detection
framework to identify ongoing attacks on IoT devices. To
achieve this objective, we leverage system call sequences as
the anomaly indicator to capture malicious system behaviors
brought by vulnerability exploitations or malware infections.
Figure 1 shows the main building blocks of the proposed
anomaly-based IoT IDS framework, which is also the basic
idea outline of this paper.

To make the framework implemented as the running
intrusion detection module embedded in the IoT device, we
have to finish several critical scheme designs, regarding the
construction of training data set, the system call data prepro-
cessing, the data analysis model design, and performance
evaluations, as shown in Figure 1, all of which will be
illustrated in details in the following subsections.

3.2. Training Dataset Constructions. Different from network-
based IoT IDS, which mainly depends on the captured
network traffic data for data analysis and modelling, in our
framework design, we leverage system call sequences as the
anomaly indicator for intrusion detection inside the IoT
device, also called as host-based IDS. Therefore, how to col-
lect system call data, especially in different attack scenarios,
becomes the primary issue in our framework. To construct
such a training dataset, we tried to look for IoT system call
sequence dataset under attack conditions, but there is no
existing one. In this case, we turn to embedded Linux for sys-
tem call sequence data collection, which is the most popular
operating system used in IoT devices [21], taking about
21% market shares globally. More specifically, we program
shell scripts by leveraging the “strace” command [22] and
the “crond” mechanism [23] for system call sequence collec-
tion when different attacks are loaded. Among these two, the
“strace” command is usually used as the system call tracer,
while the “crond” mechanism is designed to execute sched-
uled commands. With the shell script, we are able to capture
traces of all processes (except for “strace” its own process)
and stored them in the file while the attack is deployed.

In terms of typical IoT attacks, we choose a HiSilicon
Hi3516CV300-based IP camera as the example to deploy
attacks. For the dataset construction, we collect system call
sequence data in 5 classes, as shown in Table 1. Class 0 data
is captured in the normal state used to indicate expected sys-
tem behaviors when the IP camera is running, whose main
functions include scene sensing, video coding, video transmis-

sion, and even web access. Class 1 data is acquired when a vul-
nerability exploit is executed. The vulnerability is from CVE-
2016-5195 [24], also known as “Dirty COW,” which allows
local users to gain privileges by leveraging incorrect handling
of a copy-on-write feature to write to a read-only memory
mapping. Class 2 data is collected when a notorious malware,
BASHLITE [25], is infecting devices. Class 3 data is from an
emulated abnormal (malicious) operation on the IP camera
device; that is, we add a user and set the password on the
device. Class 4 data is from a memory leak attack, in which
we keep creating threads to request connections to the embed-
ded Real-Time Streaming Protocol (RTSP) stack and lead to
memory leak and a fatal firmware error.

As the way in Table 1, we totally collect about 5.9 million
system calls in different classes.We then use the dataset to verify
the effect and efficiency of the frameworkproposed in this paper.

3.3. Feature Extraction and Selection. The objective of data
preprocessing in this work is to extract features from seem-
ingly clueless system call sequences for the following anom-
aly decision-making. Figure 2 shows an example of a
system call sequence. To achieve efficient feature extractions,
we take 2 key steps for dataset sorting.

The first step is to digitalize the dataset by employing the
system call table to replace the system call function with a
unique system call number, while ignoring impacts of param-
eters. For example, after the digitalization, the sequence shown
in Figure 2 turns to the notation of a trace as follows:

Trace = 5, 114, 78, 174ð Þ: ð1Þ

After the digitalization of dataset, in the second step for classi-
fication of the behavior from system call traces, we should
extract features from the system call traces. Usually, data
representation techniques can be used to convert the system
call trace into a feature vector. We adopt the famous n-gram
model [26] from the Natural Language Processing area, which
is also a common data processing method in intrusion
detection scheme design [27].

N-gram is a contiguous of n items from a given sample of
text or speech; it is an algorithm based on the statistical lan-
guage model. Its basic idea is to slide the contents of the text
into n-size Windows according to bytes, forming a sequence
of n-length byte fragments. Each byte fragment is called
gram. The occurrence frequency of all grams is counted
and filtered according to the threshold set in advance to form
the key gram list, namely, the vector eigenspace of the text.
Each gram in the list is an eigenvector dimension.

To explain this language model, let us consider the
following trace:

Trace = 6, 6, 63, 6, 42, 120, 6, 195, 120, 6, 6, 114, 114ð Þ: ð2Þ

We can set n to different values, such as 3, 5, and 7. If we
set n as 5, we can get the following set of sequences:

Trace = 6, 6, 63, 6,120ð Þ, 6, 63, 6, 120, 6ð Þ,⋯, 120, 6, 6, 114, 114ð Þ:
ð3Þ
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By considering collected system call traces as a set of
document and system calls as words, we can apply classical
data representation and classification techniques used in the
area of natural language processing (NLP) and information
retrieval (IR).

Let us consider a system call trace S with L system calls,
the n-gram is defined as tuple ðg1, g2, g3,⋯, gnÞ of n terms
where n is generally a small positive integer. For a given
gram, its weight ωðgÞ in trace S is given by

ω gð Þ = f gð Þ
Lj j , ð4Þ

where f ðgÞ is the frequency of g in S and jLj is the length
of one trace.

Through using the n-gram language model, the syscall
number sequences are processed into many subsequence
features and build a dictionary which key is the grams and
the value is the frequency. These features from the system call
traces can be used for normal or abnormal behavior
classification.

After we extract the n-gram features and compute the fre-
quency of the weight, it is easy to find that, as n increases, the
feature extraction work will become a time-consuming task.
So, we must select some important features as the model
training features. We set a parameter m; it represents the
top m features that we pick based on frequency. We use the
top m features to sketch the system call behaviors in IoT
devices and construct models based on these features.

3.4. Extreme Gradient Boosting. In Sections 3.4 and 3.5, we
will introduce the machine learning methods we used in

Set up four typical attack scenes, collect
system call sequences for a dataset

Training dataset
construction 

Data processing &
feature selection 

Model
architecture 

Experiment &
evaluation 

Transform system call sequences into number
sequences, and use N-gram algorithm to

extract features

First stage: use XGBoost and LSTM as the
base models to training labeled data

Second stage: use logistic regression as the
meta model for model stacking 

Basic idea outline of anomaly-based intrusion detection
framework on IoT devices 

Evaluate IDS performance with different
configurations by using AUC scores and ROC

curves as reference indicators

Figure 1: Methodology outline of this paper.

Table 1: Five classes of collected system call sequence dataset.

No. Class name State Notes

1 Class 0 Normal state Syscall sequence data in normal state

2 Class 1 Vulnerability exploiting Syscall sequence data in CVE-2016-5195

3 Class 2 Malware infection Syscall sequence data in BASHLITE malware

4 Class 3 Abnormal operation Syscall sequence data in user add operation

5 Class 4 Memory leak Syscall sequence data in RTSP memory leak

220 open (0xfffffffe, O_RDONLY|O_LARGEFILE) = 356

220 wait4 (0, NULL, WNOHANG, NULL) = −1097582000

220 gettimeofday (NULL, NULL) = 17

220 rt_sigaction (SIG_0, NULL, {sa_handler = SIG_DFL, sa_mask = [], sa_flags = 0}, 8) = −1097582040

Process Num Syscall function Function parameters

Function return value

Figure 2: An example of a system call sequence.
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our anomaly detection system. In our anomaly detection
framework, we chose the XGBoost (Extreme Gradient
Boosting) [26] classifier as one base model of the anomaly
detection framework.

XGBoost is a decision-tree-based ensemble machine
learning algorithm that uses a gradient boosting algorithm
to a known dataset and then classifies the data accordingly.
The two reason to use XGBoost are also the two goals of a
machine learning project: execution speed and model perfor-
mance. XGBoost is really fast when compared to other imple-
mentations of gradient boosting. From Szilard Pafka’s
experiment [28], he proved that XGBoost is fast, memory
efficient, and of high accuracy. So, we use XGBoost as a part
of our anomaly detection architecture to obtain perfect
performance.

Here are XGBoost’s mathematical explanation. XGBoost
is composed of multiple CARTs. CART is known that a basic
decision tree can be established on the concept of entropy.
The object of CART is Gini coefficient:

Obj : min Giniindex D, að Þ = 〠
V

v=1

Dvj j
Dj j Gini D

vð Þ,

Gini Dð Þ = 〠
K

k=1
〠
k′≠k

pkpk′ = 1 − 〠
K

k=1
p2k,

ð5Þ

where a is one of the attributes we selected, V is the scale of a,
v is one of the values of the attribute a, and K is the scale of
labels. Intuitively, the Gini coefficient reflects the probability
of two samples in the dataset that the labels are different.
Moreover, this is the principle to construct one tree.

The goal of XGBoost is to fit the residual. Residual means
the difference between the real value and predicted value.
XGBoost is defined as an addition model:

F X,wð Þ = 〠
K

k=0
αkhk X ;wkð Þ = 〠

K

k=0
f k X,wkð Þ, ð6Þ

where X is the input data, FðX,wÞ is the model that we finally
get, hk means one single tree, w is the parameter of the tree,
and αk is the weight of the tree. By minimising the loss
function, we can get the optimal model FðX,wÞ. The loss
function is defined as

F∗ = arg min
F

〠
K

k=0
L Yi, F Xi ;wkð Þð Þ,

loss =〠
i

l Ŷ i, Yi

� �
+〠

k

Ω f kð Þ,

Ω f kð Þ = γN leaf +
1
2
λ wkk k2,

l Ŷ i, Yi

� �
= Y∧i − Yið Þ2,

ð7Þ

where N leaf means the number of leaf nodes in the decision
tree. This is a published measurement to restrain the

complexity of our model. Yi is the real value and Ŷ i is the
predicted value. γ and λ are the parameters.

3.5. Long Short-Term Memory. In our anomaly detection
architecture, we also use the LSTM (Long Short-Term Mem-
ory) neural network as the other base model in the model
stacking algorithm. In this part, we introduce the LSTM
neural network and explain why we use this model to make
classifications in our anomaly detection architecture.

The LSTM model is an improved version of the RNN
model, which overcomes back-propagation gradient disper-
sion or gradient explosion and is more suitable for processing
sequence data with long-term dependence. So, we choose the
LSTM model as the other base model to combine with the
XGBoost model in order to get a valid and stable anomaly
detection system for IoT devices.

Here is the basic theory of the LSTM model. Figure 3
shows a single LSTM cell. And we describe the gate mecha-
nism which is the special characters of the LSTM model
and explain the equations to compute the values of three
gates and cell state.

Compared with the RNN neural network, the LSTM neu-
ral network adds the gate mechanism: input gate, forget gate,
and output gate in each neuron cell. It is this mechanism that
enables LSTM to solve the gradient disappearance and gradi-
ent explosion problems in the long sequence training. Each
forget gate reads the output value xt and ht−1, splices the
two values, and retains information through the control of
the forget gate. LSTM internal operations mainly include
sigmoid, tanh, addition, and multiplication, among which
sigmoid and tanh are two different activation functions
reserved for the next memory unit. The formula is

S xð Þ = 1
1 + e−x

: ð8Þ

The tanh function is a hyperbolic tangent function that
maps any value to the interval [-1, 1]. The formula is

tanh x =
ex − e−x

ex + e−x
: ð9Þ

As shown in Figure 2, state preservation is very important
in the LSTM network model. Ct−1 and Ct in Figure 2 repre-
sent states that are used for information that needs to be
retained over time. The specific training process of LSTM is
as follows.

In the first step, LSTM uses the forget gate to determine
the retention degree f t of information. In formula (10), Wf

is the weight matrix of the forget gate and bf is the offset
value of the forget gate. This step integrates the previous out-
put value with the current input value and passes it to the
next memory unit through the forget gate. If the forget gate
outputs zero, the previous memory will be cleared. If the
output is one, all the previous content is credited to the
memory unit:

f t = σ Wf · ht−1, xt½ � + bf
� �

: ð10Þ
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In the second step, select memory. This step is used to
determine the information held in the cell state. It is mainly
divided into the generating temporary new state and updat-
ing old state. Assume that ct′ is a temporary new state and it
is the input gate output to determine which data from the
previous step needs to be updated. The old state ct−1 multi-
plies f t to decide which information to forget and which
information to keep. Finally, the new temporary state ct′
multiplies it to get the new state ct . Among these phases,

ct′= tanh Wc · ht−1, xt½ � + bcð Þ,
it = σ Wi · ht−1, xt½ � + bið :

ð11Þ

Finally, output. LSTM firstly determines the output infor-
mation through the sigmoid function and then maps the unit
state to [-1, 1] through the tanh function. The output value is
obtained by multiplying the sigmoid threshold:

ot = σ Wo · ht−1, xt½ � + boð : ð12Þ

In the above steps, Wc, Wi, and Wo are the weight
matrixes. The matrix is randomly generated at the beginning
of the iteration, and in each process of backward transmis-
sion, the information of the previous unit is retained and
updated after obtaining the accurate matrix.

3.6. Anomaly Detection Architecture. In this part, we introduce
the anomaly detection architecture which is applied in the
model building stage of our anomaly detection framework.

So far, we have used the n-gram language model to seg-
ment the system call number sequences, selected the top
max features in order to solve the problem of too many fea-
ture dimensions, and introduced the core principles and
main advantages of XGBoost and LSTM neural network.
Finally, we use these two models to construct an anomaly

detection architecture which is combined with feature
selection of the tree model and sequence memory of the
LSTM neural network.

In our anomaly detection architecture, we use the
XGBoost and LSTM neural network to integrate as base
models. The algorithm of model integration is stacking. It is
an ensemble machine learning algorithm and uses a meta-
learning algorithm to learn how to best the predictions from
two or more base machine learning algorithms and base deep
learning algorithms. The benefit of stacking is that it can
harness the capabilities of a range of well-performing models
on a classification task and make predictions that have better
performance than any single model in the ensemble.

Let us simply introduce the stacking theory. The architec-
ture of a stacking model involves two or more base models,
often referred to as level 0 levels (base models), and a metamo-
del that combines the predictions of the base models, referred
to as a level 1 model (metamodel). The metamodel is trained
on the predictions made by base models on out-of-sample
data. That is, data not used to train the base models is fed to
the base models, predictions are made, and these predictions,
along with the expected outputs, provide the input and output
pairs of the training dataset used to fit the metamodel.

The main idea of constructing a predictive model by
combining different models can be schematically illustrated
in Figure 4.

Figure 4 describes the key information for model stack-
ing. At first, initial training data (X) hasm samples and n fea-
tures. There areM different models that are trained on X (by
some method of training, like crossvalidation). Each model
provides predictions for the outcome (y) which are then cast
into a second level training dataXl2 which is now m ∗M.
Namely, the M predictions become features for this second
level data. A second level model (or models) can then be
trained on this data to produce the final outcomes which will
be used for predictions.

× +

𝜎 𝜎

×

tanh 𝜎

×

tanh

Forget gate

Input gate

Output gate

Ct–1

Ct–1 : last cell state

Ct : new cell state

C t́ : candidate input value

ht–1 : previous output value

ht : new output value

ht–1

xt

ht

Ct

ht

C t́

ft it ot

Figure 3: LSTM algorithm structure diagram.
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Based on the stacking theory, we design a procedure to
classify abnormal behavior and normal behavior. The archi-
tecture of the procedure is shown in Figure 5, and a detailed
description is as follows.

Step 1. (Data collection). We deploy several types of attacks in
IoT devices and leverage the “strace” command and the
“crond” mechanism for system call sequence collection.

Step 2. (Feature extraction and important feature selection).
We use the n-gram model to extract features, and after that,

we select a set of features with top frequencies as the input
for the model construction in our framework.

Step 3. (Base model training). Use the selected features; we
labelled the dataset: “0” is used to indicate normal behav-
iors, and “1” is used to indicate abnormal behaviors. In
model construction, we use stacking theory to build a
fusion model. The base models are XGBoost and LSTM
models.

Step 4. (Model stacking using logistic regression). This step
uses the logistic regression model to train the predictions

Model 1

Model 2

Model M

Level-1 model

Level-0 model (base model)

Level- model (meta model)

Xm
⁎
n y𝜇1 yfiny𝜇M

Figure 4: The main idea of constructing a predictive model by combining different models.

+

𝜎 𝜎 tanh 𝜎

tanh

Forget gate

Input gate

Output gate

Ct–1

ht–1

xt

ht

Ct

ht

C t́

f
t

it
ot

LSTM

XGB2

N-gram

N = 3

Raw data

Select m features

FeatureM

Feature1

Feature2

Feature3

Logistic
regression

Figure 5: Model stacking with XGBoost and LSTM.
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from the above base models; the prediction from the logistic
regression model will be considered the final predictions. We
can use the prediction to predict the unknown system call
trace to tell it normal or abnormal and test the performance
of the anomaly detection framework.

Step 5. (Model evaluation and model analysis). We test the
performance of the anomaly detection framework with some
baselines. After that, we further analyze the model and
discuss how some changes affect the performance of our
anomaly detection framework.

4. Evaluation

4.1. Experimental Settings. In our experiment, as mentioned
before, we used a HiSilicon Hi3516CV300-based IP camera
as an example, to deploy the system call sequence data collec-
tion program, as well as 5 different device states illustrated in
Table 1, for the real-setting data collection.

According to Section 3.2, we construct our training
dataset for our anomaly detection framework. In the
experiment of the model construction stage, we split the
dataset to training data and test data. We use just training
normal data in training parse with a normal label, and at
test parse, we use all attack data and partial data to mea-
sure the performance evaluation. Table 2 summarizes the
training data and test data statistics.

After the settings of the experimental environment, we
also set the basic model parameters of XGBoost and
LSTM. As Table 3 shows, booster is used to determine
what model to adopt. We choose “gbtree” for the tree
booster. Max_depth is the maximum tree depth for base
learners. An objective specifies the learning task, and we
use binary:logistic for our framework. Learning_rate
makes the model robust by shrinking the weights on each
step.

In the LSTM model, there are several parameters
which effect the performance of the LSTM model. We
choose the parameters as Table 4 shows. The drop rate
can slow down with regularization methods. We set three
hidden layers to explore additional hierarchical learning
capacity. As for the epochs of the training parse, we set
it between 50 and 6000. Batch size controls how often to
update the weights of the network; we select this parame-
ter from 32 to 256. Last but not least, we set the learning
rate to 0.001.

4.2. The Experiment Indicators. As for the classification
algorithm, the evaluation indexes are accuracy (ACC),
precision-recall curve (PRC), characteristic curve (receiver
operating characteristic, ROC), and AUC (Area Under
the Curve) of the curve area. Compared with PRC, the
advantage of ROC curves and AUC is that they can
remain basically unchanged when the positive and nega-
tive sample distribution changes in the test data.

The ROC curve is a graphical plot that illustrates the
diagnostic ability of a binary classifier system as its dis-
crimination threshold is varied. The ROC curve is created
by plotting the true positive rate (TPR) against the false

positive rate (FPR) at various threshold settings. Let us
define the true positive rate and the false positive rate:

TPR = TP
TP + FN

,

FPR =
FP

FP + TN
:

ð13Þ

In the above computational formula, we consider TP
as true positive, FP as false negative, FN as false negative,
and TN as true negative. We use the ROC curve and AUC
as the evaluation metrics for our anomaly detection
framework.

Moreover, in Section 4.4, we also analyze the performance
of our approach by using the precision, recall, and F-measure
in order to perform a comprehensive performance evaluation.
Precision = TP/ðTP + FPÞ shows the percentage of true anom-
alies among all anomalies detected, Recall = TP/ðTP + FNÞ
measures the percentage of anomalies in the datasets being
detected, and F‐measure = 2 ∗ Precision ∗ Recall/ðPrecision +
RecallÞ is the harmonic mean of the two.

Table 3: The parameters of XGBoost classifier.

Parameters Value

Booster gbtree

Max_depth 4

Objective Binary:logistic

Eval_metric AUC

Learning_rate 0.01

Table 4: The parameters of LSTM.

Parameters Value

Dropout rate 0.2

Hidden layers 3

Epoch 50~6000
Batch size 32~256
Learning_rate 0.001

Table 5: The comparison with other models.

Method AUC

SVM 0.924

Isolation forest 0.931

XGBoost 0.966

LSTM 0.978

Fusion model 0.983

Table 2: The training data and the test data statistics.

Dataset Samples Numbers of syscall Class of traces

Training data 4233 4,729,365 Normal

Test data 1048 1,171,359 Attack
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4.3. Comparison with Baselines. For baselines, the general
solution for anomaly detection is to use a single machine
learning model or approach. So, we select the most popular/-
representative anomaly-based approaches which have been
used in these research domains. We consider the XGBoost
and LSTM as two baselines and also consider the SVM [29]
and isolation forest [30] as two baselines. SVM are good at
classification problems [31]. The isolation forest is an unsu-
pervised learning algorithm for anomaly detection that
works on the principle of isolating anomalies. For our frame-
work, we set the numbers of n-gram in the feature extraction
stage (n : between 2 and 7), the numbers of features selecting
from the first layers (m: between 50 and 100), the number of
batch size (b : between 32 and 512), and the number of train-
ing epochs (e: between 500 and 6000). By default, our anom-
aly detection framework use n = 3, m = 80, b = 256, and
e = 1000 for evaluation and investigate the impacts of these
parameters in our experiments.

Table 5 shows the performance of our anomaly detection
framework and other popular approaches. The result is
shown in Table 5; we can find that XGBoost and LSTM
neural network can perform well on our dataset. Clearly,
our anomaly framework has achieved the best overall perfor-
mance by which the AUC score is 0.983.

4.4. Model Analysis. To have a clear understanding of our
anomaly detection framework, we conduct a model ablation
to observe the effectiveness of the crucial structure and

parameters for performance. By choosing the parameters
and using the model stacking, we can achieve excellent
performance. The comparative results are shown mainly in
the following subsections.

4.5. Discussion of the Performance Impact of Different
Parameters in Data Preprocessing Parse.We study the impact
of different parameters, including n, the numbers of features
in data preprocessing before training in our anomaly detec-
tion framework. Figure 6 shows an in-depth comparison
using AUC. We change the values of one parameter per time
while the other parameter values are default in each experi-
ment. The parameters and their settings are as follows.

For the parameter of the N-gram language model, we
take 2 as the initial configuration of the parameter of the
n-gram method; then, we use from 3 to 7 to construct a
comparative trial. As shown in Figure 1, we compare these
n values on our model. It can be summarized that the best
method is to use the 3-gram method; the following
experiments will use a 3-gram language model to prepare
the input data.

The parameter of the number of important features is
selected by frequency. We give a range value of l between
50 and 100. We find that when we control the value around
80, the performance of our anomaly detection framework
can achieve the best result. It can be seen from the experi-
ment that, when l is less than a certain threshold, the more
features, the better result.
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Figure 6: The performance with different parameters.
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In Figures 6(c) and 6(d), we design a systematic test for
evaluating LSTM model configurations. We set different
values of batch size and epochs in the LSTM classifier to eval-
uate the impact of these parameters. The result shows that
when the batch size is 256, model performance peaked.
And when the number of epochs is 1000, our framework
can get best performance on the anomaly detection task.

As for the other parameters of our anomaly detection
framework, we also tune them for better performance, for
example, the k value in k-fold crossvalidation. In the third
level of our anomaly detection framework, we use 10 to
observe the results because a value of k = 10 is very common
in the field of machine learning and is recommended by
specialists and scholars.

In general, the performance of our anomaly detection
framework is relatively stable that the results of experiment
are relatively stable when adjusting the parameter values.
Also, we get better performance by tuning the key parameters
to improve our anomaly detection framework.

4.6. Discussion of the Performance Impact of Different Types
of Attacks. To have a clear understanding of how our anom-
aly detection framework performs on each class of abnormal
events, we use one class per time to our fusion model while
the other events are null. Figure 7 shows the results of ROC
curves of our anomaly detection model on different attacks.
We find that some attacks are easy to detect from others, such
as the class 2 and class 3 attacks, while some attacks have low
probabilities to be detected using our anomaly detection

framework, such as the class 0 (that is normal state) and class
1 attacks.

What is more, from the overall attacks’ anomaly detec-
tion task and the single attack anomaly detection task, we
find that the detection including the overall attacks performs
better than all detections on a single abnormal state.

4.7. Discussion of the Performance of Different Datasets. Our
anomaly detection framework for IoT devices includes the
dataset obtained by ourself. In order to verify the validity of
the dataset and our anomaly detection framework, we use
the Australian Defence Force Academy-Linux Dataset
(ADFA-LD) for a comparison. ADFA-LD is a similar dataset
collecting system call traces on the Linux system for PCs.
Figures 8 and 9, respectively, represent the detection perfor-
mance of our framework on the two datasets. To be specific,
Figure 8 shows the result of the dataset constructed by our-
selves, and Figure 9 shows the result on the ADFA-LD data-
set. From the comparison of performance, our framework
can be proved to be effective and accurate. What is more,
our framework has the ability of generalization so that it
can be used in a similar dataset.

4.8. Discussion of the Performance of Different Metrics.A clas-
sifier is only as good as the metric used to evaluate it. A wrong
metric to evaluate models will lead us to miss the expected
performance of our anomaly detection framework. We com-
pare four metrics which are mainly used for classification
tasks, as shown in Table 6. The result shows that different
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evaluation metrics have little influence on performance. It
also indicates the robustness of our anomaly detection
framework.

5. Conclusion

In this paper, we propose a new anomaly-based intrusion
detection framework for IoT devices. In the proposed
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Table 6: Different metrics for anomaly detection framework.

Metrics AUC Precision Recall F-measure

Fusion model 98.3% 97.2% 98.1% 97.9%
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framework, we collect system call sequences as a dataset and
use a machine learning method XGBoost and deep learning
method LSTM to construct a model using stacking idea to
detect the abnormal behavior from the normal behavior.
The experiments prove that our anomaly detection frame-
work is valid and has better classification performance. We
propose a complete anomaly-based intrusion detection pro-
cess for IoT devices, and it can be used in follow-up studies
for scholars in this research field. In the future work, we
can also improve the model from the following aspects:
adjusting the parameters of this model and improving the
diversity of the dataset.

Data Availability

The experiment data used to support the findings of this
study were divided into two parts. One part of the data is
constructed by authors. These data were designed for evalua-
tion by system call anomaly-based IDS for IoT devices.
Requests for access to these data should be made to Xia-Li
Wang, xialiwang4@gmail.com. The other part of the data is
the ADFA-LD dataset. It is designed for evaluation by system
call base HIDS. The dataset can be contacted at https://www
.unsw.adfa.edu.au/unsw-canberra-cyber/cybersecurity/ADFA-
IDS-Datasets/.
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Wireless sensor networks as the base support for the Internet of things have been a large number of popularity and application.
Such as intelligent agriculture, we have to use the sensor network to obtain the growing environment data of crops and others.
However, the difficulty of power supply of wireless nodes has seriously hindered the application and development of Internet of
things. In order to solve this problem, people use low-power sleep scheduling and other energy-saving methods on the nodes.
Although these methods can prolong the working time of nodes, they will eventually become invalid because of the exhaustion
of energy. The use of solar energy, wind energy, and wireless signals in the environment to obtain energy is another way to solve
the energy problem of nodes. However, these methods are affected by weather, environment, and other factors, and they are
unstable. Thus, the discontinuity work of the node is caused. In recent years, the development of wireless power transfer (WPT)
has brought another solution to this problem. In this paper, a three-layer framework is proposed for mobile station data
collection in rechargeable wireless sensor networks to keep the node running forever, named TLFW which includes the sensor
layer, cluster head layer, and mobile station layer. And the framework can minimize the total energy consumption of the system.
The simulation results show that the scheme can reduce the energy consumption of the entire system, compared with a Mobile
Station in a Rechargeable Sensor Network (MSiRSN).

1. Introduction

Internet of things (IoTs) are applied everywhere now. Wire-
less sensor network as the base support for the Internet of
things has been a large number of popularity and application.
Such as intelligent agriculture, we have to use the sensor net-
work to obtain the growth environmental data of crops and
others. However, energy supplied is the bottleneck of wireless
sensor network. In the past, the method is to extend the net-
work life through energy saving. The latest method is to com-
bine wireless power transmission to make the wireless sensor
network immortal, but the energy consumption caused by
the travel time ignored in this method cannot be ignored in
the sensor network with high node density. To reduce the
traveling time in a period, we propose a tiered system archi-

tecture in this paper. In wireless sensor networks, finite bat-
tery capacity is a major limitation of untethered nodes.
Sensor nodes will operate for a finite duration, only as long
as the battery lasts. The difficulty of the power supply of wire-
less nodes has seriously hindered the application and devel-
opment of Internet of things. In order to solve this
problem, there are several solution techniques that have been
proposed to maximize the lifetime of wireless sensor net-
work, such as energy-aware routing protocols [1, 2],
energy-efficient MAC protocols [3], redundant development
of nodes [4], and power management strategies [5, 6]. All the
above techniques can maximize the lifetime of network. But
the lifetime still remains bound, and they will eventually
become invalid because of the exhaustion of energy. The
use of solar energy, wind energy, and wireless signals in the
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environment [7, 8] to obtain energy is another way to solve
the energy problem of nodes. However, these methods are
affected by weather, environment, and other factors, and
are unstable. Thus, the discontinuous work of the node is
caused.

In recent years, the development of wireless power trans-
fer (WPT) [9] has brought another solution to this problem.
Wireless power transfer based on magnetic resonant cou-
pling [10, 11] has been demonstrated to be a promising tech-
nology to address the problem in a wireless sensor network
[12–15]. In the paper, a Mobile Station in a Rechargeable
Sensor Network (MSiRSN) [12], the author shows how
charging vehicle (WCV) can charge batteries of sensor nodes
by wireless charging when the charging vehicle is near sensor
nodes and how to carry the base station (MBS) to gather data.
There is a home service station for the vehicle. The authors
addressed the problem of colocating the MBS on the WCV
in a WSN by studying an optimization problem with a focus
on the traveling path problem of the WCV, the data flowing
routing depending on where the WCV is in the network,
stopping points, and charging schedule to minimize energy
consumption of the entire system while ensuring none of
the sensor nodes runs out of energy. In each charge period,
WCV travels inside the network and charges every sensor
node. In the above papers, the traveling time is a little propor-
tion of total time consisting of traveling time, vacation time,
and charging time. For example, the traveling time equals
1022 s, the vacation time equals 10.26 hours, and the charg-
ing time is 3.41 hours in the solution of simulation [13].
However, as the traveling time increases with the node den-
sity and the traveling time is a great part of the total time,
traveling and charging every node in a period are improper.

To sum up, energy supplied is the bottleneck of wireless
sensor network. In the past, the method is to extend the net-
work life through energy saving. The latest method is to com-
bine wireless power transmission to make the wireless sensor
network immortal, but the energy consumption caused by
the travel time ignored in this method cannot be ignored in
the sensor network with high node density.

To reduce the traveling time in a period, we propose a
tiered system architecture consisting of the sensor layer, clus-

ter head layer, and mobile station layer, as illustrated in
Figure 1. The CBW (a Car as Mobile bastion with Wireless
power transfer) travels all cluster heads at cluster head layer
and selects the cluster in which CBW travels all sensor nodes
at sensor layer in a subperiod. Several subperiods form a
period in which the sensor nodes in every cluster are travel-
ing once. Compared to traveling all nodes in [12, 13], the
strategy reduces the proportion of the traveling time in total
time, leading to reduction of the total energy consumption in
the entire system, which includes power used by the CBW
and the power consumed for wireless power transfer.

1.1. Summary and Contribution

(i) In this paper, we design a three-layer framework for
rechargeable wireless sensor network based on
mobile base station, which reduces the energy con-
sumption of mobile charging process

(ii) A centralized clustering algorithm is proposed,
which organizes sensors into m clusters, optimizes
mobile charging strategy, and shortens mobile
charging time

(iii) An optimization method of joint charging plan is
designed. The problem of energy supply for high-
density wireless sensor network is solved

2. Related Work

The lifetime of wireless sensor networks is often limited by
energy supplies. The problem of node energy supply is also
a key problem in the application development of wireless
sensor networks. To solve this problem, researchers have
explored a wide variety of solutions.

One type of the methods is to save energy by optimizing
the hardware and software [16] of the nodes. There are sev-
eral solution techniques that have been proposed to allow
nodes to work as long as possible in a limited amount of
energy. Such as energy-aware routing protocols [1], energy-
efficient MAC protocols [3], redundant development of
nodes [4], and power management strategies [5]. But no

Data flow

CBW

Sink node

Nodes split

Sensor node

Sink plane

Sensor plane

Figure 1: Layered system model.
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matter how energy-efficient, the battery will eventually be
used up. Then, the network is invalid.

Another type of the methods is to automatically obtain
energy by nodes from the natural environment, such as the
wind and solar energy [17]. The energy-harvesting tech-
niques referring to harnessing energy from the environment
and converting energy to electrical energy make that a node
can be powered perpetually possible, such as [7, 8]. Due to
uncontrollability and unpredictability of the energy source
that refers to the ambient source of energy to be harvested,
the techniques cannot ensure that nodes run in every
moment.

The third type of the methods is to obtain energy using
ubiquitous radio signals [18]. However, this technology is
still in its initial stage of research and can obtain very little
energy. This is mainly caused by the far distance and the lim-
ited transmitting power of the electromagnetic wave.
Recently, wireless power transfer based onmagnetic resonant
coupling [10] has been demonstrated to be a promising tech-
nology to address the problem in a wireless sensor network
[12–14, 19, 20]. In MSiRSN, the authors showed how charg-
ing vehicle (WCV) can support wireless power transfer by
bringing an energy source charge to proximity of sensor
nodes and charging their batteries wirelessly. But the overall
energy consumption is higher.

In this paper, we propose a tiered system architecture
consisting of the sensor layer, cluster head layer, and mobile
station layer to reduce the traveling time in a period. The
CBW travels all cluster heads at cluster head layer and selects
the cluster in which CBW travels all sensor nodes at sensor
layer in a subperiod. Several subperiods form a period in
which the sensor nodes in every cluster are traveling once.
Compared to traveling all nodes in the above methods [12,
13], the strategy reduces the proportion of the traveling time
in total time, leading to the reduction of the total energy con-
sumption in the entire system, which includes power used by
the CBW and the power consumed for wireless power
transfer.

3. Overview

In order to make the nodes run forever, this paper proposes a
tiered system framework for rechargeable mobile data collec-
tion wireless sensor network. The framework is divided into
three layers, including sensor layer, cluster head layer, and
mobile station layer. The application of this framework can
reduce the traveling time in a period. In this three-layer
framework, The CBW travels all cluster heads at cluster head
layer and selects the cluster in which CBW travels all sensor
nodes at sensor layer in a subperiod. Several subperiods form
a period in which the sensor nodes in each cluster are trav-
elled only once. Compared to other methods, this strategy
reduces the proportion of the traveling time in total time,
leading to reduction of the total energy consumption in the
entire system, which includes power used by the CBW and
the power consumed for wireless power transfer.

At the sensor layer, a centralized clustering algorithm is
proposed for sensors to organize them into m clusters and
the sensor nodes transmit data to the cluster head via a single

hop. In contrast to existing clustering methods which balance
energy consumption, our scheme generates m cluster heads
to minimize the total energy consumption. The single-hop
data routing reduces energy consumption through that the
sensor turns off the radio when there is no data generated
by themselves to transmit.

At cluster head layer, cluster heads can cooperate with
each other and the cluster head information is forwarded to
CBW (a Car as Mobile bastion with Wireless power transfer)
via multihop. The optimal flow routing is solved for a CBW
moving trajectory to save energy.

At the mobile station layer, we study an optimization
problem that joints charging schedule for cluster heads and
sensors, and flow routing for cluster heads.

4. Background

Wireless power transfer based on magnetic resonant cou-
pling [10] has been demonstrated to be a promising technol-
ogy to address the problem in a wireless sensor network in
[12, 13]. In MSiRSN [12], the authors showed how charging
vehicle (WCV) can support wireless power transfer by bring-
ing an energy source charge to proximity of sensor nodes and
charging their batteries wirelessly, and carry the base station
(MBS) to gather data. There is a home service station for the
vehicle. The authors addressed the problem of colocating the
MBS on the WCV in a WSN by studying an optimization
problem with a focus on the traveling path problem [21] of
the WCV, the data flowing routing depending on where the
WCV is in the network, stopping points, and charging sched-
ule to minimize energy consumption of the entire system
while ensuring none of the sensor nodes runs out of energy.
In each charge period, WCV travels inside the network and
charges every sensor node.

5. Layered Network Model

In this section, we give an overview of entire framework. As
depicted in Figure 1, it consists of three layers: sensor layer,
cluster head layer, and mobile station layer.

We consider a set of sensor nodes N∗ distributed over a
two-dimensional area. Each sensor node has a battery with
a capacity of Emax and the initial energy of battery is a ran-
dom value. Emin is denoted as the minimum level of energy
at a battery for it to be operational. Each sensor node i gener-
ates sensing data with a rate riðin b/sÞ, i ∈N∗. Within the sen-
sor network, there is a mobile CBW to charge sensor nodes
and gather the entire network information.

In the paper [12, 13], the authors proposed strategies to
keep all nodes running forever using the wireless power
transfer. In MSiRSN, the authors studied the problem of
colocating the MBS on the WCV in a WSN to minimize
energy consumption of the entire system. The WCV follows
a periodic schedule to travel inside the network for charging
every sensor node.

However, as the traveling path increases with the number
of sensor nodes, the time of traveling all sensor nodes is a
large proportion of a period with large sensor nodes in a
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wireless network. So, traveling all sensor nodes in a period is
an unwise strategy.

To address the issue, we introduce a three-layer model,
consisting of the sensor layer, cluster head layer, and mobile
station layer, as illustrated in Figure 1. The CBW travels all
cluster heads N at cluster head layer and selects a cluster in
which CBW travels all sensor nodes at sensor layer in a sub-
period. Several subperiods form a period in which the sensor
nodes in every cluster are traveling once. The schedule shows
the cluster heads with higher energy consumption have
higher charging frequency than normal sensor nodes.

6. Cluster Selection Algorithm

Since sensor nodes are energy-constrained, the network’s
lifetime is a major concern, especially for applications of
WSNs in harsh environments. There are several solution
techniques proposed, such as energy-aware routing protocols
[1], energy-efficient MAC protocols [3], redundant develop-
ment of nodes [4], and power management strategies [5]. To
support scalability of large WSN, nodes are often grouped
into disjoint and mostly nonoverlapping cluster. The most
well-known hierarchical routing protocols are LEACH,
HEED, TEEN, PEGASIS [22], etc. Other clustering algo-
rithms in the literature vary in their objectives, such as load
balancing [23], fault-tolerance [24], increased connectivity
and reduced delay [25–27], and minimal cluster count [28].
However, the above clustering algorithms are all proposed
to prolong the lifetime of the network. In this paper, a cluster
selection algorithm is proposed to minimize the energy con-
sumption of the whole network, and it can be combined with
wireless power transmission technology to make the nodes
run forever. Then, let the wireless network achieve immortal-
ity instead of maximizing the network life.

We propose an algorithm to minimize the total commu-
nication energy consumption Cs =∑m

i=1∑t∈SiCti∙rtði ∈NÞ in
sensor layer. In order to clearly describe the algorithm,
denote �N as the number of elements in set N . The inputs of
the algorithm are all nodeN∗ locations, communication con-
sumption model parameters β1, β2, and ω, and the number of
cluster head m. The output of the algorithm is the m cluster
in which there are several normal nodes and a cluster head
to minimize the within-cluster sum of communication
energy consumption. The algorithm has four steps:

Step 1. Randomly give initial cluster head set N and �N =m

Step 2.We assign each node to a cluster that the node’s com-
munication energy consumption to the cluster head is mini-
mum. The strategy yields the least within-cluster sum of
communication energy consumption

Step 3.We update the cluster head in a cluster through calcu-
lating the new mean to be the centroid of the sensor nodes in
a cluster and setting the sensor nodes closest to the centroid
as new cluster head in the cluster

Step 4. Alternate Step 2 and Step 3 until the centroids of all
clusters do not change in range

7. Layer 1: Normal Sensor Nodes

7.1. Static Routing. We suppose every node’s location is
known in the network. By a clustering algorithm in Section
6, we can get m clusters and two type sensor nodes (normal
nodes and cluster head nodes). To conserve the energy, we
suppose the normal sensor nodes have no collaboration capa-
bility, only send data to the cluster head via a single hop, and
do not forward packets coming from other sensor nodes.

The total data rate in cluster i (denoted as Ri) contains
two parts: the first is data received from normal sensor nodes
in cluster i and the second is the data generated by cluster
head node i. Hence,

Ri = 〠
t∈Si

rt + ri, ð1Þ

where Si is the set of the type 0 nodes in cluster i, ri and rt is
the data generation rate of nodes i and t respectively. Given
that cluster results, we have that Ri is constant.

7.2. Energy Consumption in a Cluster. Denote Cti as the
energy consumption rate for transmitting one unit of data
flow from normal sensor node t to cluster head i. Then, Cti
(in Joule/bit) can be modeled as [29]: Cti = β1 + β2D

ω
ti , where

Dti is the physical distance between node t and node i, β1 and
β2 are constant terms, and ω is the path loss index and typi-
cally between 2 ≤ ω ≤ 4 [30].

Dti =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xt + xið Þ2 + yt + yið Þ2,

q
ð2Þ

where ðxt , ytÞ and ðxi, yiÞ are the coordinates of cluster head i
and normal sensor node t. Given that all nodes are stationary
and the cluster result is stationary, we have Dti and Cti that
are all constants.

Denote α (in Joule/bit) as the energy consumption rate
for sensing one unit of data. The power consumption of the
CPU is not taken into account.

For a normal sensor node t, the total energy consumption
rate ct is as follows:

α∙rt + Cti∙rt = ct ,  t ∈ Sið Þ, ð3Þ

where Si is the set of normal nodes within the cluster i.
Denote C∗

i as the total energy consumption of all normal sen-
sor nodes in a cluster i. Because the normal sensor nodes at a
cluster only send data to the cluster head, there is no receiv-
ing energy consumption. Then, we have the following:

C∗
i = 〠

t∈Si

ct = 〠
t∈Si

α∙rt + Cti∙rtð Þ,  i ∈Nð Þ: ð4Þ

Given a cluster solution, C∗
i is constant. Cs is denoted as

the total energy consumption in the sensor layer, and then
we have the following:
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Cs = 〠
m

i=1
C∗
i = 〠

m

i=1
〠
t∈Si

α∙rt + Cti∙rtð Þ,  i ∈Nð Þ, ð5Þ

where m is the number of cluster.

7.3. Charging Model and Charging Behavior. In this section,
we give a charging model and a charging behavior for normal
sensor nodes in a cluster.

7.3.1. Charging Model. Based on the charging technology
[31], the vehicle with a wireless power transfer can charge
neighboring nodes as long as they are within its charging
range. We denote UtBðpÞ as the power reception rate at nor-
mal sensor node t when the vehicle position is p. Denote the
efficiency of wireless charging by μðDtBðpÞÞ when the node is
in charge range. Umax is denoted as the maximum output
power for a node and Dδ is denoted as the charging range
of wireless power transfer. We assume power reception rate
is too low to make magnetic resonant coupling work properly
at the node battery, when the distance between the node and
the mobile CBW wireless charging model is as follows [13]:

UtB pð Þ =
μ DtB pð Þð Þ∙Umax, if DtB pð Þ ≤Dδ,

0, if DtB pð Þ >Dδ,

(
ð6Þ

where μðDtBðpÞÞ is a decreasing function of DtBðpÞ, and 0 ≤
μðDtBðpÞÞ ≤ 1.

7.3.2. Cellular Structure and Energy Charging Behavior. We
consider all normal sensor nodes in a cluster. We employ
the partition strategy in [13]. The two-dimensional plane of
a cluster is partitioned into hexagonal cells with side length
of D, as illustrated in Figure 2. We optionally optimize the
cell partition solution by the algorithm which the solution
is illustrated in Figure 2. To charge normal sensor nodes in
a cell, the mobile CBW only needs to visit the center of a cell.
All normal sensor nodes within a hexagonal cell are within a
distance of D from the cell center. Denote Qi as the set of all

cell centers and q∗ðq ∈QiÞ as a cell. So, the power reception
rate of t in a cell with a center q is UtBðqÞ = μðDtBðqÞÞ∙Umax
ðq ∈Qi, t ∈ q∗Þ, where DtBðqÞ is the distance between t and
the center q. Note that given the cell deployment and
the t ′ position, the DtBðqÞ is constant. So we simply con-
vert DtBðqÞ into Dt and UtBðqÞ into Ut .

We employ the so-called logical energy consumption rate
γt = ct/Ut at a normal sensor node. Denote Γ∗

i as the logical
energy consumption rate at a cluster.

γt =
ct
Ut

=
α∙rt + Cti∙rt

Ut
,  t ∈ Sið Þ, ð7Þ

Γ∗
i = 〠

t∈Si

γt = 〠
t∈Si

ct
Ut

= 〠
t∈Si

α∙rt + Cti∙rt
Ut

,  i ∈Nð Þ: ð8Þ

7.4. Traveling Period in a Cluster. Denote P i as the traveling
path and τi as the amount of time for each cycle. Then, τi
includes three components:

(i) The total traveling time along path P i is DP i
∕V ,

where DP i
is the distance along path Pi and V is

the traveling speed of the vehicle

(ii) The total sojourn time along path P i, which is
defined as the sum of all stopping times of the vehi-
cle when it travels on P i

(iii) The vacation time for the vehicle in a cluster i, τvaci ,
which starts when the vehicle leaves the cluster i and
ends when the vehicle travels the path P i for charge
all normal nodes in the cluster i

Then, we have the following:

τi =
DP i

V
= 〠

ωi pð Þ>0

p∈P i

ωi pð Þ + τvaci ,  p ∈P ið Þ, ð9Þ

Initial cell

Traveling path
Mobile CBW
Sink node

Sensor node
Center of cell

(a)

Optimized cell

Traveling path
Mobile CBW
Sink node

Sensor node
Center of cell

(b)

Figure 2: Cell charging model at a cluster.
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where ωiðpÞ denotes the aggregate amount of time when the
vehicle stays at point p ∈P i, and τvaci denotes the vehicle
leaves the cluster i and is out of cluster i charging period.

Note the mobile CBW only visits the cell center. To min-
imize the traveling time in a cluster, the mobile CBW must
move along the shortest Hamiltonian cycle that connects
the cluster head and the centers of cells in which there is at
least one normal sensor node. The shortest Hamiltonian
cycle can be obtained by solving the well-known Traveling
Salesman Problem (TSP) [32]. DPi is denoted as the solution
of the TSP.

7.5. Energy Constraints for Normal Sensor Node.We offer two
conditions of energy renewable and show that once they are
met, the energy level at normal sensor node never falls below

Emin that means the normal sensor can run forever. First, we
split energy consumption at normal sensor node t in cluster i
into three parts:

(i) Energy is consumed when the CBW does not select
the cluster i to charge battery: γt∙τvaci

(ii) Energy is consumed when the CBW makes stops at
all centers of cell in which there is at least one nor-

mal sensor node:∑ωiðpÞ>0,DtBðpÞ>Dδ
p∈P i

γt∙ωðpÞ
(iii) Energy is consumed when the CBW is moving along

P i that is Hamiltonian cycle that connects the clus-
ter head and the centers of cells in which there is at
least one normal sensor node, γt∙ðDP i

/VÞ

We employ a cellular structure for normal sensor nodes
(in Section 7.2). From Equations (10) and (11), we obtain
the following:

Emax − γt∙τvaci + 〠
q∈Qi

γt∙ω pð Þ + γt∙
DP i

V

" #
≥ Emin,  i ∈N , t ∈ Sið Þ,

ð12Þ

γt∙τvaci + 〠
q∈Qi

γt∙ω pð Þ + γt∙
DP i

V

≤ 〠
ωi pð Þ>0,DtB pð Þ>Dδ

p∈P i

UtB pð Þ∙ω pð Þ,  i ∈N , t ∈ Sið Þ,

ð13Þ
where Qi is the set of all cell centers in cluster i.

8. Layer 2: Cluster Head Nodes

8.1. Dynamic Routing.With a clustering algorithm in Section
6 to minimize the total energy of all sensor nodes, we can get
some specific nodes and denote them as cluster heads. Differ-
ent from normal nodes, the cluster head has collaboration
capability.

8.2. Dynamic Flow Balance. Due to the mobility of the vehi-
cle, data flow routing is dynamic with routing topology
changing over time. Denote f ijðpÞ and f iBðpÞ as flow rates
from cluster head i to cluster head j and to the base station
when the vehicle is at location p ∈ P, respectively. Then, we

have the following flow balance constraint at each cluster
head i.

〠
k≠i

k∈N
f ki pð Þ + Ri = 〠

j≠i

j∈N
f ij pð Þ + f iB pð Þ,  i ∈Nð Þ, ð14Þ

where N is the set of cluster heads gotten by cluster
selection algorithm in Section 6, and Ri is determined
by Equation (1).

8.3. Energy Consumption. Like the energy consumption
model for normal sensor nodes, the communication energy
consumption between two cluster nodes i and j can be mod-
eled as follows:

Cij = β1 + β2D
ω
ij , ð15Þ

where Dij =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi + xjÞ2 + ðyi + yjÞ2

q
, and ðxi, yiÞ and ðxj, yjÞ

are the coordinates of cluster heads i and j. DiBðpÞ =ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi + xBÞ2 + ðyi + yBÞ2

q
, and ðxj, yjÞ and ðxB, yBÞ are the

coordinates of type 1 node i and vehicle B at ðp ∈P Þ. Given
that the cluster result and all cluster heads are stationary,
we have Dij and Cij that are all constants. However, DiBðpÞ
and CiBðpÞ varied with vehicle position p. Denote γ (in Jou-
le/bit) as the energy consumption rate for receiving one unit
of data. Then, the total energy consumption rate for trans-
mission, reception, and sense at cluster head i when the

Emax − γt∙τvaci + 〠
ωi pð Þ>0,DtB pð Þ>Dδ

p∈P i

γt∙ω pð Þ + γt∙
DP i

V

" #
≥ Emin,  i ∈N , t ∈ Sið Þ, ð10Þ

γt∙τvaci + 〠
ωi pð Þ>0,DtB pð Þ>Dδ

p∈P i

γt∙ω pð Þ + γt∙
DP i

V
≤ 〠

ωi pð Þ>0,DtB pð Þ>Dδ

p∈P i

UtB pð Þ∙ω pð Þ,  i ∈N , t ∈ Sið Þ: ð11Þ
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vehicle is at p ∈P , denoted as ciðpÞ, is as follows:

α∙ri + ρ∙〠
t∈Si

rt + ρ∙ 〠
k≠i

k∈N
f ki pð Þ + 〠

j≠i

k∈N
Cij∙f ij pð Þ

+ CiB pð Þ∙f iB pð Þ = ci pð Þ,  i ∈Pð Þ,
ð16Þ

where α∙ri is denoted as the sensing consumption, ρ∙∑t∈Si rt
is denoted as the consumption for receiving data from all
normal sensor nodes at cluster i, ρ∙∑k≠i

k∈N f kiðpÞ is denoted as
the consumption for receiving data from other cluster heads,
∑j≠i

k∈NCij∙f ijðpÞ is denoted as the consumption for transmit-
ting data to other clusters, and CiBðpÞ∙f iBðpÞ is denoted as
the consumption for transmitting data to the mobile CBW.
Note that the cluster head consumption ciðpÞ dynamically
changes with the position p.

8.4. Charging Model. Like the energy charging model for nor-
mal sensor nodes in Section 7.3, we use wireless power trans-
fer [31] to charge the rechargeable battery of cluster heads.
Different from normal sensor nodes charging schedule, the
charging point for every cluster head is located in cluster
head, taking into account of the distance between any two
cluster heads is longer than the charging range of wireless
power transfer Dδ, which means it is impossible to charge
two cluster heads simultaneously.

UiB pð Þ =
Umax, if p = i,

0, if p ≠ i,

(
ð17Þ

where p is the mobile CBW position, p = i denotes the mobile
CBW and cluster head i are at the same position, and p ≠ i
denotes the mobile CBW and cluster head i are at two differ-
ent positions. Equation (17) shows the mobile CBW just
charges a cluster head while they are at the same position
and do not charge battery when it is moving.

8.5. Traveling Period for Cluster Layer. Like Section 7.4, the

charge time for cluster heads isτ =DP /V =∑ωðpÞ>0
p∈P ωðpÞ +

τvac, ðp ∈P Þ , where ωðpÞ denotes the aggregate amount of
time the vehicle stays at point p ∈P and pvac denotes the loca-
tion of the home service station. Tominimize the traveling time
of all cluster heads, the mobile CBW must move along the
shortest Hamiltonian cycle that connects the server station
and all cluster heads. Like traveling time at a cluster DP , DP

is denoted as the solution of the TSP.
Based on the distance between two type 1 nodes that is

longer than charging range of wireless power transfer Dδ,
the points where the vehicle stops for charge cluster heads
are in cluster head position. Then, Equation (9) can be writ-
ten as follows:

τ =
DP

V
= 〠

ω pð Þ>0

p∈P
ω pð Þ + τvac,  p ∈Nið Þ: ð18Þ

8.6. Energy Consumption in a Subperiod.We offer two energy
renewable conditions and show that once they are met, the
energy level at clusters head will never fall below Emin, which
means the cluster head can run forever. First, we split energy
consumption at normal sensor node t into three parts:

(i) Energy is consumed when the CBW makes a stop at
the service station: ciðpvacÞ∙τvac

(ii) Energy is consumed when the CBW makes stops at
all cluster heads: ∑p∈N ,p≠iciðpÞ∙ωðpÞ

(iii) Energy is consumed when the CBW is moving
along P that is Hamiltonian cycle that connects

all cluster heads and the service station:
Ð ωðpðsÞÞ=0
s∈½0,DP �

ð1/VÞ∙ciðpðsÞÞds

9. Layer 3: Charging Schedule at CBW

We consider minimizing energy consumption of the entire
system which includes normal sensor nodes and cluster
heads. Firstly, we minimize the total transmission energy
consumption of all normal nodes in a cluster through a
cluster selection strategy and give an optional charge strat-
egy including an approximative optional path and charge

time. Secondly, for cluster head layer, we formulate the
problem including mobile CBW traveling path, dynamic
flow routing, and charge time, and solve the problem by
CPLEX solver [33].

9.1. Formulation for Normal Sensor Nodes in a Cluster. We
develop a travel schedule for the mobile CBW and charging
schedule among normal sensor nodes so that no normal node

Emax − ci pvacð Þ∙τvac + 〠
p∈N ,p≠i

ci pð Þ∙ω pð Þ +
ðω p sð Þð Þ=0

s∈ 0,DP½ �

1
V
∙ci p sð Þð Þds

" #
≥ Emin,  i ∈Nð Þ, ð19Þ

ci pvacð Þ∙τvac + 〠
p∈N ,p≠i

ci pð Þ∙ω pð Þ +
ðω p sð Þð Þ=0

s∈ 0,DP½ �

1
V
∙ci p sð Þð Þds ≤ 〠

ω pð Þ>0,DiB pð Þ≤Dδ

p∈P
UiB pð Þ∙ω pð Þ,  i ∈Nð Þ: ð20Þ
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never runs out of energy. For the objective function, we con-
sider minimizing energy consumption in sensor layer. We
have followed optimization problem (OPT-normal) (time
constraints (9), energy consumption model ((7), (8)), and
energy renewable constraints ((12), (13)())):

max
τvaci
τi

s:t: Timeconstraints

Energyconsumptionmodel

Energyrenewableconstraints

τi, τvaci , ωi pð Þ ≥ 0, p ∈P ið Þ:

ð21Þ

To minimize the traveling time in a cluster, the mobile
CBW must move along the shortest Hamiltonian cycle that
connects the cluster head and the centers of cells in which
there is at least one normal sensor node. So, P i is denoted
as the solution of this TSP.

9.2. Formulation for Cluster Nodes. We develop a travel
schedule for the mobile CBW, charging schedule, and data
flow routing among cluster heads so that no cluster head
never runs out of energy. For the objective function, we con-
sider minimizing energy consumption in cluster head layer.
We have followed optimization problem (OPT-cluster) (time
constraints (18), energy consumption model (16), and energy
renewable constraints ((19), (20))):

max
τvac
τ

s:t:Timeconstraints

Energyconsumptionmodel

Energyrenewableconstraints

τ, τvac, ω pð Þ ≥ 0, p ∈Pð Þ
f ij pð Þ, f iB pð Þ, ri pð Þ ≥ 0, i, j ∈N , i ≠ j, p ∈ Pð Þ:

ð22Þ

To minimize the traveling time of all cluster heads, the
mobile CBW must move along the shortest Hamiltonian
cycle that connects the server station and all cluster heads.
So, P is denoted as the solution of the TSP.

9.3. Joint Solution.We find solutions to Dtpsi
, ratei, and tmax i

for a cluster i and τvac, τ, and τtsp for cluster head by CPLEX
[33]. Denote the tmax as the min ðtmaxi , i ∈NÞ.

Denote h as the number of subperiod during which the
mobile CBW charges all cluster heads once, in an entire
period. Denote T as the total time of a period. Then, we have
h∙τ = T . Denote Tvac as the vacation time in the entire period.
Tvac equals the total time of a period minus the sum of the
traveling time of cluster heads and normal sensor nodes,
and the charging time of all nodes in the wireless network.
Tvac equals the total vacation time of cluster head traveling
in h subperiod minus the sum of charging time and traveling

path time of normal sensor nodes at all clusters. Then, we
have h∙τ −∑i∈NΓ

∗
i ∙T +Dtpsi

∕V = Tvac:
Tominimize the entire system consumption jointing sen-

sor layer, cluster head layer, and mobile bastion station, we
study the following problem (OPT-joint).

max
Tvac
T

s:t: h ⋅ τ = T

T ≤ tmax

h∙Tvac −〠
i∈N

Γ∗
i ∙T +

Dtpsi

V
= Tvac

ratei∙T+ ≤ Tvac, i ∈Nð Þ
h > k:

ð23Þ

Constraint T ≤ tmax shows the entire period is no greater
than the minimum value of maximum lifetime for a cluster in
all clusters, which ensures every normal sensor node is not
out of energy. ratei∙T +Dtpsi

∕V ≤ Tvac ði ∈NÞ shows the time
that the mobile CBW is into a cluster and charges normal
sensor nodes is no longer than the Tvac that ensures in a

Table 1: Location and data rate Ri for each node in a 50-node
network.

Node index Location Ri Node index Location Ri

1 (0.547, 0.644) 0.1 26 (0.833, 0.115) 0.2

2 (0.662, 0.757) 0.7 27 (0.639, 0.658) 0.1

3 (0.037, 0.859) 0.4 28 (0.704, 0.930) 0.6

4 (0.723, 0.741) 1.0 29 (0.977, 0.306) 0.8

5 (0.529, 0.778) 0.9 30 (0.673, 0.386) 0.5

6 (0.316, 0.035) 0.4 31 (0.021, 0.745) 0.7

7 (0.190, 0.842) 0.8 32 (0.924, 0.072) 0.6

8 (0.288, 0.106) 0.8 33 (0.270, 0.829) 0.1

9 (0.040, 0.942) 0.2 34 (0.777, 0.573) 0.8

10 (0.264, 0.648) 0.4 35 (0.097, 0.512) 0.9

11 (0.446, 0.805) 0.5 36 (0.986, 0.290) 0.2

12 (0.890, 0.729) 0.5 37 (0.161, 0.636) 0.7

13 (0.370, 0.350) 0.1 38 (0.355, 0.767) 0.9

14 (0.006, 0.101) 0.7 39 (0.655, 0.574) 0.5

15 (0.393, 0.548) 0.1 40 (0.031, 0.052) 0.4

16 (0.629, 0.623) 0.1 41 (0.350, 0.150) 0.3

17 (0.084, 0.954) 0.5 42 (0.941, 0.724) 0.1

18 (0.756, 0.840) 0.2 43 (0.966, 0.430) 0.2

19 (0.966, 0.376) 0.7 44 (0.107, 0.191) 0.3

20 (0.931, 0.308) 0.6 45 (0.007, 0.337) 0.3

21 (0.944, 0.439) 0.1 46 (0.457, 0.287) 0.4

22 (0.626, 0.323) 0.4 47 (0.753, 0.383) 0.1

23 (0.537, 0.538) 0.2 48 (0.945, 0.909) 0.1

24 (0.118, 0.082) 0.3 49 (0.209, 0.758) 0.3

25 (0.929, 0.541) 0.2 50 (0.221, 0.588) 0.8

8 Wireless Communications and Mobile Computing



subperiod; the mobile CBW can charge all normal sensor
nodes. For the fractional objective function Tvac/T , we
define ηvac = Tvac/T . Then, we can reformulate the above
problem as follows:

max ηvac

s:t h ⋅ τ = T

T ≤ tmax

h∙ηvac − 〠
i∈N

Γ∗
i ∙T +

Dtpsi
/V

T

� �
= ηvac

ratei∙T+ ≤ ηvac,  i ∈Nð Þ
h > k:

ð24Þ

The equation h∙ηvac − ∑i∈NðΓ∗
i ∙T + ðDtpsi

/VÞ∕TÞ = ηvac
shows the ηvac increases with T . So, we can maximize the
ηvac via maximizing T with two constraints T ≤ tmax and Γ∗

i

∙T + ðDtpsi
/VÞ∕T ≤ τvac/T , where tmax and τvac/T can be cal-

culated in Section 9.1 and Section 9.2, respectively. So, the
joint problem can be solved.

10. Performance Evaluations

In this section, we present some numerical results to demon-
strate how our solution works to achieve wireless energy

transfer and evaluate the performance of the system com-
pared to MSiRSN.

10.1. Simulation Settings. In this section, we evaluate the per-
formance of the system and compared it with the strategy in
MSiRSN. The network parameters are set like in MSiRSN.
We assume sensor nodes are deployed over a 1 × 1 square
area. The service station is at (0.5, 0.5). The traveling speed
of the mobile CBW is V = 0:1. The data rate rt , t ∈N∗, from
each node is randomly generated within [0.1, 1]. Power con-
sumption coefficients are β1 = 1, β2 = 1, ρ = 1, α = 0: The
path loss index is ω = 4: Suppose that a sensor node uses a
rechargeable battery with Emax = 10, 000 and Emin = 500.
For the charging efficiency function, μðDtBðpÞÞ = −40DtB

ðpÞ2 − 4DtBðpÞ2 + 1. Let Umax = 50 and Dδ = 0:1 for a maxi-
mum distance of effective charing. We consider a 50-node
network. The normalized location of each node and its data
rate are given in Table 1 in MSiRSN.

10.2. Solution with Strategy in MSiRSN. The simulation
results in MSiRSN are given as follows. The traveling path
in a period is DPOPT−lb

= 4:89 and the traveling time is
DPOPT−lb

/V = 48:9. The cycle time is τ = 9414, the vacation
time is τvac = 6410, and the objective value is 68%. The trav-
eling path is shown in Figure 3.

10.3. Solution with Our Strategy. With our strategy, we can
get a layer framework of the network, shown in Figure 4.
We solve optimization problems (OPT-normal and OPT-
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Figure 3: The solution in MSiRSN. The yellow star represents the stopping points, and the blue circle represents the sensor node.
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cluster) by CPLEX [33] and get the following solutions.
Denote τc as the total charging time for cluster heads in a
subperiod, τci as the total charging time for normal sensor
nodes at cluster i.

Dtps = 2:5425, τvac = 209:1, τc = 52:3, τ = 286:8

Dtps1
= 1:3196, τvac1 = 10674, τc1 = 30, τ1 = 10717

Dtps2
= 1:239, τvac2 = 8703, τc2 = 56, τ2 = 8771:3

Dtps3
= 1:5124, τvac3 = 8416:7, τc3 = 89, τ3 = 8520

Dtps4
= 1:732, τvac4 = 5946:57, τc4 = 171, τ4 = 6134

ð25Þ

We set a period T = τ4 = 6134. We can get charging time
for normal nodes ∑τci

17 + 39 + 64 + 171 = 291, charing time

for cluster heads τc · T/τ = 1115, traveling time for normal
nodes ∑Dtpsi

/V = 84, and traveling time for cluster heads
ðDtps/VÞ · ðT/τÞ = 543 in this period. Then, we can get
τvac/T = ð6134 − ð291 + 1115 + 84 + 543ÞÞ/6134 = 0:71. Our
objective solution of 71% is greater than 68% in MSiRSN.

11. Conclusion

Wireless sensor network is the main part of IoTs. With the
high developing time of IoTs, the difficulty of the power sup-

ply of wireless nodes has seriously hindered the application
and development of IoTs. In this paper, we proposed a
three-layer framework consisting of the sensor layer, cluster
head layer, and mobile station layer in a rechargeable wireless
sensor network. We studied the problem of charge schedule
and traveling path of a mobile CBW and a cluster selection
algorithm in order to minimize the energy consumption of
entire system. The simulation result shows that the scheme
can get a smaller energy consumption of the entire system,
compared with MSiRSN.

Data Availability

The data used in this paper can be obtained directly in the sen-
tences and tables of the paper or generated by combining them
with the algorithm. The core steps and algorithms of data pro-
cessing method are introduced in the paper in detail, too.
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Autonomous vehicle platoon is a promising paradigm towards traffic congestion problems in the intelligent transportation system.
However, under certain circumstances, the advantage of the platoon cannot be fully developed. In this paper, we focus on the
highway Electronic Toll Collection (ETC) charging problem. We try to let the opportunistic platoon pass the ETC as a whole.
There are three main issues in this scenario. Firstly, the opportunistic platoon is temporarily composed; vehicles do not trust
each other. Secondly, single vehicle may try to escape from the ETC charging by following the platoon. Finally, platoon
members may collude with each other and try to underreport the number of vehicles in the platoon so as to evade payment. To
solve these challenges, we propose a blockchain-based efficient highway toll paradigm for the opportunistic platoon. The driving
history, credential information of every registered vehicle, is recorded and verified from the blockchain. A roadside unit (RSU)
is adopted to distinguish the single vehicle from the platoon and in charge of lane allocation. Additionally, an aggregate
signature is introduced to accelerate the authentication procedure in the RSU. We analyse the potential security threats in this
scenario. The experimental result indicates that our scheme is efficient and practical.

1. Introduction

Vehicle platooning is one of the innovations in the automo-
tive industry that is aimed at improving the safety, efficiency,
mileage, and time of travel of vehicles while relieving traffic
congestion, decreasing pollution, and reducing stress for pas-
sengers. Reliable vehicle platooning relies on the cooperation
of multiple advanced technologies, including low-latency
communication (e.g., 5G), proven autopilot system (e.g., level
5 full automation), multidriving model seamless switching
(e.g., cooperative adaptive cruise control and self-govern
autonomous driving), and, last but not least, flexible platoon
management system [1]. Since autonomous vehicles are
completely dominated by artificial intelligence, the credibility
of the data will determine the safety of the entire platoon.
However, data always suffer from various types of attacks,
such as spoofing, data tampering, and compromised data
integrity. Moreover, there also exist some network attacks,
for example, Sybil attack and Distributed Deny of Service
(DDoS). Therefore, how to guarantee the data as well as the

network security in the autonomous vehicle platoon (AVP)
becomes a considerable issue. In this paper, a blockchain-
based approach is presented to deal with an interesting appli-
cation issue in the opportunistic platoon scenario. We
describe the issue and the relevant security and management
problems to be solved first and then state our contributions.

The opportunistic platoon belongs to the dynamic platoon
type [2]. There are two kinds of the dynamic platoon,
namely, the real-time platoon and the opportunistic platoon.
The difference between these two is that in the real-time pla-
toon individual vehicles send a request to join a preexisting
platoon, while there is no preexisting platoon in the opportu-
nistic platoon scenario. Individual vehicles have to discover
the vehicles with similar features (e.g., destination, vehicle
type, and route) first and then try to formulate a platoon.
Functionally speaking, they all accomplish the objective of
platooning. However, from a security aspect, there was a
huge difference between the two. Firstly, the real-time pla-
toon is often launched by a company such as a supermarket
or logistics company. The original vehicles can be regarded
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as fully trusted. Yet in the opportunistic platoon, vehicles do
not even recognize each other and suffer from lack of trust.
Secondly, compared with the real-time platoon, the opportu-
nistic platoon is more changeable since vehicles may have dif-
ferent destinations, and the platoon leader has to manipulate
more authentication tasks to realize vehicle joining or
leaving. Finally, the platoon leader (PL) has to take on
more work than the platoon member (PM). Moreover,
according to aerodynamics, the platoon leader will sustain
more air resistance. Thus, in the opportunistic platoon, no
vehicle wants to be the leader. The security feature com-
parison is given in Table 1.

In this paper, we focus on a practical scenario in the high-
way. Nowadays, the highway tollgate still needs to decelerate
before passing through the Electronic Toll Collection (ETC).
After the ETC detects the vehicle, it raises the fence and
releases the vehicle. The follow-up vehicle needs to be kept
at a certain distance from the preceding vehicle in order to
allow the ETC system to detect it. Thus, although the vehicle
could enjoy the benefit from platooning, they would inevita-
bly be separated and decelerate before passing the ETC. After
that, vehicles have to reform a platoon. Obviously, this cum-
bersome operation will reduce people’s enthusiasm for the
platoon. Therefore, we considered the following question.
How to let an opportunistic platoon passing through the
ETC as a whole? For example, we can designate the PL to
pay the ETC charge for the entire platoon. Then, other PMs
could pass through the ETC without waiting or slowing
down the speed. However, this is a complicated problem
which includes not only theoretical problems but also the
practical ones. We list the questions below:

(1) Since in the opportunistic platoon vehicles have no
relationship with each other, if PMs try to escape
from the part that they should pay, how to guarantee
the rights of the PL?

(2) There exist both single vehicle and platoon in the
highway. If a single vehicle tries to escape from pay-
ing the ETC charge by following the platoon, what
should be done to prevent this situation?

(3) Generally speaking, the PL would not state that there
are more vehicles than it actually exists in a platoon.
Yet the PL may state less than the actual number of
vehicles to cheat the ETC system. Since in our pro-
posed scheme vehicles could keep a very high speed
(e.g., 100 km/h) when passing the ETC, it is hard for
the ETC to detect the accurate number of vehicles

Motivated by solving the abovementioned problems, we
proposed the BEHT system: a blockchain-based efficient
highway toll paradigm for opportunistic autonomous vehi-

cle platoon. Our main contributions could be summarized
as follows:

(1) The mutual mistrust issues in the opportunistic pla-
toon are solved through blockchain. When the pla-
toon passes through the ETC, the PL will pay for
the entire platoon. Afterward, the PM could not
repudiate to pay the part it should take. The smart
contract will help to supervise the payment transfer
from PM to PL

(2) A lane allocation mechanism is proposed to distin-
guish single vehicle with platoon so as to prevent sin-
gle vehicle from escaping ETC charging by following
the platoon

(3) We implement the aggregate signature into the
opportunistic platoon. The PL needs to announce
the number of vehicles in the platoon to the roadside
unit (RSU) first, and all the members should sign on
the announcement. Although the PL could underre-
port the number of vehicles, it is still possible to trace
the actual number of vehicles in the platoon through
the blockchain record

The rest of this paper is organized as follows. In Section 2,
we present the state-of-the-art platooning management
methods in general. Section 3 gives the relevant preliminar-
ies. In Section 4, the definitions of the system model and
security model are given; then, we give the details of the pro-
posed blockchain-based efficient highway toll paradigm
(BEHT) in Section 5. The analysis of BEHT in terms of secu-
rity and performance can be found in Section 6. Finally, the
conclusion is given in Section 7.

2. Related Works

The opportunistic platoon belongs to dynamic platoon man-
agement category. There are two different kinds of dynamic
platoon. One is the real-time platoon, and the other one is
the opportunistic platoon [3]. The opportunistic platoon
refers to the vehicles that are close in a certain distance and
have the similar interest or features with each other that form
a temporary platoon without prior planning. The opportu-
nistic platoon formation strategy is complicated. It requires
not only the cooperation of vehicles in terms of maneuver
but also the robust formation protocols. Besselink et al. give
an overall review on cyber-physical control of road freight
transportation [4]. They also discuss the possibility and pre-
condition of forming an opportunistic platoon. Sokolov et al.
considered the platoon formation maximization by coordi-
nating the centralized routing and departure time. They also
present a concrete simulation result as well as an

Table 1: Security feature comparison.

PL characteristic PL variation Original PM characteristic New PM characteristic

Real-time platoon Predesignated/fully trusted Unchanged Fully trusted Semitrusted

Opportunistic platoon Snap election/semitrusted Changeable — Semitrusted
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optimization model [5]. Since the deployment of platooning
technology is not widespread, the potential benefits or oppor-
tunistic platoon has not been discovered. Therefore, some
previous planning is required. Zeng et al. proposed a joint
communication and control mechanism for wireless autono-
mous vehicular platoon systems; both the communication
delay and the stability of control system are considered [6].
Through utilizing the Markovian jumping system theory,
Wen and Guo proposed a sampled-data control system for
connected vehicles subject to switching topologies, commu-
nication delays, and external disturbances [7]. Alam et al. dis-
cussed the significance of heavy-duty vehicle platooning that
would help enhance safety and efficiency in global trade.
They also evaluated the fuel saving, controller performance,
and affectivity of changeable weather conditions. Moreover,
the future of freight transportation system is given, in which
the author believes that cooperation and platooning play an
important role [8]. Boysen et al. investigated the platooning
of trucks along an identical path since they found that the
efficiency of platooning cannot only be guaranteed by the
platooning technique but also be impacted by the platoon
formation process [9]. Gong et al. developed a novel car-
following control scheme for a platoon of connected and
autonomous vehicles on a straight highway; they also con-
structed dual-based distributed algorithms to compute opti-
mal solutions with proven convergence [10]. After that,
Gong et al. proposed a series of research on how to optimize
the AVP with human-driven vehicles in real world [11–13].

In the dynamic platoon management scenario, a new-
comer may not willingly follow the protocols. For exam-
ple, it may take advantage of the platoon to decrease the
fuel consumption, but refuse to pay the platooning service
charge, or it may propagate some phishing information to
harm the platoon security. To deal with these security
problems, some blockchain-based platoon management
schemes have also been put forward. Wagner and McMil-
lin proposed a physical action verification scheme with
blockchain [14]. They mainly focus on integrity verifica-
tion when the roadside unit is absent. When malicious
vehicles try to join or leave the platoon, the protocol pro-
ceeds only when the vehicles can be sensed in a certain
range. Ledbetter et al. proposed a practical protocol for
leadership incentives for a heterogeneous and dynamic
platoon [15]. Through incentive mechanism, vehicles are
encouraged to participate in the platoon leader election.
Calvo and Mathar proposed a blockchain-based secure
communication scheme for connected vehicles; they utilize
the ring signature to verify the identity of the vehicles that
joined, and then, the information can be shared among
authenticated vehicles through a multiparty smart con-
tract. But they only provided the theoretical analysis but
failed to give the experiment evaluation. Moreover, they
introduced the microtransaction concept to deal with the
low efficiency of consensus in the bitcoin network [16].
Zhang et al. presented an onionchain-based VANET
framework to integrate the traceability of intermediate var-
iables generated during the transactions [17]. For the pur-
pose of encouraging vehicles to participate in the building
of an effective vehicular announcement network, Li et al.

proposed a privacy-preserving blockchain-based incentive
announcement network for communication of smart vehi-
cles. They designed the consensus phases based on the
Byzantine fault tolerance algorithm to meet the needs of
reaching an agreement in a short period of time [18].
Kang et al. proposed an optimized consensus management
using reputation and contract theory to tackle the chal-
lenge of voting collusion. They used delegated proof of
stake to realize consensus [19]. Cheng et al. integrated
attribute-based encryption with blockchain to balance the
tradeoff between the availability and the privacy preserva-
tion on the Internet of Vehicles (IoVs) [20].

3. Preliminaries

3.1. Ethereum. Ethereum is an open-source, distributed com-
puting platform based on a public blockchain with smart
contracts’ scripting capabilities [21]. With the use of smart
contracts, Ethereum extends the range of application,
making blockchains from purely distributed repositories
to open, compilable blockchain development projects.
Ethereum owns a powerful Turing complete development
language, and it supports a modified version of the Naka-
moto consensus through transaction-based state transi-
tions. Miners use a consistent algorithm to mine and
verify transactions for generating a new block. The Ether-
eum protocol moves far beyond currency. The currency
named ether provides a liquidity layer to allow for efficient
exchange of digital assets between public accounts and a
mechanism for paying transaction fees.

3.2. Merkle Tree. A Merkle tree is a binary tree, in which
every leaf node is labeled with the hash (e.g., SHA-256) of a
data block, and every nonleaf node is labeled with the crypto-
graphic hash by concatenating its child nodes as shown in
Figure 1. The layer-by-layer operations from bottom to top,
in turn, generate a unique node Merkle root. It is used to
describe the integrity of all data block information stored.

Once the leaf node is modified, it will cause the change of
the hash value on its parent node, which in turn affects the
change of the Merkle root. According to its characteristic,
in the blockchain, multiple transactions are used as data
blocks of leaf nodes to build a Merkle tree. Any change in
the transaction will cause a change in the Merkle root, and
the integrity of all transactions can be verified by the Merkle
root [22].

3.3. Elliptic Curve Digital Signature Algorithm. The Elliptic
Curve Digital Signature Algorithm (ECDSA) offers a variant
of the Digital Signature Algorithm (DSA) which uses elliptic
curve cryptography. ECDSA has two processes for digital sig-
nature and signature verification [23]. The elliptic curve
parameter is T = ðp, a, b,G, nÞ, and the elliptic curve is
defined as y2 = ðx3 + ax + bÞ mod p, where p is a large prime
number, Fp is a finite field, a and b are integers, G is the base
point on EðFpÞ, n is a prime number that is the order of the
base point G, the private key of the PL is d, the public key
Q =Gd , k is the chosen random integer, e is the value of the
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hash operation of the messagem, and r are the remainders of
x to n in the point ðx, yÞ on the elliptic curve.

(1) ECDSA signature generation. A signs the message
m. The steps are as follows:

k = RandomInteger 1, n − 1½ �
Gk = x, yð Þ
r = x mod n

e =Hash mð Þ
s = k−1 e + drð Þmod n

signature = r, sð Þ

ð1Þ

(2) ECDSA signature verification. After B receives the
signature data ðr, sÞ of A, to verify the signature of
A on message m, the following steps are required:

Verif y that r and s are integers in the interval 1, n − 1½ �
e =Hash mð Þ
w = s−1 mod n

u1 = ewmod n and u2 = rwmod n

X =Gu1Qu2

I f X is the point at inf inity, then reject the signature:
Otherwise, convert the x coordinate of X to an integer �x:

v = �x mod n

If v = r, accept the signature, otherwise abort:
ð2Þ

3.4. Aggregate Signature. The aggregate signature can create
a signature on arbitrary distinct messages Mi ∈ f0, 1g∗
[24]. In this scheme, G1 and G2 are two multiplicative
cyclic groups of prime order p. G1 and G2, their respective
generators g1 and g2, the computable isomorphism Ψ
from G2 to G1, and the bilinear map e : G1 ×G2 ⟶GT ,
with target group GT , are system parameters. The scheme
includes five algorithms: KeyGen, Sign, Verify, Aggregate,
and Aggregate Verify.

(1) Key Generation. For a particular user, pick random
x⟵RZp, and compute v⟵ gx2. The user’s public
key is v ∈G2. The user’s secret key is x ∈ Zp.

(2) Signing. For a particular user, given the secret key x and
a message M ∈ f0, 1g∗, compute h⟵HðMÞ, where
h ∈G1 and σ⟵ hx. The signature is σ ∈G1.

(3) Verification. Given the user’s public key v, a message
M, and a signature σ, compute h⟵HðMÞ; accept if
eðσ, g2Þ = eðh, vÞ holds.

(4) Aggregation. For the aggregating subset of users U
∈Users, assign to each user an index i, ranging from
1 to k = ∣U ∣ . Each user ui ∈U provides a signature
σi ∈ G1 on a message Mi ∈ f0, 1g∗ of his choice. The
messages Mi must all be distinct. Compute σ⟵Qk

i=1 = σi. The aggregate signature is σ ∈G1.

(5) Aggregate Verification. We are given an aggregate sig-
nature σ ∈ G1 for an aggregating subset of users U ,
indexed as before, and are given the original messages
M ∈ f0, 1g∗ and public keys vi ∈G2 for all users ui
∈U . To verify the aggregate signature σ

(i) ensure that the messagesMi are all distinct and reject
otherwise

(ii) compute hi ⟵HðMiÞ for 1 ≤ i ≤ k = ∣U ∣ and accept
if eðσ, g2Þ =

Qk
i=1eðhi, viÞ holds

Root hash

Hash34Hash12

Hash1

TX1 TX2 TX3 TX4

Hash2 Hash3 Hash4

Figure 1: Merkle tree.
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Using the properties of the bilinear map, the left-hand
side of the verification equation expands:

e σ, g2ð Þ = e
Yk
i=1

hxii , g2

 !
=
Yk
i=1

e hi, g2ð Þxi

=
Yk
i=1

e hi, g
xi
2

� �
=
Yk
i=1

e hi, við Þ,
ð3Þ

which is the right-hand side, as required.

4. System Model

Our system consists of six entities: platoon leader (PL), pla-
toon member (PM), roadside unit (RSU), certificate author-
ity (CA), Ethereum, and Electronic Toll Collection (ETC)
System, as shown in Figure 2.

(1) Platoon Leader. The platoon leader is the core of a
platoon. It can create a new platoon, release com-
mands in the platoon, communicate with RSU, and
distribute tickets for the vehicles that want to join
the platoon. However, it may release wrong com-
mands on purpose.

(2) Platoon Member. New platoon member (NPM) can
join into a platoon as a PM after authentication.
The PM receives commands from the PL. The PM
passes through the ETC behind the PL. The PM is
assumed to be dishonest. It tries to escape from the
payment in the platoon. In a static platoon, members
are fixed. The opportunistic platoon allows any vehi-
cle to join.

(3) Roadside Unit. The roadside unit releases traffic
information and verifies the deduction transaction
status. It can be recognized just as a trusted
facility.

(4) Certificate Authority. Certificate authority is respon-
sible for releasing public/private key pairs for
each vehicle. All the vehicles should register at
the CA before entering the blockchain. The CA
does not have to be online during the entire pla-
toon journey. The authentication work is entrusted to
the Ethereum. The CA is assumed to be fully
trusted.

(5) Ethereum. Ethereum is responsible for the vehicle
authentication and ETC payment through the use
of the smart contract. Its internal data structure Mer-
kle tree can effectively verify transactions. The Ether-
eum is assumed to be fully trusted.

Ethereum

Transaction

Certification authority

Public/private key pair

Road side unit

Ticket

Electronic Toll Collection

ETC for Platoon

Platoon leader

Platoon member

New platoon member

Individual vehicle

Static platoon

Opportunistic platoon

Wireless communication

Figure 2: System model.
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(6) Electronic Toll Collection. Electronic Toll Collection
assigns the optimal ETC channel to platoons and
deducts the registered owner’s account without
requiring them to park. It is a credible public facility
like RSU. In particular, ETC for Platoon (PETC) is
a channel specifically open for platoons.

5. Proposed BEHT Scheme

5.1. Design Goal. The goal of our proposal is to speed up the
platoon’s payment at the Electronic Toll Collection. In the
real environment, the process of deducting the vehicle
through the ETC, in turn, consumes a significant amount
of time on the road. Our proposal puts several vehicles into
a platoon with mutual distrust, passing through the ETC at
just one time. In this way, the working time of the ETC is
reduced exponentially, which dramatically improves its
working efficiency.

To form a platoon not based on trust, we take advantage
of the fact that the blockchain does not require trust, and the
smart contract of the blockchain handles the process of
building a platoon. Before the platoon travels to the ETC,
the RSU can interact with the PL under our design protocol.
The PL sends the result of the interaction to the PMs as
instructions, which requires the function of intraplatoon
communication in the platoon virtual environment. To pre-
vent false messages issued by the PL, all communication con-
tents will be permanently recorded on the blockchain. Then,
the PL leads the PMs through the ETC in accordance under
the requirements of RSU. The ETC charges the PL, and the
required cost includes the sum of all vehicles in the entire pla-
toon, which means that the PL pays for all the PMs at this
time. At the end of the trip, the PM pays the service fee and
ETC fee according to the transaction record to the PL
through the blockchain.

In order to prevent PMs from refusing to admit that the
PL paid for them, the signatures of all PMs will be aggregated
to determine which vehicles have passed through the ETC. In
addition, these payment transactions will also be recorded on
the blockchain for later use as evidence.

5.2. Details of Scheme. In order to implement the scheme, we
designed the platoon as a virtual area where private commu-
nication is possible. Moreover, we also proposed a protocol
between RSU, platoon, and ETC to complete the payment
through multiple interactions. Our scheme contains the fol-
lowing five modules.

(1) PL Registration. The PL applies for registering a
platoon.

(2) Ticket Generation. The PL generates a dedicated
ticket for NPM. The NPM uses the ticket to register
into the platoon.

(3) Communication. The platoon members can commu-
nicate with each other while the PL can communicate
with nearby RSUs through DSRC. All communica-
tion data will be backed up on the blockchain for later
verification check.

(4) Payment Interaction Protocol. When the platoon is
approaching the ETC, the RSU and the platoon per-
form multiple interaction confirmations according
to the protocol we designed, and finally, the ETC
completes the payment operation.

(5) Credibility Mechanism. This reputation mechanism
is directly related to the amount of punishment in
order to effectively reduce the probability of the pla-
toon violating the protocol.

In the following paragraphs, we elaborate on these five
modules in detail.

5.2.1. PL Registration. In our blockchain-based scheme, each
vehicle needs to register in the blockchain to obtain account
address and the public key and private keys from CA in
advance. After successfully registering the blockchain
account, the vehicle can initiate transactions and invoke
smart contracts in the blockchain network.

Each device on the vehicle for ETC payment owns a
unique identification code, which allows the vehicle to verify
identity. The PL chooses a platoonID and provides its own
ETC identification code IC to register in the smart contract
that we deployed on the blockchain. If the smart contract
detects that the platoonID and IC have never been used, the
registration will succeed. The PL had applied for a virtual pla-
toon on the smart contract.

5.2.2. Ticket Generation. The PL interacts with the vehicle
who wants to join the platoon as a PM through the Dedicated
Short-Range Communications (DSRC). After confirmation,
it decides whether to allow the vehicle to join the platoon
and generate a ticket to it. Vehicle should register in the
blockchain network to obtain a blockchain account and pub-
lic/private keys. The PM provides its own ETC identification
code IC, platoonID of target platoon, and the blockchain
account address addr. The corresponding PL of the platoon
integrates the data and then digitally signs it by ECDSA dig-
ital signature algorithm E using the private key pk and
returns the generated signature sign=Epk (IC||platoonI-
D||addr) to the PM as a ticket. With the ticket, the PM is eli-
gible to join this platoon.

The PM sends the ETC identification code IC, platoonID,
blockchain account address addr, and ticket to the smart
contract on the blockchain to register into the platoon. If
the smart contract detects that the IC has not been registered,
the platoonID exists, and the ticket has never been used,
smart contract uses the platoonID to query the public key
PK of the PL to verify the digital signature of the ticket by
ECDSA digital signature verification algorithm VPK (IC||pla-
toonID||addr, ticket). If the verification succeeds, the PM is
permitted to enter the platoon. All registration rules are
shown in Algorithm 1.

After the PMs join into the platoon, the platoon is
formed. In this scheme, the platoon includes static platoon
and opportunistic platoon. All vehicles in the static platoon
are unchanged and do not receive other vehicles to apply
for entering the platoon. At this time, the PL does not distrib-
ute the exclusive ticket to the vehicle. The opportunistic
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platoon is a temporary set of multiple vehicles on the road,
with substantial variability. Vehicles who want to join the
platoon apply for the PL, and the PL returns ticket to each
vehicle to join the platoon.

5.2.3. Communication. In our previous research results [25],
the efficiency of uploading data to the blockchain is too slow,
so we take a new approach that platoon members use DSRC
to communicate with low latency directly and slowly back up
the communication data on the blockchain permanently for
later verification as a deposit. To achieve resource sharing,
different platoons can also send and receive data through
PLs using DSRC. Moreover, the PL can also communicate
with nearby RSUs which send messages back, which enables
multiparty data forwarding sharing.

5.2.4. Interaction Payment Protocol. In our scheme, when the
platoon travels to ETC, in order to reduce the vehicle decel-

eration time significantly, the PL leads all PMs to pass ETC
quickly and complete the deduction process at the same time.
In such a short period, ETC cannot perform autosensing rec-
ognition for each vehicle. So the solution we adopted is that
ETC only needed to identify the PL and deduct the costs of
all platoon members from the PL. That is, the PL pays the
ETC fee for PMs. The RSU, ETC, and platoon interact to
complete the deduction protocol. Figure 3 demonstrates
these interaction payment protocols. The specific processes
are as follows:

(1) When each vehicle gets onto the highway and passes
through the ETC, ETC identifies the vehicle’s infor-
mation and records the original station on the block-
chain. On the highway, multiple vehicles build their
platoons. When the platoon reaches about 1 kilome-
ter before the ETC, the PL of the platoon sends a

if IC:ExistInSmartContractðÞ⋁(8)
addr:ExistInSmartContractðÞ then

return Error(9)
end.

if Vehicle:type = PL then
if platoonID:ExistInSmartContractðÞ then

return Error(10)
end

end
else
if Vehilce:type = PM then

if !platoonID:ExistInSmartContractðÞ⋁
Verif yTicketðticketÞ = f ailed⋁ticket:UsedðÞ then

return Error
end

end
end
RegisteIntoContractðÞ

Algorithm 1: The Smart Contract Registration Rules

Platoon RSU

1. Request for ETC

2. Transfer ETC fee

3. Return ETC channel

4. Request for confirmation

5. Return confirmation
{EC, AGG1, PKs}

{EC, PID, PIN}

{PEF, PID, PIN}

{AGG2, PKs, PID, PIN}
7. Charge ETC fee

6. Send confirmation
{AGG2, PKs}

{PID, PIN}

ETC

PID: platoon ID
IC: identification vode
BCA: blockchain account
PIN: platoon information

PEF: platoon ETC fee
EC: ETC channel
AGG: aggregate signature
PK: public key

({{IC1, BCA1}, {IC2, BCA2}...})

ETC

Figure 3: Interaction payment protocol.
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request to nearby RSUs, including detailed vehicle
information of the platoon

(2) Having obtained the platoon’s information, the RSU
queries the blockchain for the original station of each
vehicle and calculates the cost that each vehicle
should pay to the ETC. Combine the results into a
set of data for each vehicle, such as

{plate number:A.0001, IC: 001122, original station: New
York station, terminal station: Washington station, ETC fee:
10 dollars}

The RSU sends the total fee and information of all pla-
toon members to the ETC system

(3) The ETC system would store the fee amount and
return the assigned optimal ETC channel for the pla-
toon to RSU

(4) The RSU adds the ETC channel into the data set and
digitally signs each data with its private key for aggre-
gating all the digital signatures together to generate
an aggregate signature. The RSU sends the aggregate
signature, the original data set for verification, and its
public key to the PL as requesting for confirmation,
which in turn forwards it to all PMs

(5) The PM verifies the aggregate signature and confirms
the amount of the deduction. If the PM confirms that
the amount of its deduction is correct, it will digi-
tally sign the set of data with its private key and
then send it to the PL. After the PL collects the
digital signatures of all the PMs, it aggregates them
to generate an aggregate signature. Finally, the PL
sends the aggregate signature to the RSU as confir-
mation. The RSU sets a waiting time. If no confir-
mation response is received after the timeout, the
RSU will retransmit, which is called the timeout
retransmission mechanism

(6) After receiving the aggregate signature, the RSU
queries the public key of each vehicle on the block-
chain and combines the original data to verify
the validity of the aggregate signature. If the verifi-
cation passes, the confirmation step for the payment
is completed. All confirmation records would be
sent to ETC

(7) ETC would store all records in the blockchain and
monitor the platoon for charging

The PL must lead the platoon to the designated ETC
channel according to the instructions from RSU. The PL is
driving in front of the platoon. The ETC automatically recog-
nizes the ETC device of the PL then charges the PL according
to the total cost fee sent from RSU before and upload the
transaction record to the blockchain. In a short time, the pla-
toon passed this ETC.

Based on the speed of the platoon, RSU estimates that the
platoon has passed ETC to complete the deduction in a few
minutes. At this time, the RSU queries the blockchain for a

payment record and verifies the correctness of it. If the valid
deduction information did not exist, the RSU communicates
with the PL again to query the current platoon status and
recomplete the payment protocol. At the end of the trip,
the PM pays the service fee and ETC fee according to the
transaction record to the PL through the blockchain. This
incentive mechanism will promote more vehicles to under-
take the tasks of the PL.

5.2.5. Credibility Mechanism. To maintain the orderly opera-
tions of the scheme, we will introduce the concept of vehicle
credibility value (CV) and impose late penalties on vehicles
that violate the protocol. The credibility value directly affects
the penalty amount.

If the platoon does not interact with the RSU according to
the protocol or fails to pass the designated channel based on
the RSU’s instructions, this will reduce the credibility value of
each platoon member and impose a penalty charge according
to the penalty standard. If the platoon does not provide an
aggregate signature to ETC or RSU, the ETC cannot confirm
each member of the platoon. That is to say, ETC only deducts
the required fee of the PL, and PMs evade the deduction
operation. According to the current highway penalty mecha-
nism, the PM for this situation is charged on the farthest dis-
tance of the current highway, and the amount to be paid is
recorded for later punishment. In our proposal, the credibil-
ity value of each platoon member will be reduced, and the
penalty amount for breaching the protocol will be deducted.
Simultaneously, if the platoon completes the protocol, the
credibility value of the platoon members will also increase.
The relationship between the credibility value and the pen-
alty amount is shown in Figure 4. We set two thresholds for
the penalty amount and the rapid penalty amount. The max-
imum credibility value is 100, and the minimum is 0. The
specific segmentation function is as follows:

(1) CV> 90. The vehicle follows the protocol well and
does not require additional deductions. It is the last
piece with the green line in Figure 4.

(2) 50≤CV≤90. The possibility of occasional mistakes in
the platoon leads to a violation of the protocol. The
amount of the deduction is linear, and its slope is
small. It is the middle piece with the blue line in
Figure 4.

(3) CV< 50. We can conclude that this vehicle often
makes mistakes, even deliberately violates the proto-
col. We will make severe punishment for this kind of
vehicle, and the penalty amount will increase expo-
nentially with the decrease of CV. It is the first piece
with the yellow line in Figure 4.

6. Simulations and Performance Analysis

6.1. Security Analysis. The scheme proposed in this paper
enables the opportunistic autonomous vehicle to form a pla-
toon and pass the ETC together. In this environment of
mutual distrust, we focus on the attacks of platoon by bogus
information injection and repudiation.
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6.1.1. Bogus Information Injection. Bogus information injec-
tions occur when the vehicle or RSU sends the wrong mes-
sage. When a vehicle wants to join a platoon, it is possible
that it just sent a false message to the PL remotely and is
not nearby. In the ticket generation phase, the PL must inter-
act with the vehicle to allow it to join the platoon. Therefore,
the request of the attacking vehicle to join the platoon will be
rejected if it is not in the sensing range.

In the communication of the scheme, bogus information
injection will happen with many chances. The PL may send a
fake message or instruction inside the platoon. After receiv-
ing the commands from the PL, the PM will use its sensing
equipment to verify the feasibility of the commands and then
decide whether to perform operations. At the same time, all
messages inside the platoon will be recorded in the block-
chain to prevent members from posting malicious messages.

In the interaction payment protocol, the data to be con-
firmed would be sent and received between the RSU and
the PM, but it needs to be sent to the PL first and then for-
warded to the PM by the PL. In our protocol, RSU digitally
signs the data with its private key and generates an aggre-
gated signature, ensuring that the PL cannot modify or falsify
the data during this period. If the PL intentionally loses the
digital signature, this will be detected by the RSU, and then,
its credibility value will be lowered, and a penalty will be
imposed on it. The RSU calculates the ETC fee for the vehi-
cle. The vehicle’s original station and terminal station on
the highway are recorded on the blockchain. RSU deliber-
ately adjusts the ETC fee privately and will be detected
through traceability of the blockchain.

6.1.2. Repudiation. In the opportunistic autonomous vehicle
scenario, repudiation occurs between mutually distrusted
vehicles. They refused to admit having done something.
Our scheme is based on blockchain, and repudiation is no
longer a problem. Because the blockchain is immutable, any
operation on the blockchain will be recorded for verification.

After the platoon passed the ETC, the PL temporarily
paid the ETC fees for all PMs, and any PM may refuse to

admit that it owed the PL some expenses. The traceability
of the blockchain keeps the transaction of the PL payment
permanently on the blockchain. The PL can download the
transaction for use as a credential.

In the interaction payment protocol, when the platoon is
passing ETC, ETC only needs to detect the PL and ignore the
PMs to complete the payment transaction. However, at this
time, there will be a vehicle outside the platoon closely fol-
lowing the platoon through the ETC to evade payment.
ETC did not detect the vehicle, and the transaction for the
vehicle deduction did not occur. After a few minutes, the
RSU could not detect the transaction of the vehicle deduction
on the blockchain. When the RSU communicates with the
vehicle and requests to recomplete the protocol, the vehicle
has passed the ETC, and the protocol cannot be completed.
In this case, the vehicle violates the normal execution of the
protocol. We will reduce its credibility value and make a fine.
Moreover, for the penalty for the current highway penalty
mechanism, the PM for this situation is charged on the far-
thest distance of the current highway for later punishment.

6.2. Experimental Evaluation. We design a detailed experi-
mental evaluation of each functional module. All of the
experiments are the result of averaging 100 trails. The exper-
iment environment consists of an Ubuntu 18.04 laptop
equipped with an Intel Core i5-4590 CPU @ 3.30GHz (4 vir-
tual cores), 4GB RAM, and an Ubuntu 18.04 workstation
equipped with an Intel Core i5-7200U CPU @ 2.50GHz (4
virtual cores), 8GB RAM. The workstation is used to simu-
late the Ethereum environment and run the smart contract.
The laptop performs as the Ethereum node client.

We use Ganache CLI to simulate the Ethereum environ-
ment, which applies ethereumjs to fulfill all Ethereum client
behaviors. It does not require computational effort to mine
the blocks, which makes it easier to run smart contracts writ-
ten in the Solidity language and node clients using C++. The
interaction between blockchain and node is realized by
QJsonRpc, which is a Qt implementation of the JSON-RPC
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Figure 4: Penalty rules. Low credibility value leads to increased penalties.

9Wireless Communications and Mobile Computing



protocol (remote procedure call protocol). We can complete
all the Ethereum operations using these tools.

6.2.1. Time Consumption for DSRC. In our scheme, DSRC
technology is used in many scenarios, including data com-
munication between the platoon members and RSUs. To
reach the efficiency requirements of autonomous vehicles,
we test the time consumption of DSRC wireless communi-
cation technology. According to the 802.11p standard, we
set the parameters as ChannelDataRate = 6Mbps and
PropagationDelay = 2 μs in transmission range about
500m. The theoretical calculation results are recorded in
Figure 5. As the data size increases, the DSRC communi-
cation delay has a linear extension.

In the interaction payment protocol, the platoon initiates
a request for ETC payment to RSU that would confirm the
payment between them through DSRC data transferring.
We calculate the data time consumption of each function,
as demonstrated in Table 2.

6.2.2. Time Consumption for Blockchain. Figure 6 gives the
time cost of platoon member registration. The abscissa is
the number of members, including one leader. The ordinate
is the time of registrations for this platoon. The time con-
sumption of the PL and PM is almost constant. Therefore,
the platoon members’ registration time increases linearly
with the number of platoon members. The histogram of the
number of thememberðsÞ = 2 demonstrates that registering
a PM requires more time than a PL. That is because the PM
should upload the ticket mentioned above to the smart con-
tract when registering. The smart contract requires addi-
tional time to verify and store the ticket backup to prevent
duplicate registrations.

All communication data in a platoon even through
DSRC would be uploaded to the virtual platoon zone in
the smart contract for later verification as a deposit. We
designed an experiment where the independent variable
is the length of data generated randomly. Its unit is KB.
The dependent variable is the time required to upload
and download data from blockchain’s smart contract.
After 100 repeated experiments, we obtained the experi-

mental results described in Figure 7. As the data length
increases, the time required increases almost linearly. The
client should encode the data before calling function to
the smart contract, which requires computational power.
The smart contract decodes the data after receiving, and
stores it on the smart contract. However, the overhead of
the smart contract is considerable. It takes resources to
store data on smart contracts, and the overhead increases
with the amount of data. Therefore, the time consumption
will increase with the data size. In the meantime, the time
for downloading data is almost unchanged. Clients just
initiate eth_call requests to the blockchain that would send
corresponding data back, which consumes some query and
network time. With the data size increasing, the time for
downloading would increase little.

During the interaction payment protocol phase, the PL
on behalf of the platoon agreed to deduct fees from RSU
through ETC, and then, the platoon could pass ETC. After
ETC deducts the platoon, it will upload transaction records
to the blockchain for deposition inquiry as required. Ether-
eum’s public chain has low efficiency and instability when
linking new blocks. In this case, the platoon can query trans-
action records after a while. Figure 8 records the time for
linking ten consecutive randomly selected blocks. The
abscissa is each block index, and the ordinate is the consensus
time consumed when the block was generated.
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Figure 5: Time consumption of DSRC.

Table 2: Time consumption for each function in interaction
payment protocol.

Feature
Request for

ETC payment
Request for
confirmation

Return
confirmation

Data size (KB) 297 110 333

Time (ms) 0.396 0.147 0.444
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Figure 6: Registration time.
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6.2.3. Time Consumption for Aggregate Signature. The aggre-
gate signature aggregates the digital signatures obtained by
signing each user’s message. The experimental horizon-
tal coordinate we designed is the number of randomly
generated messages, which can also be understood as
the number of users. In our proposed method, it is
the number of all platoon members. Each member use
its secret key x and a message Mi ∈ f0, 1g∗ to compute
hi ⟵HðMiÞ, σi ⟵ hx. The signature is σi. The ran-
domly generated message is digitally signed, and we can
obtain the average time required for a single signature from
the repeated experiments. We record the average signing
time as Tsign. The process of aggregating all the signatures

σi only takes time σaggr to compute σ⟵
Qk

i=1 = σi. This
computation does not require too much computing power
compared with the power consumed by digital signatures.

Let n be the number of messages, and then, the summary of
the consumed time is

Tsum = n × T sign + n − 1ð Þ × Taggr = Tsign + Taggr
� �

× n − Taggr:

ð4Þ

As shown in Figure 9, the summary time required to dig-
itally sign messages and aggregate the digital signatures
increases linearly with the number of messages. The reason
for this increase is that it consumes much computational
power when digitally signing and aggregating each message.

With the number of original messages generating
aggregate signature increasing, the process of verifying
the correctness of the aggregate signature also consumes
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more time. The number and time have a linear relationship. In
the process of aggregate signature verification, we use an
aggregate signature σ indexed as before for members, the orig-
inal messagesMi ∈ f0, 1g∗, and public keys vi for members to
compute all hi ⟵HðMiÞ and then judge if eðσ, g2Þ =

Qk
i=1e

ðhi, viÞ. Here, we need to hash each message. Because the mes-
sage is randomly generated, multiple experiments can be per-
formed to get the average time Thash required for each hash
algorithm. In the

Qk
i=1eðhi, viÞ operation before the correct-

ness, the multiplication requires Tmulti, and the total time
required to verify n messages is

Tsum = n × Thash + n − 1ð Þ × Tmulti = Thash + Tmultið Þ × n − Tmulti:

ð5Þ

The performance in the graph is the linear relationship of
growth.

6.2.4. Performance of Scheme. Our proposed scheme enables
the platoon to pass ETC at one time, and we compare this
scheme with the ETC for single vehicle in the actual scenario.

According to the highway ETC standard, the vehicle
should comply with the rules of vehicle speed v and distance
Dv between two vehicles when passing the ETC. Assume that
m cars build a platoon, and the distance between the vehicles
inside the platoon isDp. For n cars with an average length of l,
we compare the time Tplatoon required to pass the ETC after
they build a platoon with the time Tvehicle required for a single
vehicle to pass ETC:

Tvehicle =
n × l + n − 1ð Þ ×Dv

v
= n × l +Dvð Þ −Dv

v
,

Tplatoon =
n/mð Þ × m × l + m − 1ð Þ ×Dp

� �
+ n/mð Þ − 1ð Þ ×Dv

v

=
n × l +Dp

� �
+ n/mð Þ × Dv −Dp

� �
−Dv

v
:

ð6Þ

According to the standard parameters of ETC, let v = 20
km/h, Dv = 35m, Dp = 15m, and l = 5m, and assume m = 8
cars in a platoon. For different n, the experimental results
are shown in Figure 10. The time spent by single vehicles
passing through ETC and platoon through ETC increases
linearly with the number of vehicles, which is consistent with
the calculation result of the formula. When the number of
vehicles is the same, it is evident that the platoon consumes
less time. As the number of vehicles increases, the time gap
between the two lines becomes larger and larger. From this,
we can conclude that our scheme saves the time overhead
of ETC payments on the highway.

7. Conclusions

In this paper, we propose an efficient highway toll paradigm
based on blockchain for opportunistic autonomous vehicle
platoon. Vehicles can autonomously build a platform to form
a virtual secure communication area relying on blockchain

technology. The platoon interacts with RSU to complete the
ETC payment preparation phase, and then, the platoon
leader leads all platoon members to pass the ETC for finish-
ing the payment quickly. For the bogus information injection
and repudiation attacks that may occur between mutually
untrusted vehicles, we conducted a detailed security analysis
to conclude that our designed protocol can defend against
these attacks. Moreover, the experimental results show that
the scheme is highly efficient for autonomous vehicles and
dramatically reduces the time for ETC deductions.
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Group activities on social networks are increasing rapidly with the development of mobile devices and IoT terminals, creating a
huge demand for group recommendation. However, group recommender systems are facing an important problem of privacy
leakage on user’s historical data and preference. Existing solutions always pay attention to protect the historical data but ignore
the privacy of preference. In this paper, we design a privacy-preserving group recommendation scheme, consisting of a
personalized recommendation algorithm and a preference aggregation algorithm. With the carefully introduced local differential
privacy (LDP), our personalized recommendation algorithm can protect user’s historical data in each specific group. We also
propose an Intra-group transfer Privacy-preserving Preference Aggregation algorithm (IntPPA). IntPPA protects each group
member’s personal preference against either the untrusted servers or other users. It could also defend long-term observation
attack. We also conduct several experiments to measure the privacy-preserving effect and usability of our scheme with some
closely related schemes. Experimental results on two datasets show the utility and privacy of our scheme and further illustrate its
advantages.

1. Introduction

With the development of the social networks and the
mobile devices like smartphone or IoT terminals [1, 2],
recommender systems, which are used to recommend for
each individual, play an important role in our daily life.
Nowadays, more and more people tend to gather together
to enjoy social activities, such as watching movie or hiking
together, having dinner with friends, or using apps such as
Meetup or Douban to find out group activities with
common-interest-strangers. With the latest development
and popularity of smart devices and social networking ser-
vices, it is convenient for people to form a group. Such
trends bring new challenges to the existing recommender
system: which items or events (e.g., movie/attraction/res-
taurant) should be recommended, in order to satisfy all/-
most of the group members? Under this circumstance,
group recommendation has gradually become one of the
hotspots in the field of recommender systems [3–8].

However, the privacy issue is obstructing the develop-
ment of recommender system. In 2018, about 87 million
Facebook users’ information was leaked to Cambridge Ana-
lytica company. By utilizing such information, the company
built user model and obtain users’ personal preferences.
Based on these preferences, the company recommended
targeted promotion content about the US election to these
users. It affects users’ votes to some extent, causing serious
violations of human rights. Therefore, we should pay much
attention to protect users’ privacy on recommender systems,
including both of their historical data and personal
preference.

Many privacy-preserving approaches have been pro-
posed to protect users’ historical data during recommenda-
tion over recent years. Yang et al. [9] proposed a
framework called PrivRank. In PrivRank, both historical data
and activity data of users are protected by obfuscation. In the
mean time, these obfuscated data could provide high-quality
personalized ranking-based recommendation services. In the
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eHealthcare system, Xu et al. [10] proposed a privacy-
preserving online medical service recommendation scheme.
This scheme uses Paillier encryption algorithm to match each
patient’s needs with the information of doctors. It recom-
mends appropriate doctors to patients, without knowing
patients’ exact demands.

Although these work protect users’ historical data during
recommendation, they ignore that results of personalized
recommendation also leak user’s privacy. For example, if an
untrusted server learns a specific user’s preference on restau-
rants, without knowing the exact restaurants that the user
went to, the server could easily figure out user’s food taste,
places that he or she usually went, and how much he or she
may cost on food. And the server probably infers user’s salary
or even home address according to these preferences.

For this concern, we take the privacy of personal prefer-
ence into consideration. In that case, there are three chal-
lenges we need to solve. First, we need to hide both
historical data and preferences of users from honest but curi-
ous parties during the recommendation. We also need to
guarantee the accuracy of recommendation results at the
same time. Second, since a group is dynamic, we should focus
on the long-term observation attacks launched by the mali-
cious users in the group recommendation. Third, how to
evaluate our recommendation scheme is also a tricky issue.

The main contributions of our paper are summarized as
follows:

(i) We propose a privacy-aware group recommenda-
tion scheme that protects each user’s historical data
and personal preferences at the same time. The
scheme consists of two algorithms. The former
focuses on the personalized recommendation prob-
lem, which guarantees ε-LDP for each user. The lat-
ter is a privacy-preserving preference aggregation
algorithm called IntPPA, designed to solve the group
recommendation problem. By adding noise on each
member’s preference profile, and transferring them
within the group, the user’s preferences can be pro-
tected, and the accuracy of the group recommenda-
tion is also guaranteed.

(ii) In IntPPA algorithm, no one could easily infer the
members’ preferences through long-term observa-
tion attacks. We also adopt a median aggregation
strategy to prevent malicious group members from
tampering data.

(iii) We conduct several experiments on two real-world
datasets. We use RMSE and F-score to measure the
utility, and use RMSE and “matched pairs” to mea-
sure the privacy-preserving effect under long-term
observation attacks. The results show our scheme
has good utility and privacy-preserving effect.

The rest of this paper is organized as follows. In Section 2,
we review some recent work. Section 3 introduces the prelim-
inaries. In Section 4, we elaborate the details of our proposed
methods. We also demonstrate our evaluation results in
Section 5. Finally, we conclude our paper in Section 6.

2. Related Work

2.1. Privacy-Preserving Personalized Recommendation. Dif-
ferential privacy (DP) has been widely utilized in the person-
alized recommender systems to protect users’ privacy. Under
DP, the recommender systems could not infer a user’s profile
from the changes of recommendation results. McSherry and
Mironov [11] proposed a differential privacy method based
on collaborative filtering algorithm. They added noise not
only on the sum, count, or average but also on the covariance
matrix and then sent it to the recommender system. Even
though the method could protect users’ privacy, the perfor-
mance is of low utility since too much noise has been added.
Then, Liu et al. [12] and Balu and Furon [13] also proposed
recommendation algorithms based on DP and improved
the performance. However, most of them assumed that the
recommender system is a trusted third party.

Hua et al. [14] achieved differentially private matrix fac-
torization based on a gradient descent algorithm, which pre-
vents users’ private ratings from the untrusted recommender.
Shen et al. [15] proposed a differentially private framework
without any trusted third parties. By solving optimization
problems, the method could perturb users’ historical records,
and guarantee users’ category preferences under ε-DP.

Some solutions utilized local differential privacy to con-
struct privacy-preserving recommender systems. Shin et al.
[16] proposed a personalized recommendation algorithm
based on matrix factorization and used a LDP mechanism
on the gradient of users’ profiles. The algorithm not only pro-
tected users’ ratings, but also the items that were rated by the
users. Shin et al. [16] also enhanced their algorithm via
dimension reduction in order to improve the accuracy and
decrease the computing costs. Since this algorithm obtains
recommendation results on the user side, only users can learn
the recommended result.

2.2. Group Recommendation. Group recommendations try to
satisfy a group of users’ preferences. It could be applied in
various areas such as video services [17], shopping [18], trav-
eling [19], having dinner [20], and even in IoT scenario [21].
How to extract the common preferences of group members,
reduce the preference conflict among group members, and
make the recommendation results satisfy the needs of all
group members as much as possible, are the key problems
in group recommendation system.

Solutions to group recommendation are usually divided
into two categories. One category aggregates the profiles of
the group members into one profile, then regards it as a user
profile, and makes personalized recommendations based on
the aggregated profile [22, 23]. On the contrary, the other
methods first makes personalized recommendations for each
group member, respectively, and then aggregates their rec-
ommendation results as the group recommendation result
by aggregation strategies [24, 25]. Comparing with the for-
mer methods, the latter ones have better flexibility and also
obtain more attentions.

A few work solve the privacy problems in group recom-
mendation. Luo and Chen [26] proposed a group-based
privacy-preserving method. The algorithm perturbed the
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preference data of each group member and then utilized CF-
based group recommendation to aggregate their data. Shang
et al. [27] proposed a ranking-based privacy-preserving
group recommendation method. Group members exchanged
their obfuscated profiles to protect sensitive information.
And they constructed a hybrid collaborative filtering model
based on Markov random walks to provide recommenda-
tions and predictions to group members.

3. Preliminaries

3.1. Motivation and Basic Idea. There is a huge privacy risk in
personalized recommendation. Once the attacker collects the
user’s historical data in the recommendation, the user’s sen-
sitive information could be inferred. For example, we often
rate the restaurants we have visited in the Dianping or Yelp.
According to these data, the attacker can easily infer the
user’s historical geographical location and even further spec-
ulate the user’s financial conditions and home address.

On the other hand, with the development of social net-
work, the interaction between users increases. Recommender
systems are no longer limited to recommending items to one
user, but gradually extended to group-oriented services.

Most group recommendation algorithms need to inte-
grate the personalized recommendation results of each group
members, so the risks in personalized recommendation also
hold true for group recommendation. However, in addition
to historical data, users’ personalized recommendation
results are also very sensitive. Personalized recommendation
results reflect users’ preferences and behavior habits, involv-
ing food preferences, entertainment interests, social network
relationships, political tendencies, and other aspects, thus
forming a “user portrait” of people.

Existing privacy-preserving algorithms of recommenda-
tion system only protect user’s historical data but ignore the
disclosure risk of personalized recommendation results.
Moreover, a group tends to change and update, so the
attacker is likely to analyze more user information through
the long-term observation. How to further protect the per-

sonalized recommendation results and resist the long-term
observation attack in group recommendation is the main
problem to be solved in this paper.

We design a privacy-aware group recommendation
scheme. Figure 1 further illustrates our basic idea, which
could be divided into two parts. Steps 1, 2, and 3 show the
personalized recommendation part. Users interact with the
recommendation server under local differential privacy, in
order to train the personalized recommendation model via
matrix factorization mechanism without privacy leakage,
and then the personalized recommendation results will be
generated on the client side. After the personalized recom-
mendation part, each user obtains his or her own preferences.
Steps 4 and 5 represent the preference aggregation part.
When a group needs a recommendation, the group will exe-
cute the IntPPA algorithm. Each group member’s personal
preference is transferred inside the group with perturbation
before sending to the server. In this case, the real preferences
of group members are hidden during the random transmis-
sion and will not be exposed to others. After receiving all
members’ perturbed preferences, the server adopts the
median aggregation strategy to fuse them and obtains the
final group preference.

3.2. Local Differential Privacy. Local differential privacy is a
state-of-the-art notion that guarantees users to share private
data safely.

Definition 1. A privacy mechanism M satisfies ε-local differ-
ential privacy (ε ≥ 0) if for any two different records t, t ′ ∈
DomainðMÞ, and for any output t∗ ∈ RangeðMÞ,

Pr M tð Þ = t∗ð Þ ≤ eε Pr M t ′
� �

= t∗
� �

: ð1Þ

Local differential privacy has a sequential composibility
property same as differential privacy. Sequential composibil-
ity means the privacy budget ε could be assigned in different
steps of an algorithm.
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Figure 1: Framework of our proposed scheme.
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Property 2. For n privacy-preserving algorithmsMi, 1 ≤ i ≤ n.
If algorithm Mi satisfies εi-local differential privacy, algo-
rithm M = fM1,⋯,Mng satisfies ε-LDP, which ε =∑n

i=1 εi.

3.3. Problem Statement. We take the movie recommender
system as an example to introduce our scheme in this paper.
We assume that there is a movie recommender system con-
sisting of mmovies and n users. We denote the rating gener-
ated by user i for movie j as bi,j. If user i has not rated movie j,
bi,j = null. The movie recommender system has many groups
that are formed by users. We denote a typical group with g
users as G. The notations are listed in Table 1.

In a group recommender system, it first collects users’
historical data bi to predict preference rating b∗i for movies
that are not rated by users and then aggregates b∗i,j (for all i
∈G) for each movie j to obtain group preference rating grj
for movie j. Usually, the sensitive historical ratings and pref-
erence ratings will be transmitted between users and server
without protection, which increases the risk of users’ privacy
leakage. In our work, we assume that the server is untrusted
and each user only trusts themselves. And the adversaries
are assumed to have access to the output data of all users
and know the privacy-preserving scheme adopted by the
users. Since groups tend to change and update, attackers also
try to find out the connection between users’ identities and
their sensitive data by carrying out the long-term observation
attacks. In these cases, how to build a group recommender
system without privacy leakage is our main problem.

We are facing several challenges to solve the problem.
First, how to protect users’ personal preference ratings bi,j
from leakage to others except the rating owner and guarantee
the accuracy of group recommendation results at the mean-
time? Second, how to defend against long-term observation
attacks? Third, how to measure the privacy-preserving effect
against long-term observation attack?

4. Our Proposed Scheme

4.1. Personalized Recommendation under Local Differential
Privacy Algorithm. To fully protect users’ personal profiles,
the privacy-preserving algorithm should not only prevent
users’ historical data from leakage but also need to pay atten-
tion to their personalized recommendation results, during
the personalized recommendation step. So based on the algo-
rithm proposed by Shin et al. [16], we refine the matrix fac-
torization method to fit in with our group recommendation
scenario.

To solve the matrix factorization problem without over-
fitting, we minimize the following formula:

〠
i,j

yi,j bi,j − uivj
� �2

N
+ λ 〠

n

i=1
uik k2 + 〠

m

j=1
vj
�� ��2 !

: ð2Þ

In formula (2), user vector ui = ðui,1, ui,2,⋯,ui,dÞ repre-
sents user i’s relations with d latent factors separately. These
factors also have inter-dependencies with movies, which are
denoted as item vectors vj = ðv1,j, v2,j,⋯,vd,jÞT for movie j.

Matrix Y = fyi,jgn×m represents whether a user has given a

rate to a movie. If bi,j = null, yi,j = 0, else yi,j = 1. N =∑i,j yi,j,
which is the total number of the ratings in the system.

We utilize a privacy-preserving gradient descent algo-
rithm to approach the minimum of formula (2).

Users separately interact with the server for k times to
achieve the gradient descent algorithm. According to Prop-
erty 2, if our algorithm needs to realize ε-LDP, then each iter-
ation needs to realize ε/k-LDP. Before each iteration, users
and the server need to initialize ui and V on their own sides.
During each iteration, V is sent to each user first, then user i
computes a d ×m matrix Xi, where each element ðxiÞl,j = −2
yi,jui,lðbi,j − uivjÞ. It is relative to the gradient of formula (2)
on user vectors. According to Shin’s work, each ðxiÞl,j needs
to be normalized into range ½0, 1�. The min-max normaliza-
tion is usually used to normalize, but it will leak users’
gradient range. So, we propose a normalization method with-
out too much information leakage. Each user i computes
Maxi =max ð∣ðxiÞ0,0∣,⋯,∣ðxiÞd,m ∣ Þ, then ðxiÞl,j = ðxiÞl,j/Logi
is normalized in range ½0, 1�, where Logi = 10dlog10ðMaxiÞe.
Then, each user uses LDP algorithm to perturb ðxiÞl,j. User
i randomly chooses two elements li ∈ ½1, d�, ji ∈ ½1,m�, and
computes ci = ðxiÞli ,ji .

Table 1: Notations.

Notation Meaning

n Number of users

m Number of movies

d Number of latent factors

bi,j
Rating generated by user i for movie j,

which could be null

b∗i

User i’s preference ratings predicted
by personalized recommendation

under LDP, b∗i = b∗i,1,⋯,b∗i,j,⋯,b∗i,m
� �

G A group

g Number of group members

grj Group preferences of movie j

k Number of iterations

N Total number of ratings

ui User i’s user vector

vj Movie j’s item vector

λ Regularization coefficient

γ Learning rate

ε Privacy budget

∇v Gradient matrix for V at each iteration

Δf Change value during the transmission
in IntPPA

p0
The probability that user’s profile is

sent to group members

tstart (tend)
Group members need to execute IntPPA

algorithm after (before) this time
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Next, user i perturbs ci in the following distribution and
obtains ci′. We denote tðεÞ =mdLogiðeε/k + 1Þ/ðeε/k − 1Þ:

Pr ci′= c0
� �

=

ci e
ε/k − 1

� �
2 eε/k + 1
� � + 1

2 when c0 = t εð Þ,

−ci eε/k − 1
� �

2 eε/k + 1
� � + 1

2 when c0 = −t εð Þ:

8>>>><
>>>>:

ð3Þ

After that, each user i sends ci′, li, ji to the server, then
updates user vector ui = ui − γ½−2/N∑j yi,jv

T
j ðbi,j − uivjÞ + 2λ

ui�, where γ is the learning rate of the gradient descent algo-
rithm. After receiving information from all users, the server
adds each ci′/N to the row li and column ji of matrix ∇v =
f0gd×m, in order to estimate the gradients of V . Then, server
updates V = V − γð∇v + 2λVÞ and sends it back to all users.

Users and the server interact k times as above, and finally
each user i computes b∗i,j = uiV on their own sides and obtains
each items’ predicted ratings.

The following theorems illustrate the privacy and usabil-
ity of this algorithm, which have been proved similarly in
[16], so we are not going to prove them here.

Theorem 3. For each user, the algorithm in Section 4.1 sat-
isfies ε-local differential privacy.

Theorem 4. There is Eðvl,jÞ = vl,j′ . vl,j′ represents the true value
of the item matrix under no privacy-preserving algorithm. vl,j
represents the perturbed value of item matrix elements under
this algorithm.

Theorem 3 indicates the functionality on the privacy pro-
tection of our algorithm, while Theorem 4 shows its utility,
since vl,j is the unbiased estimation of vl,j′ .

4.2. IntPPA Algorithm. This algorithm corresponds to steps 4
and 5 in Figure 1. It consists of an inter-group random trans-
mission and an aggregation strategy. We first introduce why
we choose median strategy to be our aggregation strategy.

There are lots of aggregation strategies in group recom-
mendation such as average strategy. Under this strategy, the
average of group members’ ratings represents the group pref-
erence. Also, there is a typical strategy called least misery.
Under this strategy, the minimum value of group members’
ratings represents the group preference.

Suppose a group consists of five members: Alice, Bob,
Charles, David, and Eric. Each member has his or her own
preferences on five movies (predicted via personalized rec-
ommendation), which is shown in Table 2. The server sup-
poses to select two movies to satisfy most of the members.
If the average strategy is chosen, the group preferences for
these 5 movies will be 3.2, 3.4, 3.8, 2.8, and 2.8, separately.
And Movies 2 and 3 will be recommended to the group. If
the least misery strategy is chosen, the group preferences
for these 5 movies will be 1, 2, 2, 1, and 1, separately, and

the server will also recommend Movies 2 and 3. In this paper,
we choose median strategy to measure the group preference.
Under this strategy, the median value of members’ ratings
represents the group preference. So, the group preference will
be 3, 4, 4, 3, and 3, separately, and Movies 2 and 3 will be rec-
ommended. According to the definition, median strategy is
less affected by extreme ratings. We assume there is a dishon-
est user Gloria, she is a new member of this group, and she
wants the server to choose Movie 4, so she changed her pre-
dicted ratings into 1, 1, 1, 5, 1. In this case, the group will rec-
ommend Movies 3 and 4 under average aggregation strategy.
While under least misery strategy, all movies has the same
preference, which is indistinguishable for the server, so this
strategy is unavailable under this situation. For our median
aggregation strategy, Gloria’s plan does not work out. Movies
2 and 3 still have the highest ratings, which means Movie 4
will not be recommended. Based on these analysis, it is hard
for the malicious users in the group to affect the group pref-
erence by changing their predicted scores under median
aggregation strategy.

Next, we are going to introduce the random transmis-
sion. Suppose there is a group G, who has g group members.
Group members aim to send profile b∗i to the server without
privacy leakage, and at the meantime, the server could obtain
the group preference of each item. In order to prevent the
server from knowing users’ personal preferences, we design
a random transmission mechanism inside the group, called
IntPPA.

Server sets two time parameters: tstart and tend. All the
members have to start this IntPPA algorithm after time
tstart and finish before time tend. We propose a perturbed
algorithm pf ðb∗i Þ = ðb∗i,1 + f1, b∗i,2 + f2,⋯,b∗i,m + f mÞ, and for
each f j, Pr ð f j = Δf Þ = 0:5, Pr ð f j = −Δf Þ = 0:5. Δf is a fixed
value, and we call it as “change value.”

Group members first perturb their profile b∗i into bi′= p
f ðb∗i Þ. Then, they send perturbed profiles to the server with
the probability of 1 − p0 and send to each group member with
the probability of p0/g. When a member receives others’ pro-
files, he/she also needs to use the perturbed algorithm to
update bi′= pf ðbi′Þ first and then sends bi′ to group members
or server according to the probability distribution described
above. A member’s profile will not stop to be transmitted
until the profile is sent to the server or the time exceeds tend.

The server finally receives all bi′ and computes group
recommendation results gr = ðgr1, gr2,⋯,grmÞ, in which
grj =medianðbi′, b2,j′ ,⋯, bi,j′ ,⋯, bg,j′ Þ. grj represents the group

Table 2: A rating matrix.

Movie 1 Movie 2 Movie 3 Movie 4 Movie 5

Alice 5 4 5 3 5

Bob 3 4 3 2 3

Charles 5 4 2 1 3

David 2 3 5 3 1

Eric 1 2 4 5 2

Gloria 1 1 1 5 1
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preferences of movie j. Figure 2 shows an example of the pro-
cess of IntPPA. User 1 holds a profile (i.e., personalized rec-
ommendation results) ða, b, c,⋯Þ. He/she first executes the
perturbed algorithm and obtains ða + Δf , b + Δf , c − Δf ,⋯Þ
and transmits the perturbed profile to user 2. Then, the pro-
file is sent to user 2→ user 3→ user 1→ user 4→ server.
Finally the server receives ða − Δf , b + Δf , c − Δf ,⋯Þ.

Under IntPPA algorithm, neither the server nor users
could recognize whom the profiles are exactly from. When
a new group member joins in this group, the server also can-
not find out the fresh member’s profile, according to the dif-
ference between results computed before and after the
member’s attendance.

5. Performance Evaluation

5.1. Experimental Settings

5.1.1. Datasets. We evaluate our experiments on two
datasets. The first dataset is MovieLens-100k [28], which
contains one hundred thousand movie ratings from
approximately 1000 users on over 1500 movies. The sec-
ond dataset is FilmTrust [29]. FilmTrust is a dataset
crawled from the entire FilmTrust website. Table 3 shows
the details of the two datasets.

5.1.2. Comparison Methods. In Section 2.2, we mentioned
several privacy-preserving group recommendation work.
However, we did not compare our scheme with theirs.
Although their works protect users’ ratings and even could
protect users’ preferences to some extent, they did not
consider the long-term observation attack during the
group recommendation. While we assume a stronger
attack model, it is not appropriate to compare with them.
In this case, we compare our scheme (priv-MF-IntPPA)

with some baselines in our experiments: priv-MF-med,
priv-MF-avg, and priv-MF-lm.

The difference between ours and the other three methods
is the aggregation strategy. Priv-MF-med, priv-MF-avg, and
priv-MF-lm choose median, average, and least misery aggre-
gation strategies, respectively. They have the same privacy-
preserving personalized recommendation methods as ours,
while they do not apply privacy protection to the preference
aggregation part.

5.1.3. Utility Metrics.We evaluate the data utility of personal-
ized recommendation algorithm by computing the RMSE
(root mean squared error) between the item scores predicted
by the training set and the actual score of the test set. We
evaluate the group recommendation accuracy performance
using precision (Pre@G0) and recall (Rec@G0). Here, G0 is
the number of the recommended items. We evaluate the
experiment with G0 = f5,10,15g. Pre@G0 is the fraction of
top G0 recommendations selected by the group, and Rec@
G0 is the fraction of true items retrieved in the top G0
recommendations.

5.1.4. Privacy Metrics. We use two metrics to evaluate the
privacy-preserving effect of IntPPA algorithm. We compute
the RMSE between each user’s profile before and after the
IntPPA algorithm. We also propose a “matched pair” metric
to describe the privacy-preserving effect against long-term
observation attack.

We execute the IntPPA algorithm on the same group for
multiple times and compute the differences between the per-
turbed profiles. For example, if user i’s profile in execution
one is closest to user i′’s in execution two, we will call them
as “a pair.” If these two members have the same identity,
which means user i is actually user i′, we will call that pair
“matched.” We denote the number of matched pairs in a
group as mp and normalize it to interval ½0, 1�. Obviously,
the smaller mp is, the better the privacy protection performs
against the long-term observation attack.

5.2. Evaluation Results. We follow the evaluation method of
privacy protection proposed in Li et al. [30] to measure our
scheme.

We first did some pilot experiments to screen appropriate
parameters of the method. According to the pilot experi-
ments, we set number of latent factors d = 10 and number
of iterations k = 10. We also set γ = 6 × 10−6, λ = 2 × 10−3 in
MovieLens’ experiments and γ = 8 × 10−6, λ = 2 × 10−3 in
FilmTrust’s.

Group

User 1 User 2

User 3 User 4...

Server

(a, b ,c, ⋯)

(a + 𝛥f, b + 𝛥f, c – 𝛥f,⋯)

(a – 𝛥f,
b + 𝛥f, c + 𝛥f, ⋯)

(a – 𝛥f, b + 𝛥f, c – 𝛥f)

(a – 2𝛥f, b, c, ⋯)

(a, b + 2𝛥f, c, ⋯)

User i 

Figure 2: IntPPA algorithm process. User 1 has profile ða, b, c,⋯Þ.
During the algorithm, user 1 perturbs the profile into ða + Δf , b +
Δf , c − Δf ,⋯Þ and transmits to user 2. Then, user 2 perturbs it
into ða, b + 2Δf , c,⋯Þ and transmits to user 3. After that, user 3
transmits ða − Δf , b + Δf , c + Δf ,⋯Þ to user 1, and then user 1
transmits ða − 2Δf , b, c,⋯Þ to user 4. Finally, user 4 submits ða − Δ
f , b + Δf , c − Δf ,⋯Þ to the server.

Table 3: Dataset statistics.

Dataset MovieLens-100 k FilmTrust

Total users 943 1508

Total items 1682 2071

Total ratings 100,000 35,497

Range [3, 25] [0.5, 4]

Density 6.3% 1.1%
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5.2.1. Personalized Recommendation Utility Analysis. We
divide the dataset into five folds, using four folds as training
set and the other as testing set. We use RMSE to measure
the utility of personalized recommendation algorithm. In
Figures 3(a) and 3(b), the dotted line displays the utility of
non-privacy matrix factorization algorithm, while the red
line displays the utility of ours. In both datasets, the red line
approaches to the dotted line as the privacy budget ε
increases, which means ε has a negative correlation with the
utility of our personalized recommendation algorithm. As
we know, ε has a positive correlation with the privacy-
preserving effect. So, in order to balance the privacy and util-
ity, we set ε = 0:4 for both datasets in the following
experiments.

5.2.2. IntPPA Algorithm Privacy-Preserving Effect Analysis.
We utilize two methods to measure the privacy-preserving
effect of IntPPA. Since these measurements are only relevant
with parameter Δf , p0, and g, we test it on MovieLens
dataset.

Figure 4(a) shows that larger Δf or larger probability p0
achieves better performance on privacy protection. In terms
of parameter selection, when the data in the dataset has wider
range, we need to increase Δf or p0 to guarantee a suitable
perturbation.

Second, we utilize “matched pairs” mp to measure the
privacy. Figure 4(b) shows that when transfer probability p0
increases, “matched pairs” will decrease, which means a bet-
ter performance on privacy protection. Change value Δf and
group size g are also negatively correlated withmp. However,
once p0 is smaller than 0:1, the IntPPA algorithm could not
resist long-term observation attack.

According to the above experiments, we choose parame-
ter Δf = 0:5, p0 = 0:7 for both MovieLens and FilmTrust
datasets.

5.2.3. Group Recommendation Accuracy Analysis. Since both
MovieLens and FilmTrust do not contain group information,
we extract groups that are randomly chosen from the users to
build groups.
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Figure 3: Utility of personalized recommendation vs. ε. (a) MovieLens. (b) FilmTrust.
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Figure 4: Privacy-preserving effect of IntPPA algorithm. (a) RMSE. (b) Matched pairs.
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We use Pre@G0 and Rec@G0 to evaluate our scheme’s
recommendation accuracy. In MovieLens (FilmTrust), if a
group member gives score 4 (3) or above to a movie, we
assume that the movie is adopted by the member.

Figures 5 and 6 report the Pre@G0 and Rec@G0 values
for the two datasets with G0 = f5,10,15g and group size
g = f5, 10g. We compare our scheme (priv-MF-IntPPA)
with the other group recommendation algorithms (priv-
MF-med, priv-MF-avg, and priv-MF-lm) described in
Section 5.1. We observe from the two figures that

(i) For priv-MF-IntPPA, when G0 becomes larger, Pre
@G0 has a trend to become smaller, but Rec@G0
becomes larger.

(ii) Group size g has little effect on the recall and preci-
sion value of our group recommendation.

(iii) In the MovieLens dataset, the precision of our
scheme is close to others’, and sometimes even be
better than them due to the randomness. However,
the recall of our scheme is a little weak. In
Figure 5(c), when G0 = 5, the recall values of priv-
MF-IntPPA and priv-MF-med are 0.0021 and

0.0039. Priv-MF-med improves 85.7% over our
scheme. But when G0 = 15, the recall values are
0:0070 and 0:0086; priv-MF-med only improves
22.9% over our scheme. So, as group size becomes
larger, the differences will be acceptable.

(iv) In the FilmTrust dataset, the precision and recall
values of each method are much lower than the
values in the MovieLens dataset. It is probably
because FilmTrust has lower rating density.
Figure 6(c) shows that our scheme performs much
better than other methods, which means that our
algorithm is more suitable for low sparsity data than
other algorithms.

From the above, our scheme can provide accurate group
recommendation under the premise of ensuring privacy.

5.3. Communication and Time Cost. As for personalized rec-
ommendation, we only analyze the communication cost in
one iteration. For each user, no matter how many items the
user rates, only three elements are transmitted to the server,
which is about 24B for both MovieLens and FilmTrust data-
sets. During each iteration, server transmits a matrix V of dm
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Figure 5: Performance of group recommendation methods for the MovieLens dataset. (a) Group size = 5. (b) Group size = 10. (c) Group
size = 5. (d) Group size = 10.
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elements to each user, which are about 0:15MB for Movie-
lens and 0:47MB for FilmTrust.

In IntPPA algorithm, server has no communication cost.
Users transmit elements to the server and group members,
which are less than 1MB during our algorithm in both
datasets.

According to our test, under the MovieLens (FilmTrust)
dataset, the time of each iteration in personalized recommen-
dation is no more than 90 (180) seconds. The time consumed
by other parts can be ignored.

6. Conclusions

In this paper, we proposed a privacy-aware group recom-
mendation scheme, consisting of a personalized recommen-
dation algorithm and a preference aggregation algorithm.
For the personalized recommendation, we employed local
differential privacy to protect user’s historical data and pre-
vent predicted preferences from leakage. We also designed
an intra-group transfer privacy-preserving preference aggre-
gation algorithm called IntPPA. IntPPA could not only pro-
tect users’ privacy but also defend against long-term
observation attacks. Moreover, we presented several experi-

ments to measure the privacy effect and usability of our pro-
posed scheme. The effect and efficiency of our proposed
scheme on the MovieLens and FilmTrust datasets show our
advantages.
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The renewable energy plays an increasingly important role in many fields such as lighting, automobile, and electric power. In order
to make full use of the renewable energy, various smart Internet of Thing (IoT) devices are deployed. However, in the field of energy
management, the two-waymismatch between the demand and the supply of the renewable energy will greatly affect the efficiency of
the renewable energy. In addition, the security threat of the energy data and the privacy leakage of the user may hinder the further
development of smart IoT devices. Therefore, how to achieve consistency and balance between the demand and the renewable
energy supply and how to guarantee the security and privacy of smart IoT devices become the key problems of the energy-
efficient smart environment. In this paper, a secure and intelligent energy data management scheme for smart IoT devices is
proposed. It is worth noting that, with the help of artificial intelligence (AI) technologies and secure cryptography primitives,
the proposed scheme realizes high-efficient and secure energy utilization in a smart environment. Specifically, the proposed
scheme aims at improving the efficiency of the energy utilization in the multidimensions of a smart environment. In order to
realize the fine-grain energy management of smart IoT devices, strategies of three different dimensions are considered and
realized in the proposed scheme. Moreover, technologies in AI are applied and integrated into the energy management scheme.
The analysis shows that the proposed scheme can make full use of the renewable energy in smart IoT devices.

1. Introduction

With the development of human industrialization and the
demand of all kinds of electronic intelligent products in our
life, electric energy has become one of the essential resources
for human beings. As a new field in power system, the smart
grid provides more possibilities for power system monitor-
ing, operation, and optimization [1].

The demand for electric energy in industry and life deter-
mines the need for a large amount of energy supply. However,
today’s world is experiencing an acute energy shortage. In
order to make full use of the renewable energy, various smart
Internet of Things (IoT) devices are deployed in a smart envi-

ronment such as smart cities, smart healthcare, and smart
grid. Therefore, how to deal with the problem of energy sup-
ply will be the key problem that affects the development of
the smart grid. In this paper, we first point that renewable
energy [2] can be used as a source of energy supply for smart
IoT devices. Then, technologies of artificial intelligence (AI)
[3] are introduced into our scheme to design an AI-based
energy management scheme for smart IoT devices. Finally,
the effectiveness and practicability of the proposed scheme
are proved by simulation.

Employing the technology of AI, the proposed scheme
realizes energy management at three dimensions, which is
presented as follows.
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(i) Interlayer control

Energy collection base stations are classified according to
its real-time output and its influencing factors (e.g., tempera-
ture, humidity, pressure, time, and season). In particular, it
can be divided into three categories: energy sufficiency,
energy shortage, and no energy supply. After that, the traffic
load of the base station and the number of users to serve are
determined by the classification.

(ii) Intralayer control

Prediction of the energy arrival rate through the analysis
of the historical data. After that, smart IoT devices can adjust
in advance according to the forecast results, which can effec-
tively save energy. Moreover, the congestion can be avoided
and quality of service (QoS) [4] of smart IoT devices can be
improved.

(iii) Caching and pushing

Implementation of caching and push strategies can be
achieved by analyzing user usage habits and history data of
smart IoT devices. The recommendation algorithm realizes
more accurate and effective caching and pushing. Then, their
commendation data can be transmitted in advance when the
energy is sufficient. It reduces the probability of congestion
while saving energy and improves the user experience.

The objective of this paper is to match the demand of
smart IoT devices and the energy supply of renewable energy.
To this end, an AI-based energy management scheme for
multidimension smart IoT devices is proposed, which lever-
ages the technology in AI to realize a more intelligent
energy-efficient smart environment.

1.1. Our Contributions. Employing the technology of AI, the
proposed scheme realizes energy management at three
dimensions in a smart environment. The main contributions
of this paper are listed as follows.

(i) The multidimension energy management is pro-
posed. The energy management strategies of smart
IoT devices are categorized into three dimensions.
Each dimension has different classifications and con-
trol principles, thereby achieving efficient and fine-
grain energy management for smart environment

(ii) AI technologies are introduced in the multidimen-
sion energy management. AI technologies are
employed in each dimension of smart IoT devices
to realize energy-saving and intelligent energy man-
agement. In particular, the three dimensions of smart
IoT devices are interlayer control with logistic regres-
sion and clustering analysis, intralayer control with
regression algorithm and caching, and pushing with
recommendation algorithm

The reminder of the article is organized as follows. An
overview of energy-saving technologies in smart IoT devices
is first introduced. Then, the status of renewable energy and

technologies in AI are given. Next, the proposed scheme is
presented in detail and followed by the discussions of future
works. Finally, the paper is summarized in the conclusion.

2. Deployment and Energy-Saving
Technologies of Smart IoT Devices

The smart IoT devices can provide more convenience and ser-
vice for our life. Whereas, it also enlarges the network scale
and introduces highly dynamic topology, which requires more
efficient and intelligent management of smart IoT devices. In
this section, the deployment of smart IoT devices in a renew-
able energy-based smart environment is presented, which
includes existing and promising future applications of smart
IoT devices. In addition, existing network management tech-
nologies from all aspects are also discussed.

2.1. Deployment of Smart IoT Devices. Smart IoT devices
serve various applications in every aspect of our lives and
industrial manufacturing. Generally speaking, the deployment
of smart IoT devices in renewable energy-based smart envi-
ronment is illustrated in Figure 1. The smart environment is
composed of many parts, which can be divided into smart sub-
station, smart distribution network, smart meter, smart termi-
nal, and new energy storage system. The intelligent substation
uses advanced intelligent equipment to automatically com-
plete the basic functions of information collection, measure-
ment, control, protection, and monitoring.

The function of intelligent electric energy meter is the
two-way metering function under the two-way interactive
power supply mode. The smart terminal is the key equipment
of the smart grid, which monitors and manages the electric
equipment, guides the users to use the electricity reasonably,
adjusts the peak and valley load of the power grid, and real-
izes the intelligent interaction between the power grid and
the users. In addition, the following services can be supported
by a smart environment.

(i) Smart home

A smart home is a kind of system, which is designed to
control equipment in home. For example, audio, refrigerator,
electric cooker, air conditioner, sweeping robot, and other
household equipment can be remotely controlled through a
network connection. The smart grid provides energy supply
for devices in the smart home.

(ii) Smart cities

The concept of a smart environment was proposed in 1999
[5]. However, it has not been rapidly developed until recent
years. Nowadays, the concept of smart cities [6] has been put
forward. In the deployment of smart cities, technologies, and
energy from all aspects, especially the energy from smart grid
should be integrated in order to support smart cities.

(iii) Vehicle-to-grid (V2G) network

V2G is the relationship between electric vehicles and
power grid [7]. That is, the on-board battery supplies power
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to the grid system when the vehicle is free. In contrast, the
current flows from the grid to the vehicle when the on-
board battery needs to be charged. It is obvious that the
energy management of the smart grid forms the important
guarantee of the V2G network.

(iv) Intelligent transportation system

The intelligent transportation system is a comprehensive
transportation management system. It works an omnidirec-
tional role across the region with real-time, accuracy, and
efficiency. Unsurprisingly, the advancement of the smart
grid, especially the energy management strategies of smart
gird can further promote the development of an intelligent
transportation system.

2.2. RelatedWorks. Energy and cost efficiencies are ultimately
important for a smart environment, which needs precise con-
trol and provides services for devices in various scenarios.
However, the smart environment that integrates various
renewable sources and technologies in information science
will definitely become more complex [8]. Moreover, the high
penetration from the renewable energy may bring adverse
effects on the smart environment. Therefore, many methods
and solutions have been put forward to reasonably use
renewable energy in a smart environment [9–13]. The
wide-area protection and control (WAPAC) [14–16] and
the wide-area monitoring system (WAMS) [17–19] are two
advanced concepts in the smart grid. The phasor measure-
ment unit (PMU) [20–22] is an important component for
WAPAC, which can be deployed in the smart grid to monitor
various parameters of the smart grid. In order to obtain the
accurate and real-time measurements, WAMS not only
employs sensors nodes in the smart but also uses a global

positioning system (GPS) [23, 24]. In addition to the above
structural and physical technologies, the information and
communication technology (ICT) [25–28] also plays an
essential role in the smart grid. The data from both suppliers
and consumers are collected and analyzed by the ICT. In
addition, according to the analyzed results, intelligent and
efficient solutions will be proposed. Moreover, AI as an
emerging technique plays an increasingly important role in
various research fields. The smart grid can also apply tech-
niques in AI to optimize the energy efficiency [29–32].

Generally, a smart environment brings all possibilities for
our future life. However, various obstacles (e.g., energy con-
sumption, security issues [28, 33], high-speed data, and
high-mobility) hinge the development of it. Many technolo-
gies have been proposed to solve these difficulties, especially
energy-saving technologies have been widely used in smart
IoT devices. In this paper, we achieve an energy management
scheme for smart IoT devices. It is worth noting that by
employing the advanced technologies in AI, the proposed
scheme is a novelty and performs well than existing energy
saving schemes.

3. Key Issues for AI-Based Energy-
Efficient Networks

The increasing scale and highly dynamic topology of smart
IoT devices require energy-efficient and intelligent manage-
ment. In the proposed scheme, we focus on energy-saving
smart IoT devices supported by renewable energy. In addi-
tion, AI technologies are employed to achieve efficient and
intelligent energy management. Therefore, in this section,
the characteristics of renewable energy and technologies in
AI are summarized.

Electrical energy

Metering data

Intelligent
substation

New energy
storage system

Power

Wind TideSolar

Smart meter Smart terminal

Smart home Vehicle‑to‑grid networkSmart cities Intelligent transportation system

Figure 1: The deployment of smart IoT devices.
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3.1. Renewable Energy. Renewable energy, including sunlight,
wind, rain, tides, waves, and geothermal heat, is theoretically
inexhaustible and will become progressively more important
as time goes on. Today, renewable energy has become an
energy source in the fields of electricity, air and water hea-
ting/cooling, transportation, and rural (off-grid) energy ser-
vices [34]. In 2015, more than US$286 billion was invested
in renewable technologies about wind, hydro, solar, and bio-
fuels. In the same year, according to statistics, renewable
energy contributed 23.7% to humans’ generation of electric-
ity. By 2015, more than half of the world’s new power capac-
ity installation is renewable.

Elia [35], a Belgium’s transmission system operator, can
generate power either in “traditional” ways (e.g., in nuclear
power stations, combined-cycle gas turbine facilities, or com-
bined heat and power plants) or in units using renewable
energy sources (like wind or solar farms and thermal or
hydroelectric power stations). Then, the created power is
injected into the (high-voltage) transmission system. Finally,
it is delivered to the end user.

Specifically, according to the measured data of Elia, the
energy generated by wind and solar in the first week of Feb-
ruary 2018 is illustrated in Figure 2. In Figure 2, megawatts,
usually abbreviated as MW, is a unit of power. It refers to

the electricity generated by generators in the unit time under
rated conditions.

It can be observed from Figure 2 that the wind power
reaches a maximum of about 1800MW on the early morning
of February 1 and then drops down. After a period of fluctu-
ation, it hits the bottom on the 4th of February. In the follow-
ing days, the wind power goes through volatility increase and
decrease, eventually, reaches trough again at dusk on the 7th
of February. By contrast, solar power is much more regular,
which can be seen in Figure 2. With sunrise and sunset, the
output of solar energy changes regularly. In particular, dur-
ing the day, the solar power begins to climb up from the
morning and reach the highest point around mid-day. Then,
it begins to fall and finally shuts down at evening. Although
the wind energy supply is not very regular and there is no
supply of solar energy at night, they can also contribute a
considerable energy supply to the power grid. Therefore,
the development and utilization of renewable energy will be
a promising application field, especially for the smart grid,
which requires more energy consumption. In summary, it
is indicated in Figure 2 that on the one hand, renewable
energy provides considerable power for the smart grid. On
the other hand, it implicates the mismatch between the grid
load demand and renewable energy supply.
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Figure 2: Wind-power and solar-PV power.
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3.2. Artificial Intelligence Technology. Due to the mismatch
between the grid load and the supply of the renewable energy,
many researchers have been devoted to the improvement
of the renewable energy utilization. In the following, tech-
nologies in AI are introduced. These technologies can be
employed in smart IoT devices to improve the utilization of
the renewable energy. Artificial intelligence, a new science
simulates cognitive functions of humans, was founded as an
academic discipline in 1956. The intelligent automation of
electrical distribution networks has driven the future power
system development, which will bring change in both net-
work design and network operation. In the future, AI will
bring change in both network design and network operation.
As shown in Figure 3, artificial intelligence mainly includes
the branches of machine learning, computer vision, pattern
recognition, expert system, and natural language learning.

In this paper, we mainly employ technologies of machine
learning in the proposed AI-based energy management
scheme, which are displayed in Figure 3. In the following,
technologies of machine learning that will be used in this
paper are introduced.

3.2.1. Regression Algorithm. In the energy management of
smart IoT devices, the regression algorithm can be employed
to derive the mathematical model of the energy. Thus,
achieving more efficient energy management in smart envi-
ronment. The regression algorithms include linear regression

[36–38] and logistic regression [39]. Linear regression
models the relationship between a dependent variable and
one or more independent variables. Linear regression can
be fitted using the least-squares approach which has many
practical uses like prediction. By contrast, logistic regression
is a regression model where the dependent variable is cate-
gorical, which has been widely used on the field like machine
learning, medical, and social sciences. In general, the basic
formulas of the regression algorithm are

θj = θj − α
1
m
〠
m

i=1
hθ xið Þ − yið Þxji , ð1Þ

and the sigmoid function

σ zð Þ = 1
1 + e−z

: ð2Þ

Even though the regression algorithm can be understood
and implemented easily, neural network can deal with more
complicated and nonlinear cases than the regression algo-
rithm. In some complicated cases of smart IoT devices, neu-
ral network can perform well. In the following, the basis of
the neural network is presented.

3.2.2. Neural Networks. Artificial neural network (ANN) [40]
is a nonlinear and adaptive information processing system
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Figure 3: The architecture of the future networks and artificial intelligence.
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consisting of a large number of interconnected processing
units. Without any prior knowledge, ANN is able to evolve
a set of relevant knowledge system from the learning material
that it processed. ANN has been widely applied to various
fields such as machine translation, computer vision, speech
recognition, and medical diagnosis. In general, the basic for-
mulas of the neural networks are

tanh xð Þ = e xð Þ − e −xð Þ

e xð Þ + e −xð Þ , ð3Þ

tanh xð Þ′ = 1 − tanh xð Þð Þ2: ð4Þ
The scores of each layer in the neural network are calcu-

lated as

score = 〠
di−1

i=0
wl

ijx
l−1
i : ð5Þ

In particular, the formula of the gradient descent method
in a neural network is as follows.

en = yn −NNet xnð Þð Þ2 = yn − s Lð Þ
1

� �2

= yn − 〠
d L−1ð Þ

i=0
w Lð Þ

i1 x L−1ð Þ
i

 !2

:

ð6Þ

Then, the partial derivative result of output layer is calcu-
lated as

∂en
∂w Lð Þ

i1
= ∂en
∂s Lð Þ

1
⋅
∂s Lð Þ

1

∂w Lð Þ
i1

= −2 yn − s Lð Þ
1

� �
⋅ x L−1ð Þ

i

� �
: ð7Þ

Finally, the optimization can be achieved based on the
following formula

Ein wð Þ = 1
N
〠
N

n=1
err

  
⋯tanh

 
〠
i

w 2ð Þ
ik

⋅ tanh 〠
i

w 1ð Þ
ij xn,i

 !!!
, yn

!
:

ð8Þ

For some data, a linear decision boundary cannot be
found. In this case, SVM can be used to achieve classification.
In particular, in the concept of SVM, the third dimension is
introduced into the two-dimensional plane to achieve the
classification of nonlinear cases.

3.2.3. Support Vector Machine (SVM). In machine learning,
support vector machines (SVM) [41] are supervised learning
models with associated learning algorithms which are mainly
used to solve the problem of data classification in pattern rec-
ognition. Given a set of training examples, an SVM training
algorithm builds a model that can classify new examples.
Note that SVM can not only perform linear classification, it
can also efficiently perform a nonlinear classification by

employing a kernel trick, which maps the inputs into high-
dimensional feature spaces to achieve a nonlinear classifica-
tion. Various real-world problems including text and hyper-
text categorization, classification of images, and biological
can resort to SVM. In general, the basic formulas of the
SVM are

ωTxi + γ ≥ 1 ∀yi = 1,
ωTxi + γ≤−1 ∀yi = −1:

(
ð9Þ

The above formula is equivalent to

yi ω
Txi + γ

� �
≥ 1 ∀xi: ð10Þ

3.2.4. Clustering Analysis. Clustering is a kind of unsuper-
vised learning [42], and the purpose is to classify a set of data
points. Clustering analysis is distinguished from the super-
vised classification analysis, where no training data are avail-
able. Specifically, the clustering algorithm is a method of
automatically dividing a pile of unlabeled data into several
classes, which ensures similar features of the same class of
data, in which the data of the same class have similar features.
Clustering analysis plays an important role in pattern recog-
nition, data compression, computer graphics, etc. Generally
speaking, clustering learning algorithms include K-means,
Agglomerative, and DBSCAN. The key part of the clustering
algorithm is the calculation of the distance. For example, in
K-means algorithm, the distance is usually calculated as

dist a, bð Þ = 〠
N

i

ai − bij jp� �1/p
: ð11Þ

3.2.5. Recommendation Algorithm. The recommendation
algorithm [43] is an information filtering algorithm that
seeks to predict the preference of users. It mainly includes
demographic-based recommendation, content-based recom-
mendation, and collaborative filtering. In general, the basic
formulas of the recommendation algorithm are

ρx,x =
cov X, Yð Þ

σxσy
= E X − μXð Þ Y − μYð Þð Þ

σXσy

= E XYð Þ − E Xð ÞE Yð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E X2ð Þ − E2 Xð Þ

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E Y2ð Þ − E2 Yð Þ

p :

ð12Þ

The above formula is the Pearson correlation coefficient,
which is equivalent to

ρX,Y = ∑ X − �X
� �

Y − �Y
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑ X − �X
� �2∑ Y − �Y

� �2q : ð13Þ

Also, two commonly used distance formulas are Euclidean
distance and cosine distance, which are shown as follows.
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similarity X, Yð Þ = 1/ 1ð +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
N

1
xi − yið Þ2

!vuut , ð14Þ

sim X, Yð Þ = cos θ = x! ⋅ y!

xk k ⋅ yk k :
ð15Þ

4. AI-Based Energy Management Scheme for the
Multidimension Smart IoT Devices

The proposed AI-based energy management scheme can be
categorized into three dimensions. In this section, each
dimension of the scheme combined with AI technologies is
presented in detail.

4.1. Interlayer with Logistic Regression and Clustering
Analysis. The main goal of interlayer control is to classify
the energy collection base stations so that they can match
the demand of smart IoT devices. Specifically, the classifica-
tion can be achieved by employing logistic regression and
clustering analysis.

4.1.1. Interlayer with Logistic Regression. Using logistic
regression analysis in the interlayer, the energy collection
base station can be divided into available and unavailable.
In fact, logistic regression is constructed by embedding the
sigmoid function [44] into linear regression, which converts
the numerical results to a probability between 0 and 1. After
that, predictions and classifications can be derived based on
this probability and the threshold set in advance.

Figures 4 and 5 demonstrate the classification in the
interlayer, which is realized with the help of the logistic
regression. Figure 4 shows the relation between the influence
factors of renewable energy and energy output, which are the
original training data. Based on the original training data, a
logistic regression model can be trained.

4.1.2. Inter layer with Clustering Analysis. In addition to logis-
tic regression, clustering analysis can also be applied in inter-
layer energy management for smart IoT devices. Compared
with logistic regression, clustering analysis is unsupervised
learning, which is able to classify unlabeled data automatically.
In the proposed scheme, the energy collection base stations are
classified according to the time and meteorological data.

Figures 6 and 7 depict the clustering analysis of the energy
collection base stations classification, which can be used for
guiding the smart IoT device control. It is worth noting that
no training data are available in clustering analysis. Figure 6
shows the original data based on time andmeteorological data.
Then, the original data can be automatically divided into four
classes by the clustering algorithm, which is shown in Figure 7.
Specifically, the purple, red, green, and blue points in Figure 7
represent four kinds of the energy collection base stations,
which are sufficient, barely enough, low, and no energy supply,
respectively. After that, the load of smart IoT devices can be
assigned according to the classification.

From the above discussion, it is not difficult to observe that
the interlayer control of the proposed scheme can be achieved
with the help of the regression and the clustering algorithms.

4.2. Intralayer Control with Regression Algorithm. The main
purpose of intralevel is to determine the distribution of
demands and the number of users served by predicting the
supply of energy. Therefore, this requires a more accurate
prediction of the supply of energy. Generally speaking, the
linear function fitting has already been realized by the least
square method. However, from the analysis of Section 3, we
can know that the supply of renewable energy is nonlinear.
Fortunately, neural networks and SVM can fit nonlinear
data. In general, a cost function needs to be constructed first.
Then, gradient descent algorithm is applied to approach the
lowest point (i.e., the minimum point of the cost function).
Finally, the optimal solution of the weight is obtained, which
is also the optimal solution of fitting.

In particular, a visualized example of the cost function is
illustrated in Figure 8, which shows the cost function with
two parameters. In Figure 8, the X and Y-axis represent
parameters θ1 and θ2, respectively. Namely, the factors that
determine the output of renewable energy. Accordingly, the
Z-axis is the cost J(θ1,θ2), namely, the deviation between
the fitting results and the practical data. Therefore, the min-
imum point of the cost function is the smallest error and is
also the optimal solution of the fitting. Moreover, finding
the minimum point of the cost function can be achieved by
the widely-used gradient descent algorithm.

It can be seen that the output of renewable energy can be
predicted by regression analysis. It is helpful for the energy-
efficient smart IoT devices.

4.3. Caching and Pushing with Recommendation Algorithm.
Caching and pushing in the energy-efficient smart IoT
devices aims at taking advantage of the superfluous resource.
In the energy-efficient smart IoT devices with renewable
energy, the mismatch between the demand and energy sup-
ply is an obstacle to making full use of renewable resources.
For example, solar energy reaches the maximum at noon
and is unable to provide energy at night. However, the smart
IoT devices generally have a large demand for power in the
evening. Thus, the supply of renewable energy in a direct
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way will cause a waste of energy. The problem of mismatch
between energy supply and demand is alleviated on time
scale by caching technology. Essentially, the demand that is
needed in the evening can be cached in advance when the
resource is sufficient. Moreover, in order to accurate and
effective caching, a recommendation algorithm could be
added. By analyzing users’ information, using habits, and his-
torical data, the recommended algorithms can implement
more efficient caching and pushing for smart IoT devices.

In the proposed scheme, two kinds of collaborative filter-
ing algorithms: user-based collaborative filtering and item-
based collaborative filtering are employed. Note that the base
idea of user-based collaborative filtering and item-based
collaborative filtering has been changed in accordance with
the context.

5. Future Research Directions

There are many challenges to be solved in the energy-efficient
smart IoT devices, which are briefly discussed in the
following.

(i) Computation overhead and storage overhead

For one thing, the introduction of AI technology will lead
to greater computing overhead. For another, the caching
strategy will also provide a higher requirement for storage
resources. Therefore, in order to diminish the computing
overhead and storage overhead, new technologies need to
be considered. For example, cloud computing and cloud stor-
age [45].

(ii) Reliability

In the network, it is required to provide services at any
time. However, the supply of renewable energy is discontin-
uous and fluctuant. The smooth transition from energy

10

Av
ai

la
bl

e o
r u

na
va

ila
bl

e

Influence factors of renewable energy

8

6

4

2

0

−2

−4

−6

−8

−10

−10 −8 −6 −4 −2 0 2 4 6 8 10

Figure 5: Classification results on training data.

25

0 5 10
Time

15 20 25

20

15

10

M
et

eo
ro

lo
gi

ca
l d

at
a

5

0

−5

Figure 6: Original data.

25

0 5 10
Time

15 20 25

20

15

10

M
et

eo
ro

lo
gi

ca
l d

at
a

5

0

−5

Figure 7: Clustering results.

8 Wireless Communications and Mobile Computing



supply to smart IoT devices still requires more researches and
works to be devoted.

(iii) Quality of Service (QoS)

User-friendly and environmentally-friendly guarantee
the sustainable development of the energy-efficient smart
IoT devices. Therefore, QoS should be considered in the
design of an AI-based energy management scheme.

(iv) Security

Nowadays, with the development of information tech-
nology, all kinds of security threats are also flooded with var-
ious fields touched by the network. The smart IoT devices are
no exception. For example, the user of smart IoT devices may
be performed by an attacker. In order to ensure the normal
running of smart IoT devices, the security mechanism needs
to be added to the energy management of smart IoT devices.

6. Conclusion

In this paper, we concentrate on improving the energy effi-
ciency of smart IoT devices. The existing schemes that
improve the efficiency of energy use in smart IoT devices
are analyzed. Moreover, the characteristics and current status
of renewable energy and technologies in AI were studied and
introduced. After that, the energy management scheme of
three dimensions was proposed. Remarkably, in order to
obtain a satisfactory result, technologies in AI were embed-
ded in the three dimensions. Namely, interlayer control with
logistic regression and clustering analysis, intralayer control
with regression algorithm, and caching and pushing with rec-
ommendation algorithm. The analysis shows that the energy
management scheme combined with AI technologies can
greatly improve the utilization of renewable energy in a

fine-grain scale. Finally, some open issues are discussed in
the future works.
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Video surveillance is an effective way to record current events. In view of the difficulty of efficient transmission of massive
surveillance video and the risk of leakage in the transmission process, a new data encryption and fast transmission algorithm is
proposed in this paper. From the perspective of events, the constraints of time and space dimension is broken. First, a
background and moving object extraction model is built based on video composition. Then, a strong correlation data encryption
and fast transmission model is constructed to achieve efficient data compression. Finally, a data mapping mechanism is
established to realize the decoding of surveillance video. Our experimental results show that the compression ratio of the
proposed algorithm is more than 60% under the premise of image confidentiality.

1. Introduction

Video surveillance system has a wide range of application
value in many fields such as security defense, traffic manage-
ment, and environmental detection. The massive surveil-
lance video data encryption and fast transmission is the
current problem to be solved [1, 2]. It is reported that the
video surveillance data is limited by the size of storage space,
and only the video data within a certain time range is saved
(generally, the video data stored in public places for 1 to 2
months, such as shopping malls or corridors, and the video
data stored in special places for 3 to 6 months, such as gas
stations and banks).

From the perspective of security, the surveillance infor-
mation needs to be retained for forensics and security screen-
ing as long as possible. In terms of video data encryption,
Xiao et al. [3] design an encryption algorithm from the
perspective of hardware. Li et al. [4] design an optional
encryption protection mode. Aljawarneh and Yassein [5]
use a threshold to encrypt video based on the big video data.
Xu [6] considers the data confidentiality and compression

together. Khlif et al. [7] evaluate the video encryption effect.
In order to realize the efficient storage of surveillance video,
scholars put forward the theory of compressed sensing. The
basic idea is to reduce the dimension of video data by sam-
pling the signal at the rate of under Nyquist and recover the
signal by using the prior knowledge of the signal. Main
algorithms include Chen et al. [8] propose a distributed com-
pression sensing algorithm to balance the weight of decoding
and encoding. Canh and Jeon [9] propose the Kronecker
model to alleviate the complexity of high dimension mea-
surement. Adler et al. [10] block the image and compresses
the image in different regions. Xu and Ren [11] construct a
multiscale compression framework to achieve dynamic com-
pression. Huang et al. [12] use sliding windows to find simi-
lar areas for compression. Zhong et al. [13] use the deep
learning to select image data blocks for compression. Biswas
et al. [14] propose a SIFT model to describe the change of
temporal correlation of video sequence to achieve compres-
sion. Zheng et al. [15] use the sparse coding to compress data.
Fei et al. [16] compress the multiview image fusion. Rahaman
and Paul [17] use different coding methods to compress data

Hindawi
Wireless Communications and Mobile Computing
Volume 2020, Article ID 8842412, 12 pages
https://doi.org/10.1155/2020/8842412

https://orcid.org/0000-0001-8127-7594
https://orcid.org/0000-0002-0256-6775
https://orcid.org/0000-0003-4485-457X
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/8842412


according to its importance. Chaudhari and Dhok [18] trans-
form video into frequency domain analysis and coding. Abbas
et al. [19] use optical code division multiple-access networks.
Liu et al. [20] propose a Cloud computing data security
algorithm. Yu et al. [21] propose a novel three-layer QR code
based on the secret sharing scheme and liner code.

All of the above algorithms are based on the image frame
compression algorithm, and the compression efficiency is
limited under the premise of ensuring the video effect.

The surveillance video is a kind of video which is formed
by shooting fixed scenes with fixed cameras. The data has a
strong correlation in time and space dimensions. The content
of surveillance video can be considered as a dynamic super-
position of moving object and static background. If the mov-
ing object and static background can be saved, it has a strong
guiding role in compression. At present, the main algorithms
for background establishment and moving object extraction
are as follows: Li et al. [22] use the difference between the
foreground frame and the background frame to extract the
moving object. He et al. [23] build an optical flow model
based on the motion information. Sengar and Mukhopad-
hyay [24] introduce the target boundary extraction mecha-
nism based on the optical flow model to extract the moving
object more completely. Ou et al. [25] build a GMM model
and introduces learning factors to dynamically update the
foreground and background. Chavan and Gengaje [26] com-
bine a GMM model with an optical flow method to extract
the target hierarchically. Yeh and Lin [27] establish a three-
layer discrimination mechanism to locate the moving target
area in real-time. Shijila et al. [28] regard video as a low-
rank matrix, and then extracts moving objects and back-
ground regions. However, the above algorithm only con-
siders the characteristics of the image itself, so it is difficult
to build a pure background. When the moving object is
extracted, the situation of moving tailing and submerged in
the background will appear.

Therefore, we carry out in-depth research on surveillance
video data, analyze it from a new perspective of the minimum
unit of object, establish a time and space constraint model to
compress image data substantially, and establish the encryp-
tion mapping relationship between the compression and the
original video to realize the safe and fast transmission of
surveillance data.

2. Data Encryption and Fast Transmission

Video data is composed of limited frame image data F and
attribute W:

V = F +W: ð1Þ

Surveillance video data is collected by a fixed camera, and
the visual surveillance data is composed of the pure back-
ground image B and the moving object D.

F = B +D: ð2Þ

According to the strong correlation between image
frames, the moving object D has

Dn =Dc +Du
n,

Dn+1 =Dc +Du
n+1,

(
ð3Þ

where Dn and Dn+1 are two adjacent images, Dc is the same
part, Du

n and Du
n+1 are the specific part of Dn and Dn+1, and

Dc is saved, Du
n and Du

n+1 are encoded to achieve the
compression.

The proposed algorithm uses moving targets in multi-
frames and the background in the single frame. The great
change and the background light intensity mutation of sur-
veillance video do not occur in a short time, so the gradual
change is ignored in this paper. Finally, the background with
gradual changes is not the main information.

Based on the above analysis and derivation, the key steps
of surveillance video information compression are to estab-
lish a pure background image B, accurately calculate the
moving object D, and quickly encode and decode the specific
part. The flow chart designed is shown in Figure 1: (1) The
frame difference model of visual perception is constructed
to realize the establishment of pure background and the fast
extraction of the motion region. (2) The compression mech-
anism of intraframe and interframe is established to break
the constraints of the global time axis and spatial axis and
realize the high compression of data in the space-time
dimension. (3) Establish the corresponding relationship
between the compressed video and the original video and
quickly reconstruct the original video.

2.1. Video Information Extraction.According to the cognitive
principle, the moving object and background reconstruction
are extracted in the moving area after the visual perception,
and the background is solidified. Regardless of the subse-
quent changes, the moving object will not be regarded as
the background due to long-term static. Through this princi-
ple, the video sequence can be regarded as a completely static
background (pure background) and a moving target.

The main idea of frame difference algorithm is to select
two images to calculate the absolute value of pixel value dif-
ference point by point, measure the difference with a specific
threshold T , and get the difference image dnðx, yÞ to deter-
mine the difference area.

dn x, yð Þ =
1 f n x, yð Þ − bn x, yð Þ ≥ T ,
0 f n x, yð Þ≥−bn x, yð Þ < T:

(
ð4Þ

In recent years, scholars have made a series of improve-
ments on the frame difference method. Shang et al. [29] pro-
pose a three-frame difference for background detection.
Zaharin et al. [30] established a background subtraction
and frame difference model for pedestrian detection. Guo
et al. [31] dynamically update the background frame and
extract the moving object in real-time. The research of the
above algorithm mainly focuses on the long-time motion of
the moving object, without considering the long-time static
situation of the object, resulting in the object will be sub-
merged in the background frame.
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B refers to a completely static image in the video, which
can only be constructed after observing the whole sequence.
Therefore, the frame difference method is used to detect the
difference area and determine the pure background from
the side. The flow chart is shown in Figure 2.

Step 1. according to the inverse ratio of the correlation
between video frames and time interval, the background is
initialized with b1ðx, yÞ = f Nðx, yÞ.

Step 2. select the image frame Fn in sequence according to the
video sequence and calculate the difference area according to
Eq.(4). The area is opened by mathematical morphology and
the set of areas is recorded as fAngm, which means that m
moving areas are detected in the n-the frame, and the i − th
moving area is recorded as Ai

n.

Step 3. visual perception is mainly through color and texture
features. An is detected as a moving area in Step2 through

color features, but it is uncertain whether Ai
n is in Fn or Gn.

Take the smallest rectangular area of Ai
n as R, and the Canny

operator is used to extract FN, GN. Ai
n is recorded as CR f ,

CRg, and CRA at the boundary of R. The common pixel
points of CR f , CRg, and CRA are counted, respectively, to
measure the similarity ofCR f ,CRg, andCRA. If the similarity

between CRg and CRA is high, it means that Ai
n is in Gn,

which needs to be updated.

Step 4. since there is a certain light intensity difference
between Fn and Gn, the corresponding area of Ai

n will be
updated directly, and there will be abrupt phenomenon.
According to the characteristics of uniform distribution of
light, according to

E =
∑x,y f n x, yð Þ − bn x, yð Þð Þ

Nom ; x, yð Þ ∈ R − Ai
n

� �
: ð5Þ
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Calculate the mean value E to simulate the light distribu-
tion, where Nom is the number of pixel points that meet the
conditions, then the background is updated to

bn x, yð Þ = f n x, yð Þ − E ; x, yð Þ ∈ Ai
n, ð6Þ

where bn is the pure background B.

Step 5. the frame difference method is used to calculate the
difference between f nðx, yÞ and B. The difference is regarded
as a moving area and the set is recorded as fDngm.

Based on the above, most of the information contained in
the surveillance video is in B and D, and the data can be com-
pressed and decompressed on the basis of B andD, which can
greatly reduce the amount of data storage.

2.2. Data Encryption and Transmission. After the processing
of the proposed algorithm in the last section, all useful infor-
mation in the image has been extracted from the video sur-
veillance data, and the amount of image data has been
greatly reduced. However, there are still a lot of redundancies
in time and space. For this reason, the proposed algorithm is
different from the traditional one, which breaks the limita-
tion that the image frame is the minimum compression unit,
instead uses the moving object as the minimum unit to com-
press and store.

At present, the existing video compression and encryp-
tion methods are all based on videos, that is, getting videos
equals to getting the whole content. The proposed algorithm
regards one video as image information and text informa-
tion. The video information cannot be effectively restored

by acquiring image or text information alone, so the data
encryption can be realized. Additionally, the region of inter-
est is only the moving target and pure background in the sur-
veillance video. The pure background does not change for a
period of time, instead only the moving target changes. Thus,
we only extract the moving target and save them to achieve
the compression, and the location information is saved in
the form of text.

Since the object motion is shown as continuity and
uncertainty of object motion in the image, the 3D connecting
area of the image area is marked as Vi, which is used to dis-
tinguish the independent path based on the time axis.

Interframe compression aims to reduce the number of
stored frames, break the global time axis, and compress in
the internal time sequence of V j to obtain the compressed
frame number L.

The goal of intraframe compression is to reduce the size
of storage space. Because of the continuity of moving objects,
there is a strong correlation between frames, which shows a
strong image similarity in the image. In order to break the
global space axis and compress the relative position of V j,
the compressed image sequence is obtained. The storage
space is Hm in height and Wm in width. The calculation for-
mula is as follows:

The 40-th The 13-th

23

22

The original image

Mapping table

Intra-frame compression image

The frame number

Resolution
(hi

k
,wi

k
)

The frame number Begin Pi
k

(485,133)401 13 (24,0) (22,23)

Begin Pi
k

Classification
V

j

P

P

Figure 3: The correspondent relationship map.

Table 1: Experimental data.

Image revolution Image frame rate Scene

640 × 480 15/25/30 Type 1, 2, 3

1280 × 720 15/25/30 Type 1, 2, 3
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where hik and wi
k represent the length and width of the i − th

moving object of the k − th frame image, respectively.
The proposed algorithm compresses the video from two

aspects: interframe and intraframe. The amount of data is
greatly reduced, and the original video sequence becomes
M small sequences and pure background frame B. In order
to fully consider the nontamperability of video, M small
sequences are spliced into compressed sequence Q, the reso-
lution of the image isH ×W, and the minimum resolution of
a single-frame image including M small videos is satisfied.

H,Wf g =min Area H1,W1� �
, H2,W2� �

,
�

⋯ Hm,Wmf g,⋯ HM ,WM� ��
:

ð8Þ

In order to restore the video, we need to match the stor-
age information with the time and space information of the
original video. Therefore, we build a mapping list to keep
the original video secret and transmit it quickly, as shown
in Figure 3.

Since Q only contains moving objects, and the proposed
compression algorithm saves each individual moving
sequence in a specific area, it can fully guarantee the strong
similarity between image frames for further compression of
subsequent coding. The traditional residual video compres-
sion perception (RVCs) makes every N frames into one

group, and the first frame of each group is the key frame,
which encodes the residual part of each frame. RVCs are
compressed by the frame, and the selection of n and dc will
directly affect the compression efficiency.

On the basis of extracting image sequences of interest, the
RVC algorithm is used to compress image blocks. The pro-
posed algorithm makes full use of interframe and intraframe
information, breaks the global time and space correspon-
dence, and only needs to save compressed video sequence
and pure background frame image. The corresponding rela-
tionship between the storage and the original video is estab-
lished, and the original video information is retained on the
basis of greatly reducing the storage space.

3. Experiment and Result Analysis

The surveillance video as shown in Table 1. They can be
regarded as a mixture of the following three situations:

Type 1. : the first image is a pure background, and then the
object moves all the time.

Type 2. : the first image contains a moving object, and then
the object moves all the time.

Type 3. the first image is a pure background, and then the
moving object is static for a long time.

The experiment uses the following database, under the
platform of Windows 7 and VS 2015 compiler.

3.1. Comparison of Video Information Extraction Algorithms.
To verify the performance of the proposed algorithm in the
interest area, we compare the proposed algorithm with the
traditional frame difference algorithm and GMM algorithm

The 1-st frameFrame

Input
image

sequence

Traditional
frame

difference
method

GMM

Ours

The 50-th frame The 88-th frame Background reconstruction

Figure 4: Type 1 results images.
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based on the database. To ensure the optimization of the
proposed algorithm, the optimal parameters mentioned in
the references are applied. The traditional frame difference
method uses the first frame as the background frame, the

mixed dimension of the GMM algorithm is k = 5, this paper
is t = 30.

The detection effect of type 1 is good, as shown in
Figure 4. Since the first frame is a pure background, the

The 1-st frameFrame

Input
image

sequence

Traditional
frame

difference
method

GMM

Ours

The 411-th frame The 800-th frame Background reconstruction

Figure 5: Type 2 results images.

The 1-st frameFrame

Input
image

sequence

Traditional
frame

difference
method

GMM

Ours

The 670-th frame The 800-th frame Background reconstruction

Figure 6: Type 3 results images.
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traditional frame difference method can extract the moving
target better. Because the object is always moving, the Gauss-
ian model established by the GMM algorithm can effectively
distinguish the moving area and the background area. The
detection effect of type 2 is shown in Figure 5. Because the
first frame contains moving objects, the traditional frame
difference method does not consider background update,
resulting in error detection. The GMM algorithm introduces
learning factors to dynamically update the background and
moving area, but the learning time takes too long, which will
lead to the situation that the tail and some moving objects
are still in the background. The detection effect of type 3 is
shown in Figure 6. The first frame is a pure background
image. The traditional frame difference method is consistent
with the proposed algorithm. However, the introduction of
learning factors in the GMM algorithm, for the long-time
static object after moving, will transform it into the back-
ground during the learning process, resulting in the missing
detection.

GMM algorithm simulates the distribution of the back-
ground and the moving target through multiple Gaussian
models, and introduces learning factors to dynamically
update the background. However, when the target is station-
ary for a long time, the GMM algorithm changes it into the
background area dynamically, which makes the moving tar-
get submerge in the background, and then makes the inter-
ested moving target extraction fail. The proposed algorithm,
which constructs a pure background extraction algorithm,
fully considers the characteristics of moving targets, and
effectively suppresses the problem of moving targets sub-

merging into the background. Thus, the performance of this
algorithm is better than the GMM algorithm.

The traditional algorithms of background reconstruction
and moving target extraction are mainly analyzed from the
perspective of iteration and fixed background, so there might
be incomplete extraction of moving targets or the situation of
moving targets in the background, especially when the light
intensity changes. The proposed algorithm extracts the mov-
ing target from the dynamic perspective, analyzes its target
attributes from the inherent attribute perspective to judge
whether it is a moving target or a background area, so the
algorithm has strong robustness.

In this paper, the proposed algorithm first establishes the
pure background according to the visual perception, and
then extracts the moving object in order to extract the mov-
ing object completely. Type 1: the proposed algorithm takes
the last frame as the initial frame of the background, obtains
the moving area through the frame difference method, estab-
lishes the visual perception model, judges the moving area in
the background frame, and updates the background. Type 2
is similar to type 1. The last frame is a pure background
image. The moving area is obtained by the frame difference
method, and the visual perception model is established to
determine that the moving area is in the current frame,
and the background is not updated. Type 3: since the back-
ground reconstruction and object extraction are two inde-
pendent steps, the moving object will not be submerged in
the background frame because of staying for a long time. It
can establish a pure background and extract the moving
object completely.
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Figure 7: Statistical image of moving object pixels.
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The number of pixels in the types 1, 2, and 3 of the GMM
algorithm and the proposed algorithm are counted to show
the superiority of the proposed algorithm. Type 1 is shown
in Figure 7(a), since the object is always moving, the GMM
algorithm is similar to the proposed algorithm. Type 2 is
shown in Figure 7(b), since the first frame contains moving
objects, the GMM algorithm gradually learns the back-
ground. It is unable to extract the moving objects of the first
frame, resulting in the leak detection of moving objects at the
beginning. However, the proposed algorithm can effectively
solve this kind of problem by reconstructing the background
first and then extracting the moving object based on the
background model. Type 3 is shown in Figure 7(c), due to
the static state of the moving object, the GMM model pro-
gressive learning mechanism causes the missing detection
when the moving object is submerged in the background at
about 500-600 frames. Our algorithm can effectively avoid
this situation by building the pure background model. There-
fore, the proposed algorithm has strong robustness.

3.2. Data Encryption and Transmission Effect. The proposed
algorithm uses video processing methods and introduces
the data compression and mapping theory to finally realize
the data encryption, as shown in Figure 8(a). The content
of the scene cannot be described only by the extraction of
the moving target information, as shown in Figure 8(b).
The event information cannot be obtained only by the extrac-
tion of the background information, as shown in Figure 8(c).
Some video content can be shown by the acquisition of some
background information and the moving target information,
as shown in Figure 8(d). Thus, the video content can be accu-

rately reflected only by the acquisition of the video informa-
tion and location information at the same time. Then, the
purpose of video encryption is achieved.

The compression efficiency of the proposed algorithm is
proportional to the number of pixels of the moving object
in the surveillance video. We analyze the effectiveness of
the proposed algorithm from the statistical perspective. The
average compression rate of each type of data is shown in
Table 2. It can be seen that type 1 has the highest compres-
sion rate. Because there is an object that remains static for a
long time in the image, type 2 and type 3 have a lower com-
pression rate than type 1.

According to the composition of video surveillance, the
proposed algorithm focuses on the data encryption, which
is directly proportional to the number and size of moving tar-
gets based on the proposed theory.

Based on the uncompressed video, the effect of the main-
stream compression algorithms are compared, as shown in
Table 2: Both MPEG2 and MPEG4 are modeled to realize
the compression from the perspective of motion, and they
have a good effect. However, the compression effect is not
good for the moving target, which remains stationary for a

(a) Correct decoding results (b) Background encryption effect

(c) Moving target encryption effect (d) Partial encryption effect

Figure 8: Video encryption results.

Table 2: Data compression ratio.

Algorithms Type 1 Type 2 Type 3

MPEG 2 46% 41% 12%

H.264 42% 24% 28%

MPEG 4 50% 43% 17%

OUR 80% 67% 74%
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long time and occupies a large area. H. 264 only applies the
same compression strategy for all videos from the perspective
of transmission, and the compression effect is relatively aver-
age. The proposed algorithm breaks the shackles of the time
axis and the space axis for the compression. Compared with
the mainstream algorithms, the compression from the two
dimensions of time and space has the best effect.

In order to intuitively observe the compressed image
effect as shown in Figures 9–11, the proposed algorithm only
keeps the changed area, makes full use of the strong correla-
tion of moving objects, divides the independent moving
objects into independent areas, greatly reduces the image size
and number, and takes advantage of the similarity between
moving objects frames to achieve efficient data compression.

3.3. Video Decompression Algorithm Effect. The compressed
image is decompressed and reconstructed by the proposed

algorithm according to the mapping relationship, as shown
in Figure 12. There is little difference in visual observation.
The frame difference between the original image and the
restored image is displayed for pixels with a difference greater
than 10. For pixels with a difference of more than 10, it can be
seen that most of the images appear as scatter noise, which
has little impact on the video. However, under the premise
of intense light changes, when the object is stationary for a
long time, there will be uneven edge distribution and color
difference, because of the calculation of the moving object
as a whole. It needs further research in the future.

4. Conclusion

In order to solve the problem of surveillance video confiden-
tial and efficient transmission, we build a new spatiotemporal
model to propose a compression algorithm based on a

The 13-th The 14-th The 15-th The 16-th The 17-th The 18-th

Figure 9: Type 1 compression effect images.

The 34-th The 35-th The 36-th

The 37-th The 38-th The 39-th

Figure 10: Type 2 compression effect images.

The 107-th The 108-th The 109-th

The 110-th The 111-th The 112-th

Figure 11: Type 3 compression effect images.
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moving object and background frame. It transforms the com-
pression into the problem of seeking moving object and
background. A new data mapping mechanism is built and
the compression ratio is more than 60%. It achieves the
demand of data transmission confidentially, but for the
object color difference caused by a sudden change of the light,
it still needs further study.
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With the rapid development of Internet services, mobile communications, and IoT applications, Location-Based Service (LBS) has
become an indispensable part in our daily life in recent years. However, when users benefit from LBSs, the collection and analysis of
users’ location data and trajectory information may jeopardize their privacy. To address this problem, a new privacy-preserving
method based on historical proximity locations is proposed. The main idea of this approach is to substitute one existing
historical adjacent location around the user for his/her current location and then submit the selected location to the LBS server.
This method ensures that the user can obtain location-based services without submitting the real location information to the
untrusted LBS server, which can improve the privacy-preserving level while reducing the calculation and communication
overhead on the server side. Furthermore, our scheme can not only provide privacy preservation in snapshot queries but also
protect trajectory privacy in continuous LBSs. Compared with other location privacy-preserving methods such as k-anonymity
and dummy location, our scheme improves the quality of LBS and query efficiency while keeping a satisfactory privacy level.

1. Introduction

With the development of Internet services, mobile communi-
cations, and IoT applications, Location-Based Service (LBS)
has become one of the popular electronic applications. Users
carrying mobile devices loaded with location-based applica-
tions, such as Google Maps, Wechat, and Ctrip, are able to
send query requests to location service providers (LSPs)
and obtain the corresponding service data. With such appli-
cations, mobile users can easily obtain information about
various Point of Interests (POIs) in the vicinity; for example,
users can acquire the bus schedule, the nearest restaurant
providing their favorite cuisine, and the recreational facilities
from a nearby edge server.

However, since the LSP is potentially untrustworthy, and
the submitted queries from users usually include some per-
sonal information, such as users’ locations and the queried
interests, the LSP can easily infer who are doingwhat in which
place, whichmay jeopardize their privacy. For example, phys-

ical destinations such as medical clinics may indicate a per-
son’s health problems. Likewise, regularly staying at certain
types of places may be linked directly to one’s lifestyles or
political associations. Although users may be informed of
the policies regarding the collection and distribution of their
location data, the execution of these policies is typically
beyond the users’ control and relies solely on the service pro-
viders. Therefore, the privacy of users has not been truly
protected and requires further technical attention. Further-
more, LSPs usually need to process a large amount of location
service requestmessages, and the overloaded calculationsmay
cause LSPs to become busy resulting in denial of service.

To address the privacy issue, many technical schemes
[1, 2] have been proposed in the literature over recent
years. Most of them are based on location perturbation and
obfuscation, which employ traditional privacy techniques
such as k-anonymity [3, 4]. However, these solutions using
k-anonymity have some inherent flaws. First, all mobile users,
regardless of whether or not they request LBSs, need to
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frequently report their latest locations to the anonymity server.
In addition, users without LBSs may not be willing to spend
their resources to help others maintain anonymity. Second,
excessive location updates from a large number of mobile users
also present overwhelming communication and processing
bottlenecks on the server side. Third, in addition to the issues
mentioned above, another problem is that the area of cloaking
regions generated by the existing approaches is highly depen-
dent on the network density. When a user lies in an unpopu-
lated region, its cloaking area may be very large since it needs
to contain the user itself and at least k − 1 other users. There-
fore, these traditional k-anonymity schemes cannot be
directly applied to the protection of location privacy due to
their inherent flaws.

Trajectory privacy preservation [4] is another challenge
in LBSs for the vulnerability of the spatial and temporal
information contained in the continuous queries received
by the LSP, which may expose users’ whereabouts and other
private information. It is practically impossible to support
anonymity for continuous LBSs using existing techniques
such as GM’s OnStar services [5]. Continuous LBSs require
frequent location updates from their clients. Simply ensuring
that each reported location belongs to a cloaking region con-
taining at least k users cannot really achieve the client’s k
-anonymity protection, and it even significantly increases
the computation and communication load of servers. There-
fore, how to design a secure and efficient location privacy
protection scheme is worth exploring especially in the con-
tinuous LBS scenario.

To address the above problems, we propose a new privacy-
preserving method based on historical proximity locations.
This method ensures that the user can obtain location-based
services without submitting the real location information to
the untrusted LBS server, which improves the location pri-
vacy level and reduces computation and communication load
on the server side. In view of the aforementioned issues, the
key contributions of this work are summarized as follows:

(1) In order to avoid the computational overhead of gen-
erating pseudolocations on the server side, this paper
creatively proposes a scheme that substitutes one
existing historical adjacent location around the user
for his current location and then submits the selected
location to the LBS server

(2) Historical proximity location query model is adopted
to guarantee the location privacy of snapshot queries
and continuous queries. In addition, our solution is
more difficult for attackers to distinguish the user’s
true position from historical locations, and at the
same time it cannot generate unreasonable positions

(3) Finally, compared with the existing schemes, perfor-
mance analysis results show that our proposal can
significantly improve the query efficiency while
ensuring privacy protection

The remainder of this paper is organized as follows.
Related work is reviewed in Section 2. The system model
and the proposed privacy-preserving method are introduced

in Section 3. Section 4 presents the experimental results, per-
formance evaluation, and privacy analysis. Finally, we con-
clude this paper and present future work in Section 5.

2. Related Work

During the past decades, many promising approaches for
preserving location privacy in LBSs have been proposed.
We roughly divide them into two categories: centralized
architecture and noncentralized architecture.

In centralized/edge anonymity server architecture, a cen-
tralized entity [6–9] is introduced into the system to protect
the location privacy. Under this architecture, k-anonymity
is the most popular means used for protecting users’ privacy
in LBSs. Gruteser and Grunwald [5] originally employed this
concept in LBSs. As an extension of the traditional k-ano-
nymity model [10–13], they proposed to reduce the accuracy
of users’ location information along spatial and/or temporal
dimensions for a certain level of anonymity protection. How-
ever, all these centralized schemes share some drawbacks: (1)
The anonymity server has all the knowledge about users’
locations as well as queries, thus it becomes an attractive
target for the adversary; so the user’s real information will
be jeopardized once it is attacked. (2) All users have to
continuously send their queries and update their locations
to the anonymity server, which causes the anonymizer to be
a performance bottleneck and the potential central point of
failure for the entire system.

In the noncentralized architectures, users cloak their
locations without trusting a trusted third party (TTP). Some
approaches, such as obfuscation-based methods [2, 14],
cryptographic-based methods [15, 16], and collaboration-
based methods [17–19], were proposed to protect the user’s
privacy. Obfuscation is achieved by adding noise, without
revealing the exact location to the LBS servers. For example,
Ardagna et al. [2] presented a solution aimed at preserving
the location privacy of users by perturbing location informa-
tion. The main drawback of obfuscation-based methods is
that the quality of services (QoS) is degraded because of the
low-level accuracy of the query answers. Cryptographic
methods are also used to protect privacy data in the LBS;
however, they are not practical for mobile devices since they
require a powerful computational capability and incur large
overhead on the client side. In collaboration-based methods,
each user communicates with his peers and collects their
location data to generate the cloaking region. The main idea
is that, before sending a request to an LSP, the mobile user
forms a group with his peers via single-hop communication
or multihop routing and generates a cloaking area including
k users. Shokri et al. [19] designed a distributed location
privacy-preserving algorithm for a collaborative group, called
MobiCrowd, which allows users to answer LBS queries from
neighboring peers so that querying users can protect their
location privacy from the LSP. These approaches focus
mainly on snapshot queries, and the problem of protecting
location privacy in the continuous LBSs is not considered
in the TTP-free methods. With the rise of edge computing,
Wang et al. [20] proposed an edge-based model for data
collection, in which the raw data from wireless sensor
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networks (WSNs) is differentially processed by algorithms on
edge servers for privacy computing. To avoid potential infor-
mation leakage and usage, the user’s exact location should
not be exposed to the edge node. Tian et al. [21] proposed a
stochastic location privacy protection scheme for edge com-
puting, in which the geographical distribution of surround-
ing users is obtained by analyzing the proposed long-term
density map and short-term density map. This scheme is
practicable for the real scenario when the edge computing
server is honest but curious.

Furthermore, in a few privacy-preserving techniques, an
attempt was made to use the TTP model for continuous LBSs
[22–24]. Zhang et al. [22] proposed an algorithm for k-ano-
nymity trajectory in LBSs, the main idea of which is to con-
tinuously expand an initial cloaked area to include at least
the same k users. This means that while a request for an
LBS is in progress, no grouped user who participated in the
original anonymity set of the requestor is allowed to leave
the group, since this action would jeopardize the privacy of
the requestor. Xu and Cai [24] exploited historical locations
to construct the k-anonymity trajectory and then presented
algorithms for spatial cloaking. However, when a user moves
on the cloaked path, the LBS can still easily identify the user’s
actual location if no other user exists on that path.

To address the above limitations, we propose a new
privacy-preserving method based on historical proximity
locations to protect location privacy in both snapshot queries
and continuous queries.

3. System Overview

3.1. Preliminaries

Definition 1. The requested message Q submitted by the user
to LSP can be expressed as a five tuple:

Q = id, loc, t, qry, rf g, ð1Þ

where id represents theuser’s identity information; loc = flx, lyg
is the user’s location, which can be directly obtained from a
Global Positioning System (GPS) or using other positioning
devices; t denotes the time at which the user sends the request;
qry represents the query content the user wants to submit; and
r represents the user’s query radius, and naturally, the corre-
sponding query area is πr2.

Definition 2. dmin denotes the minimum distance allowed
between the user’s current location and the historical prox-
imity location selected to be reported to the LSP. This limited
distance prevents the selected historical proximity location
from being too close to the user’s current one to better
protect the location privacy. Likewise, in order to guarantee
the query quality, dmax represents the maximum distance
between the user’s current location and the selected historical
proximity location.

Definition 3. Wtrue represents the set of POIs the user can
obtain under ideal conditions; W is the set of POIs returned

by LSP searching according to the user’s submitted locations,
query content, and query radius.

Definition 4. P =Wtrue/W, which represents the query qual-
ity, is the ratio of the number of POIs that the user can obtain
under ideal conditions to that of POIs the user receives from
the LSP.

3.2. Location Privacy Protection Model. Similar to existing
work [25, 26], our system lets mobile users achieve LBSs
through an anonymity server, which is considered as a
TTP. However, the difference between our centralized archi-
tecture and the existing ones is that it can effectively reduce
the computing and communication load based on the adopted
privacy protection method.

A database that stores a large number of historical prox-
imity locations is essential for the TTP providing privacy
service in our model, and the specific characteristics of the
database are given as follows:

(1) Initially, the database may be empty and the users can
obtain the location service with k-anonymity protec-
tion, during which mobile users report their locations
periodically to the TTP, and the k positions utilized in
the anonymity process will be subsequently added to
the database as historical proximity locations. Unlike
existing techniques, such a periodic location update is
no longer needed after the initial phase, which may
last only a short time period. More location data
can be obtained with more and more mobile users
participating in the requests of LBSs

(2) After the initial phase, there are enough historical
locations recorded in the database. As shown in
Figure 1, suppose that a user is requesting location
services at location A, if there are a certain number
of historical proximity locations existing in the data-
base that satisfy dmin < d < dmax, where d represents
the distance between the historical location and the
user’s current location. In this case, the TTP will
select the nearest historical location substituting the
current location A and send it to the LSP. A will be
subsequently added to the database as a historical
location after the query process. However, if there
are no historical proximity locations in the database

rA

dmax

dmin
B

Figure 1: Location sampling phase.
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that satisfy dmin < d < dmax, the k-anonymity tech-
nique will be activated to provide privacy protection
services for the user

Obviously, there will be a continuous increase in the
number of historical proximity locations recorded in the
database, and under this circumstance, the k-anonymity pro-
tection is no longer frequently needed.

Furthermore, for efficient retrieval of location data, we
index the database using a simple grid-based approach. The
entire domain is recursively partitioned into cells in a quad-
tree style. Unless a cell has been already at its minimal size
(our implementation sets each cell to be at least 200 × 200
meter2), it is split if the number of locations inside it exceeds
a predetermined threshold. Thus, given a cell corresponding
to the user’s current location, we can effectively retrieve the
location data and obtain historical proximity locations.

3.3. Privacy Preservation in Snapshot Queries

3.3.1. Query Area. As shown in Figure 2, the user is located at
position A, the query radius is r, the nearest historical prox-
imity location of point A is B, and d is the distance between
A and B (dmax > d > dmin).

(1) As shown in Figure 2(a), when d > r is satisfied, a circle
is generated with point B as the center and d + r as the
radius. Draw two tangent lines (BE and BF) to the cir-
cleA via point BwithO1 andO2 as the tangent points.
Wherein, ∠EBF = β (denoted in radians) is shown in
Figure 2(b). To cover all the possible target positions,
the fan EBF is enough as the effective query region,
while the actual query region is thewhole area of circle
B and the area of the fan EBF can be computed as

S = SEBF =
βR2

2 = 2 ∗ sin−1 r/dð Þ d + rð Þ2
2 = d + rð Þ2 ∗ sin−1 r

d
:

ð2Þ

(2) As shown in Figure 2(c), when d < r is satisfied, if the
user wants to query all the target positions, we regard
the entire circle which is centered on B as both of the

effective query region and the actual query region,
where R = d + r is the radius, and the area of the
query region is S = πðd + rÞ2.

3.3.2. Query Process and Filtering of Query Results. The LSP
cannot directly search the irregular area such as the sector
area mentioned above during the process of LBS. However,
it is feasible to first filter the query results on the TTP side
and then filter the results on the client side, which can effi-
ciently reduce the overhead of mobile devices carried by the
users. As shown in Figure 3, when d > r (dmax > d > dmin) is
satisfied, the user at location A, for example, is searching
for gas stations nearby with the query radius r. The specific
query and filtering process is as follows. Once receiving the
request from the user located at A, the TTP will search the
database and deliver the information of location B, which is
selected carefully as a historical proximity position of A, to
the LSP. And then the LSP will search the entire circle B with
d + r as the radius, i.e., the actual query region, for target
positions meeting the request. After that, the messages
related to the gas stations C1, C2, C3, and C4 will be returned
to the TTP from the LSP as the results. Then, the TTP will
filter out C1 which is out of the user’s query area. Finally,
the user’s mobile device will calculate the distance (d2, d3,
and d4) from locationAto the remaining gas station
candidatesC2, C3, and C4, respectively, with the help of a
map installed before. Compare each di with the query radius

A

B
d

r

(a) d > r

A

B
𝛽

E

F

O1

O2

(b) The actual query area when d > r
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r

d

(c) The actual query area when d < r

Figure 2: The actual query area.
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Figure 3: Filtering of query results.
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r; if it is smaller than r, the corresponding information will be
retained, otherwise it will be deleted, so C4 will be filtered out
as a result. Ultimately, the location information of gas
stations C2 and C3 will be sent to the user.

When d < r is satisfied, the process is similar, which is not
repeated here.

It is worth noting that due to the indirect query method
in our scheme, the error of the distance d between A and B
will also lead to the error of the actual query radius d + r,
which may result in the actual query area being too large
or too small, possibly accompanied with a declined quality
of services.

3.4. Privacy Preservation in Continuous Queries. Existing
techniques mostly focus on snapshot queries. However, pri-
vacy preservation in continuous LBSs is more challenging
than that in snapshot queries because adversaries could use
the spatial and temporal correlations on the user trajectory
to infer the user’s private information. To deal with the con-
cern, a privacy-preserving method for continuous LBSs based
on historical adjacent locations is described in this section.

3.4.1. Average Query Error. As mentioned above, in snapshot
queries, the error of the distance d between the user’s current
location and the reported location, which is selected from the
historical proximity locations in the database by the TTP,
may bring about a decline in the quality of queries. Similarly,
it is the same in privacy preservation scenarios of continuous
LBSs queries. We give a formal definition of the average error
degree in continuous LBSs as follows.where di is the distance
between Ai and Bi, dmax > di > dmin.

Definition 5.Given a trajectory T = fA0, A1,⋯, Ang, which is
generated by the user over a period of time, where Airepre-
sents the user location at the time pointi; in response, the
TTP will compute a new trajectory T ′ = fB0, B1,⋯, Bng
based on T using historical proximity locations, where Bi
represents the historical proximity location of Ai at the time
point i. The average query error can be defined as

�d = ∑n
i=0di
n

, ð3Þ

Obviously, the smaller �d is, the smaller the error degree
will be. For the quality of queries, �d in the query process
needs to be as small as possible. Therefore, in the process of
the user’s moving on the trajectory, it is better to select the
nearest historical proximity location Bi substituting the
corresponding Ai when sending it to the LSP.

3.4.2. Trajectory Privacy-Preserving Algorithm. If there are
enough historical proximity locations around the user’s tra-
jectory T , it is easy to find the corresponding Bi for each Ai,
and Bi will not coincide with any Bj, where 0 ≤ i ≤ j ≤ n.

However, if the historical proximity locations around the
trajectory T are sparse, there is a certain possibility that Bi
and Bj coincide with each other. As shown in Figure 4, the
directed lines denote a trajectory formed by the user over a

period of time, and the solid nodes nearby denote the existing
historical proximity locations. Since B1 is both the nearest
historical proximity location of A0 and that of A1, when the
user is at the 0th time point and the 1st time point, B1 will
be selected and sent to the LSP for query results on behalf
of A0 as well as A1, resulting in the same selection of histori-
cal proximity locations at different time points, i.e., B0 = B1.
In this case, once the LSP receives the same location Bi at
different time points, it will be easy to infer that the user is
wandering in the vicinity of Bi during this period of time,
which actually leaks the user’s privacy.

To solve this problem, we make further constraints and
give Definition 6.

Definition 6.Given a trajectory T = fA0, A1,⋯,Ang, which is
generated by the user over a period of time, where Ai repre-
sents the location of the user at the time point i; there is a
new trajectory T ′ = fB0, B1,⋯, Bng as the historical proxim-
ity trajectory (HPT) of T , where 0 ≤ i < j ≤ n, Bi ≠ Bj, andBi

represents the corresponding historical proximity location
selected for location Ai.

Therefore, aiming at the problem for the privacy preser-
vation of continuous LBSs, the key to our solution is how to
find the corresponding historical proximity trajectory
(HPT) T ′ for the user’s trajectory T while guaranteeing the
minimum value of �d on the premise of satisfying both Defini-
tion 5 and Definition 6. The following is the specific solution
description for this problem.

Given a trajectory T = fA0, A1,⋯, Ang of the user, let
T″ = fC0, C1,⋯, Cmg be an ordered set of historical prox-
imity locations along the direction of trajectory T , satisfying
dmax > dk > dmin (dk is the distance from Ak to any location
Ck+i among Ck ~ Ck+m−n) and m ≥ n, where m denotes the
number of historical proximity locations around the trajec-
tory T , and n represents the number of locations the user
left on trajectory T . Then, the minimum sum of error
degree between the historical proximity trajectory T ′ and
the user’s trajectory T is defined as Dðn,mÞ = n ∗ �d. If Cm
is selected as the historical proximity location of An and
sent to the TTP, then the solution for getting the minimum
value of Dðn − 1,m − 1Þ is certainly contained in the solu-
tion for getting that of Dðn,mÞ. If Cm is not selected to
substitute An, then the optimal solution for getting the
minimum value of Dðn,mÞ is bound to contain the solution

A0

A1

A2

A3

A4

B1

A5

Figure 4: B1 is selected as the historical location for both A0 and A1.
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for getting that of Dðn,m − 1Þ. Therefore, the recursive
relationship can be denoted as follows:

D n½ � m½ � =
〠
n

i=0
d n½ � m½ �, n =m,

min D n − 1½ � m − 1½ � + n½ � m½ �,D n½ � m − 1½ �f g, n <m,

8
><

>:

ð4Þ

where d½n�½m� represents the distance between An and Bm.
The pseudocode of the above procedure is given in

Algorithm 1.
In Algorithm 1, array B holds the subscripts of the

selected locations on T″, and the complexity of the algorithm
is Oðn3Þ. Algorithm 2 is used to get the historical proximity
trajectory T ′ that guarantees the minimum value of �d.

Besides, there is still a special situation needing a discus-
sion. It is likely that the quantity of the historical proximity
locations recorded in the database is not enough for the algo-
rithm we proposed. As is shown in Figure 5, whenm is much
smaller than n, no matter how it is selected, it will occur that
one historical proximity location is selected two or more
times on the user’s trajectory. Considering the peculiarity of
this problem, we propose to employ a symmetry mechanism
to generate dummy locations in our scheme, and the specific
procedure is described as follows.

As is shown in Figure 6, when there are no other histor-
ical locations available except one existing historical proxim-
ity location Bk (for example B1) of location Ai (for example
A1), it connects Bk to Ai and extends the connecting line to
point V j (for example V1), making BkAi =V jAi, where V j

is the dummy location generated as a historical adjacent loca-
tion of Ai by symmetry. However, it is possible that the
dummy location generated by symmetry is unreasonable
(for example, the dummy location is in a lake), so some
adjustment is necessary. As shown in Figure 7, suppose that
the generated dummy location V1 is unreasonable, and the
TTP will rotate V1 and adjust the distance from V1 to A1 to
make it meet the rationality requirements, and finally a rea-

sonable dummy location V1′ will be obtained as the historical
proximity location of A1.

Besides, there still exists a small possibility of n > 2m,
in this case the number of historical proximity locations
is smaller than n (the number of locations on trajectory
T), even if the number of historical locations is expanded
from m to 2m with the aid of the symmetry mechanism.
To deal with this issue, we can activate the k-anonymity

Input: T , T″
Output: Array B, is used to record the locations selected from T″ and reported to LSP as historical proximity locations of user’s tra-
jectory T
for i = 0 to n do

D½i�½i� = D½i − 1�½i − 1� + d½i�½i�
B½i� = i

for i = 0 to n do
for j = i + 1 to m
ifðD½i − 1�½j − 1� + d½i�½j� >D½i�½j − 1�Þ

D½i�½j� =D½i�½j − 1�
B½i� = j − 1

else
D½i�½j� =D½i − 1�½j − 1� + d½i�d½j�
B½i� = j

return B

Algorithm 1: selectHistoryLocation(T , T″).

Input: T″
Output: T ′
for i = 0 to n do
T ′½i� = T″½B½i��

return T ′

Algorithm 2: getHistoryTrack(T ′).
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Figure 5: Sparse historical proximity locations.
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Figure 6: Generating dummy locations by symmetry.
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technology to protect location privacy and add the user’s
locations to the database.

4. Experiment and Analysis

In this section, the experimental evaluation of the feasibility
and efficiency of our proposed method under various param-
eter settings will be presented. Firstly, we analyze the influ-
ence of several parameters on the average query error �d.
Secondly, we compare our method with other location
privacy-preserving techniques in terms of query efficiency,
query quality, and anonymity degree. The experimental
region is within 10 square kilometers of the Sanpailou Cam-
pus of Nanjing University of Posts and Telecommunications.
The data utilized in the experiments are captured by the
coordinate pickup tool provided by Google. Our experiments
are implemented with the Java Development Kit- (JDK-) 1.7
and Eclipse Integrated Development Environment (IDE),
running on a local machine with an Intel Core-i5 2.8GHz,
8GB RAM, and Microsoft Windows 7 OS.

4.1. Influence Factors of the Average Query Error �d. Within
the range of the experimental region, 10 coordinate points
are generated randomly to construct a trajectory T of the
user, i.e., let n = 10. And then 20~40 locations from the data-
base are selected as historical adjacent positions around the
user’s trajectory generated before.

dmin is set by the user, and a smaller dmin has more proba-
bility to be taken to ensure the quality of services in a densely
populated area; on the contrary, in a sparsely populated area, a
larger dmin means better privacy level. As shown in Figure 8, it
can be seen that �d increases with the increase of dmin: when
selecting historical adjacent locations, it is necessary to con-
sider whether the distance d from the user to the historical
adjacent location is larger than dmin, so as to exclude some
positions that are too close to the user. The more there are
historical proximity locations, the smallerdwill be, and this
results in a smaller average error degree�d. Besides, �d
approaches dmin infinitely asm approaches infinity.

dmax is also set by the user, and usually it cannot be set too
small. Since dmax is the maximum distance between the user’s
current location and the historical proximity location
reported to the LSP, a dmax that is too small will filter out
most historical adjacent locations, reducing the privacy pro-
tection level. As shown in Figure 9, when m takes the value

of 50 and 100, respectively, �d increases as dmax grows in the
initial phase. This is because whenm and dmax are both small,
the number of the screened historical locations m′ is smaller
than n, and dummy locations will be generated as historical
adjacent locations by the symmetry mechanism. Therefore,
there is more probability of selecting the nearest historical
locations, leading to a smaller �d. However, when dmax gradu-
ally grows, m′ will also increase as the screening conditions
for historical locations are relaxed, so the number of histori-
cal locations generated by the symmetry mechanism will
decrease, accompanied with an increase of �d. Until there is
no need for generating symmetrical historical locations,
dmax will no longer affect the historical locations selected.
When m = 300 and dmax = 100, the n locations closest to the
trajectory T selected from the m historical points are not
screened out, so �d remains constant as dmax increases.

We have discussed the influence of historical adjacent
location parameter selection on �d. The experimental results
clearly show the specific effects of different values of dmin
and dmax on �d. Therefore, in practical application scenarios,
the values of parameters dmin and dmax should be selected
according to specific requirements and allowable errors.

4.2. Performance Comparison

4.2.1. Performance Comparison under Snapshot Queries. In
our experiments, coordinate data of 500 target positions such
as hotels, hospitals, and gas stations were captured, and 5000
coordinate points were randomly selected as historical adja-
cent positions as well as other users’ positions required when
using k-anonymity and were stored in the database.

(1) Query Efficiency. The query efficiency is usually syntheti-
cally evaluated with the total time cost that contains TTP
spending on generating the actual query area and the LSP
spending on replying to the requested query. As shown in
Figure 10(a), the Casper scheme in [25] and the
anonymous-zone merging scheme in [17] generate the query
region using k-anonymity, so the query domain generation
time is the sum of the time of the database searching other
k − 1 users around and that of constructing the anonymous
domain containing k users. However, in most cases, the
query domain generation time of our solution is almost the
time to search for historical adjacent locations in the data-
base, which has nothing to do with k. Therefore, the time to
generate the query region in our scheme is relatively less
and does not increase linearly with the increase of k. As
shown in Figure 10(b), when the same query radius r = 300
m is taken and d is set to 75m, the query region in our
scheme is independent of k and its area does not exceed π
ðd + rÞ2; the area of query region generated by the Casper
scheme is theoretically no less than kπr2, which is larger than
those of our scheme and the anonymous-zone merging
scheme; besides, the query areas of the two compared
schemes increase significantly with the increase of k.
Sufficient historical locations will ensure a smaller d in our
scheme, and thus guarantee a smaller query area.
Figure 10(c) illustrates that the query processing time is
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Figure 7: Generating dummy locations by symmetry and rotation.
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positively correlated with the query area. In order to facilitate
the comparison between our scheme and the other two k
-anonymity schemes, a smaller anonymity degree k = 5 is
taken and d is set to 75m. As shown in Figure 10(d), both
the query area and the query processing time gradually
increase when the radius grows. However, compared with
the Casper scheme and the anonymous-zone merging
scheme, the query area generated by our scheme is relatively
small, which results in a shorter query processing time.

(2) Query Quality. Evaluation of the query quality is based on
the ratio P of the number of POIs that the user can obtain in
theory to that of positions returned by the LSP when the user
requests with the query radius r, i.e., P =Wtrue/W, as
explained in the previous study. In the experiment, we ran-
domly select 20 points as the positions where the user can
send the query. We vary the value of r, repeat the experiment
20 times, and then take the average value of P as the analysis
object. Furthermore, we also compare our scheme with the
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enhanced pseudonym selection scheme in [26] besides the
other two schemes mentioned before. As shown in
Figure 11, our scheme maintains satisfactory query quality
and stability with the increase of the query radius. In contrast,
as for the Casper scheme and the anonymous-zone merging
scheme, the query area increases significantly as r becomes
larger, which indicates that a great number of POIs cross the
user’s query area, resulting in the decline of query quality. In
addition, since the enhanced pseudonym selection scheme

cannot flexibly adjust the query region to cover all the target
positions, it is difficult for it to guarantee high query quality.

Experimental results show that, our scheme can effec-
tively improve the query efficiency while guaranteeing satis-
factory query quality in snapshot queries.

4.2.2. Performance Comparison under Continuous Queries. In
the experiment, we select �d, defined as the average query
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error for a user’s trajectory in continuous LBSs, as our perfor-
mance evaluation metric. And obviously, the smaller �d is, the
better the quality of services will be in continuous LBSs. We
compare our scheme with two other existing schemes, the
Native scheme in [22] and the Greedy scheme in [24], which
are both extensions of the k-anonymity method. Within the
experimental region, the length of the user’s trajectory was
set to 1-5 km, and 500-2500 coordinate points were captured

within the radius of 200m around the trajectory as historical
proximity locations and added to the database.

We setm = 1000, and the experiment results are shown in
Figure 12. In the Native scheme, the cloaking area will
become increasingly large since the traditional trajectory k
-anonymity method expands an initial cloaking region to
cover at least the same k users who may move in different
directions, resulting in a sharp increase of �d. Moreover, the
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query sequence is consistent with the user’s movement direc-
tion, which may provide some valuable information for the
adversary to infer the user’s trajectory. In the Greedy scheme,
theGreedy algorithm is utilized to verify that each node on the
candidate k − 1 trajectories is as close to the user’s trajectory as
possible; however, since a complete historical trajectory will
be finally selected from the k − 1 candidates, it cannot guaran-
tee that each position on the selected historical trajectory is the
nearest point for each node on the user’s real trajectory.

The following is the analysis of the impact ofm (the num-
ber of historical proximity locations) on �d of the three
schemes, and the length of the user’s trajectory is set to
3 km. As shown in Figure 13, for the Native scheme, m has

no effect on �d since the generated cloaking area is only rele-
vant to the current locations of the other users. However, �d
declines with the increase ofmfor the Greedy scheme and
our scheme, since historical trajectories and historical prox-
imity positions are utilized in the two schemes, respectively.

4.3. Privacy Analysis. In this section, we will evaluate the pri-
vacy degree of our solution by comparing it with the k-ano-
nymity and dummy location technology.

In the process of k-anonymity protection, the LSP
receives the locations ofkusers involved with the service
requestor, so the probability of identifying the user’s real
location is 1/k. As shown in Figure 14, the larger the value
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of k, the higher the privacy degree will be; however, it will also
lead to a decrease in query efficiency and quality. As shown in
Figure 15, a user A, located at position 1 in the Sanpailou
Campus of Nanjing University of Posts and Telecommunica-
tions, wants to request the location service together with 9
other users in the vicinity who also request services. Suppose
that user A obtains location service through k-anonymity
with a cloaking area containing users in positions 4, 5, and
6, the probability that the adversary recognizes user U will
be 1/4. However, if user A adopts the scheme as described
in this paper, point 4 will be treated as a historical adjacent
position to be queried. By the description of the proposed
scheme, the actual query area covers a total of 6 points
including user A and points 1, 3, 4, 5, 6, and 7, which is
denoted by the big red circle in Figure 15. Therefore, the
probability of identifying user A is only 1/6.

The advantages of our proposal will become more obvious
in continuous queries under densely populated areas. We take
Xinjiekou, the commercial center of Nanjing City, as an exam-
ple. As shown in Figure 16, user A sends a service request with
k = 3, the anonymous set of which is f1, 2, 11g at the initial
time t1; while that updates to f1, 2, 6g and f1,12,15g sepa-
rately at t2 and t3. At each moment, the probability of identi-
fying user A is 1/3. However, if an attacker obtains the user’s
anonymous sets at the three moments and then performs an
intersection operation, then the true identity of A can be
obtained. In our proposed scheme, point 2 is selected as a his-
torical adjacent position at time t1. At time t2, considering
that point 2 remains closest to A and to block the attacker
from speculating thatAis located near point 2, we chose point
7 as the historical adjacent position according to the histori-
cal proximity selection method described in the scheme
(Bi ≠ Bj). Due to population density, there are more historical
adjacent locations around the user, so the possibility of the
users’ real identity being exposed is lower.

In addition, it is more reasonable to utilize historical
proximity locations instead of the randomly generated loca-

tions by the traditional dummy location technology. As
shown in Figure 17, when the user requests LBSs at position
1 with the dummy location technology, it is possible that the
pseudonym-location generated is in the lake. In this case the
adversary can easily identify it with background knowledge
and filter out other unreasonable locations, which definitely
decreases the privacy degree. Fortunately, using the histor-
ical proximity locations proposed in this paper can address
this problem.

Compared with most of the existing methods such as k
-anonymity and dummy location, which have to report the
user’s true position to the service providers, our approach
submits the historical proximity location to substitute the
user’s current location, which improves the privacy level.

5. Conclusion

This paper proposed a solution for location privacy protec-
tion in both snapshot queries and continuous queries. With
historical proximity locations around the user submitted to
the LSP for query instead of the true location, the user’s loca-
tion information is completely anonymous from the LSP in
the whole process of requesting the LBSs, and thus a high pri-
vacy level is achieved. Compared with k-anonymity and the
enhanced pseudonym selection scheme, our scheme is simple
and feasible, and can achieve better query efficiency and
higher query quality. Our proposal also provides a new solu-
tion for dealing with the problem of maintaining the equilib-
rium among the privacy level, query efficiency, and quality of
services. However, in continuous queries, we have not
succeeded in achieving sufficient anonymity protection level
for a user’s movement trajectory. It is still possible for an
attacker to infer the general direction of the user’s movement
by analyzing the changes of the user’s query range recorded
in the LSP. This is a difficulty in the current techniques of
trajectory privacy preservation, and it is also the focus of
future research work.

Dummy location

Xuanwu Lake

Figure 17: Unreasonable locations generated by dummy location.
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In recent years, it has become popular to upload patients’ medical data to a third-party cloud server (TCS) for storage through
medical Internet of things. It can reduce the local maintenance burden of the medical data and importantly improve accuracy in
the medical treatment. As remote TCS cannot be fully trusted, medical data should be encrypted before uploading, to protect
patients’ privacy. However, encryption makes search capabilities difficult for patients and doctors. To address this issue, Huang
et al. recently put forward the notion of Public-key Authenticated Encryption with Keyword Search (PAEKS) against inside
keyword guessing attacks. However, the existing PAEKS schemes rely on time-consuming computation of parings. Moreover,
some PAEKS schemes still have security issues in a multiuser setting. In this paper, we propose a new and efficient PAEKS
scheme, which uses the idea of Diffie-Hellman key agreement to generate a shared secret key between each sender and receiver.
The shared key will be used to encrypt keywords by the sender and to generate search trapdoors by the receiver. We prove that
our scheme is semantically secure against inside keyword guessing attacks in a multiuser setting, under the oracle Diffie-
Hellman assumption. Experimental results demonstrate that our PAEKS scheme is more efficient than that of previous ones,
especially in terms of keyword searching time.

1. Introduction

In today’s society, almost all medical service providers will use
some form of electronic medical record system [1]. Specifi-
cally, medical Internet of things (MIoT) has become a new
technology to gather data from patients by small wearable
devices or implantable sensors. With the increasing number
of medical data, the burden of hospital storage equipment is
heavy, and it needs a professional person to maintain. If the
hardware storage device is damaged and data is lost due to
other force majeure factors, it will lead to very serious conse-
quences. The most important way to solve this problem is to
upload the data to the third-party cloud server (TCS).
However, after the data is uploaded to the TCS, the patient’s
privacy will not be guaranteed. Once the cloud server man-
agers or externalmalicious attackers steal the data, it will cause
data leakage and other problems [2].

In order to solve the problem of data security, the best way
is to encrypt the data and then upload the result to TCS. But
whenmedical service providers want to retrieve the electronic
medical records of patients, it becomes more difficult. First,
doctors need to download all encrypted data to a local server
and then decrypt it locally. After that, they can search for the
desired results in the plaintext medical data. However, this
process is very cumbersome and impractical formost applica-
tions. Due to the powerful cloud computing, medical institu-
tions hope that the cloud server can complete the retrieval
function instead of doing it themselves. But if the key is sent
to the cloud server, the patient’s private data still has the risk
of exposure.

To address the above security issues, the conception of
(symmetric-key) searchable encryption (SE) was proposed
by Song et al. [3]. It is a powerful technology that allows the
cloud server to search on encrypted data using some search
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trapdoors generated by the local data users. In 2004, Boneh
et al. [4] proposed a public-key version of SE, namely,
Public-key Encryption with Keyword Search (PEKS). This
scheme embeds keywords in public-key encryption and is
very suitable for scenarios of a multiuser data sharing setting,
e.g., medical data sharing. There are three parties in the PEKS
scheme: cloud server, data sender, and data receiver. The
sender (e.g., patient) has a lot of privacy files Fi and wants to
share them with the receiver (e.g., doctor). First, the sender
extracts the keyword wi from each file Fi, encrypts the key-
word with the PEKS scheme, and then encrypts each file with
other encryption schemes (not necessarily the same as the
PEKS scheme). Let the keyword cipher text beCwi

. The sender
uploads all cipher texts to the TCS. In order to search whether
there is a document containing the keyword w in the
encrypted document, the receiver generates a search trapdoor
Tw of the keyword w and sends the trapdoor to the cloud
server. After the server receives Tw, it checks whether each
keyword cipher text matches with the search trapdoor. If so,
it indicates that the corresponding encrypted document must
contain the desired keyword. After that, the results are
returned to the receiver, and the receiver can get the required
plaintext data by decrypting the encrypted documents.

As mentioned in Figure 1, we will apply searchable
encryption to telemedicine services, where the patient is the
sender and the medical service provider is the receiver. Each
patient can encrypt and upload their own electronic medical
record to the cloud server. When the patient wants to see a
doctor remotely, the doctor can retrieve the medical data
information related to some disease on the third-party cloud
server according to the keyword information of the patient.
In this process, doctors will only get data related to a certain
disease and will not expose other information (such as name)
of patients.

However, PEKS inherently has a disadvantage to resist
against keyword guessing attacks (KGA). Ideally, a keyword
space can be considered infinite. In practice, however, this
is not the case. In real life, users often use a limited number
of keywords because of their living habits, which leads to
the transformation of the original polynomial space into an
affixed and low-entropy space. In this case, the adversary
can guess the keywords contained in the searching trapdoor
as follows: First, the adversary guesses all the keyword spaces
of the user and then generates keyword cipher text one by
one. The adversary checks the trapdoor requested by the user
one by one with keyword cipher texts generated by itself. If
there is coincidentally the same situation, the adversary can
obtain the keyword information retrieved by the user, thus
exposing the privacy of the user. This kind of attack can be
easily mounted by the cloud server, as the cloud server has
users’ searching trapdoors. Such attack is often called inside
keyword guessing attacks (IKGA).

To resist against KGA is very challenging. Recently, many
methods [5–11] were proposed to prevent KGA on PEKS
schemes; however, most of them were later proven insecure
[12–15]. In 2017, Huang and Li [16] proposed a new primi-
tive, namely, Public-key Authenticated Encryption with
Keyword Search (PAEKS), to solve the problem of inside
KGA. In PAEKS, the data sender not only encrypts a key-

word but also authenticates it, so that a search trapdoor can
only match with the corresponding data sender. PAEKS is
also applicable to cloud-assisted MIoT, as in general, the
doctor just searches on a designated patient’s medical data.
However, the proposed concrete PAEKS scheme still has
some security issues [17–19]. In particular, Noroozi and
Eslami [18] pointed out that it cannot handle multiuser
settings and provided an improvement security model for
PAEKS in a multiuser setting.

1.1. Our Contribution. In this paper, we research on new and
efficient construction of PAEKS schemes in a multiuser
setting for cloud-assisted MIoT. Our main contributions
are as follows:

(i) We observe that in PAEKS, both the data sender and
data receiver hold a pair of public/secret keys. If they
can compute a shared key without any interaction,
then the shared key can be viewed as a secret key of
a symmetric searchable encryption scheme. Inspired
by this, we propose an efficient PAEKS scheme,
which involves the (noninteractive) Diffie-Hellman
key exchange scheme to compute the shared key
and Song et al.’s SSE scheme to encrypt keywords. It
removes the usage of time-consuming operation of
pairing in previous PAEKS schemes

(ii) We show that our scheme is semantically secure
against IKGA in a multiuser setting under the oracle
Diffie-Hellman assumption [20]. Specially, it satisfies
both cipher text indistinguishability and trapdoor
indistinguishability

(iii) We compare our scheme with some related PAEKS
scheme in terms of security and computation effi-
ciency and also do some experiments to demonstrate
the efficiency of our schemes for protecting the
privacy of cloud-assisted MIoT data. Experiment
results show that our scheme is more efficient than
that of previous ones, especially in terms of keyword
searching time

1.2. Paper Organization. In the next section, we will briefly
introduce some cryptographic primitives. Our main con-
struction of the PAEKS scheme and its security proof are
given in Section 3. In Section 4, we compare the efficiency of
our scheme with that of other related PAEKS schemes.
Finally, we summarize the paper in Section 5.

2. Preliminaries

In this section, we recall some basic conceptions of crypto-
graphic primitives that will be used in this paper, including
cyclic group, hardness assumption, pseudorandom func-
tions, syntax of PAEKS, and its security model.

2.1. Cyclic Group. Let G be a group with order p. We say that
G is a cyclic group, if the group G can be generated by a
single element g ∈G. That is, every element h ∈G has the
form h = gx for some exponent x ∈ℤp. We call g to be a
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generator of the group. In our scheme, we use a cyclic group
with a prime order; i.e., p is a prime. In this case, any group
element except the identity will be a generator.

2.2. Oracle Diffie-Hellman (ODH) Problem [20]. Let G be a
cyclic group with prime order p and a generator g. Let H
be a hash function from G to some n-bit length space
f0, 1gn. The ODH problem states that given a tuple ðg, gx,
gy , TÞ and an oracle Ogxð·Þ, to decide whether T is HðgxyÞ
or a random string from f0, 1gn, here, x and y are randomly
chosen fromℤp, and the oracle returns HðhxÞ for each h ∈G.
LetA be any probabilistic polynomial time (PPT) algorithm.
We say thatA breaks the ODH problem over group G andH
with advantage at most ϵodh, if

Pr AOgx ·ð Þ g, gx, gy,H gxyð Þð Þ = 1
h i���
− Pr AOgx ·ð Þ g, gx, gy , Tð Þ = 1

h i��� < ϵodh:
ð1Þ

Definition 1 (ODH assumption). We say that the ODH
assumption holds over group G and H, if for any PPT algo-
rithm A , its advantage ϵodh in solving the ODH problem is
negligible in κ (the bit length of p).

2.3. Pseudorandom Functions (PRFs).A pseudorandom func-
tion is a family of functions such that for a random choice
from the family, its input/output behavior is computationally
indistinguishable from that of a random function. A formal
definition of PRFs is given below.

Definition 2 (PRFs). Let f : K ×X ⟶Y be a family of
functions indexed with key space K from X to Y . We say
that f is an ϵ f − securePRFs if

(1) Given a key k ∈K and an input x ∈X , there is an
efficient algorithm to compute the output y = f kðxÞ

(2) For any PPT algorithm A that makes at most
polynomial number of oracle queries, the following
advantage is at most ϵ f :

where F = f f : X ⟶Yg and the oracles are given an input
x ∈X and output the corresponding image of the function.

Pr A Ogx ·ð Þ� �
= 1 : k⟵K

� �
− Pr A Ogx ·ð Þ� �

= 1 : f ⟵ F
� ��� �� ≤ ϵ f ,

ð2Þ

The above definition indicates that, given any polynomial
number of valid input/output pairs ðxi, f kðxiÞÞ, no PPT
adversary can predicate f kðxÞ for a new and distinct input
x. Specifically, f kðxÞ is computationally indistinguishable
from a random y ∈Y .

2.4. PAEKS and Security Model. The notion of Public-key
Authenticated Encryption with Keyword Search (PAEKS)
was first proposed in [16] to protect the privacy of a key-
word against inside keyword guessing attacks. It involves
the public/secret key pair into the cipher text to prevent
keyword guessing attacks by the insider server. We first
recall its definition.

Definition 3 (syntax of PAEKS). A PAEKS scheme consists of
the following six PPT algorithms:

(i) Setup (λ). This is the global parameter generation
algorithm. It takes the security parameter λ as input
and outputs global system parameter Param

(ii) KeyGenS ( Param). This is the sender’s key genera-
tion algorithm. It takes the global system parameter
Param as input and outputs a public/secret key pair
ðpkS, skSÞ

(iii) KeyGenR ( Param). This is the receiver’s key gener-
ation algorithm. It takes the global system parameter
Param as input and outputs a public/secret key pair
ðpkR, skRÞ

(iv) PAEKS ðskS, pkR,wÞ. This is the keyword encryption
algorithm performed by the sender. It takes the
sender’s secret key skS, the receiver’s public key
pkR, and a keywordw as input and outputs a PAEKS
cipher text C of the keyword w

(v) Trapdoor ðskR, pkS,wÞ. This is the trapdoor genera-
tion algorithm performed by the receiver. It takes
the receiver’s secret key skR, the sender’s public key
pkS, and a keyword w as input and outputs a
trapdoor Tw

(vi) Test ðTw, C, pkS, pkRÞ. This is the test algorithm
performed by the cloud server. It takes a trapdoor
Tw, a PAEKS cipher text C, the sender’s public key
pkS, and the receiver’s public key pkR as input and
outputs 1 if C and Tw contain the same keyword
and 0 otherwise

Data sender
(patients)

Encrypt data
and upload

Data receiver
(doctors)

TCS

Search

Receive

Figure 1: Telemedicine service based on searchable encryption.
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Next, we recall the improved security model for PAEKS
in a multiuser setting by Noroozi and Eslami [18]. It includes
trapdoor indistinguishability (TI) and cipher text indistin-
guishability (CI). Both of them are described through games
played between an adversary A and the challenger C .

Definition 4 (TI security game). The TI security game is
described as follows:

(i) Initialization. Given a security parameter λ, the chal-
lenger generates the global system parameter. Then,
the challenger generates the receiver’s public/secret
keys ðpkR, skRÞ and the sender’s public/secret keys
ðpkS, skSÞ. It executes the adversary A on input
ðParam, pkS, pkRÞ

(ii) Phase 1. The adversary A is permitted to adaptively
query the following two oracles polynomial times:

(a) Cipher Text Oracle OCðw, pkÞ. Given a keyword w

and a public key pk, the challenger computes the
cipher text C by running the algorithm PAEKS ðskS,
pk,wÞ and returns the cipher text to A

(b) Trapdoor Oracle OTðw, pkÞ. Given a keywordw and a
public key pk, the challenger computes the trapdoor
Tw by running the algorithm trapdoor ðskR, pk,wÞ
and returns the trapdoor to A

(iii) Challenge. When phase 1 ends, the adversary A out-
puts two challenge keywords w∗

0 and w∗
1 , which

have not been queried to the oracles OCð·, pkRÞ
and OTð·, pkSÞ before. Now, the challenger chooses
a random bit b ∈ f0, 1g, computes the Tw∗

b
⟵

trapdoorðskR, pkS,w∗
b Þ, and returns it to the

adversary A

(iv) Phase 2. In this phase, the adversary A can continue
to access the oracles, with the restriction that neither
w∗

0 nor w
∗
1 could be queried to the oracles OCð·, pkRÞ

and OTð·, pkSÞ
(v) Guessing. Finally, the adversaryA outputs a bit b′ as

the guess of b. If b′ = b, we say thatA wins the game

We define A ’s advantage in breaking the TI security of
PAEKS as

AdvTIA λð Þ = Pr b′ = b
h i

−
1
2

����
����: ð3Þ

Definition 5 (CI security game). Similarly, the CI security
game can be described as follows:

(i) Initialization. Given a security parameter λ, the chal-
lenger generates the global system parameter Param.

Then, the challenger generates the receiver’s public/-
secret keys ðpkR, skRÞ and the sender’s public/secret
keys ðpkS, skSÞ. It executes the adversary A on input
ðParam, pkS, pkRÞ

(ii) Phase 1. The adversary A is allowed to adaptively
query the following two oracles polynomial times:

(a) Cipher Text Oracle OCðw, pkÞ. Given a keyword w
and a public key pk, the challenger computes the
cipher text C by running the algorithm PAEKS ðskS
, pkR,wÞ and returns the cipher text to A

(b) Trapdoor Oracle OTðw, pkÞ. Given a keyword w and
a public key pk, the challenger computes the trap-
door Tw by running the algorithm trapdoor ðskR,
pkS,wÞ and returns the trapdoor to A

(iii) Challenge. When phase 1 ends, the adversary A

outputs two challenge keywords w∗
0 and w∗

1 , which
have not been queried to the oracles OCð·, pkRÞ
and OTð·, pkSÞ before. Now, the challenger
chooses a random bit b ∈ f0, 1g, computes the
Cw∗

b
⟵ PAEKSðskS, pkR,w∗

b Þ, and returns it to

the adversary A

(iv) Phase 2. In this phase, the adversary A can continue
to access the oracles, with the restriction that neither
w∗

0 nor w
∗
1 could be queried to the oracles OCð·, pkRÞ

and OTð·, pkSÞ
(v) Guessing. Finally, the adversaryA outputs a bit b′ as

the guess of b. If b′ = b, we say thatA wins the game

We define A ’s advantage in breaking the CI security of
PAEKS as

AdvCIA λð Þ = Pr b′ = b
h i

−
1
2

����
����: ð4Þ

If for any PPT adversary A , bothAdvTIA ðλÞ andAdvCIA ðλÞ
are negligible in the security parameter λ; we say that the
PAEKS is semantically secure against inside keyword guess-
ing attacks.

3. Our PAEKS Scheme

In this section, we introduce a PAEKS scheme for an
electronic medical record system. The system framework is
given in Figure 2.

3.1. The Construction. Our PAEKS scheme is described as
follows:

(i) Setup ðλÞ. Select a cyclic group G with prime order p
and a randomgeneratorg ofG. Select three pseudoran-
dom functions: E : K ′ ×W ⟶ f0, 1gn, f : K ′′ ×
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f0, 1gn ⟶K, and F : K ′ × f0, 1gm−n ⟶ f0, 1gm,
whereK ′,K ′′, andK are the key spaces of the three
PRFs, respectively, andW is the keyword space. LetH
be a hash function, defined as H : G⟶K ′ ×K ′′.
Finally, return Param = ðG, g, p, E, f , FÞ

(ii) KeyGenS ( Param). Randomly select x⟵ Zp, and
set pkS ≔ gx and skS ≔ x. Return skS and pkS

(iii) KeyGenR ( Param). Randomly select y⟵ Zp, and
set pkR ≔ gy and skS ≔ y. Return skR and pkR

(iv) PAEKS ðskS, pkR,wÞ. To encrypt a keyword w ∈W ,
do the following:

(a) Compute the keys k′kk′′ =HðpkskSR Þ =HðgxyÞ
(b) Compute X = Ek′ðwÞ and k = f k′′ðXÞ
(c) Select a random string S ∈ f0, 1gn−m and set U =

SkFkðSÞ
(d) Set C = X ⊕U

(e) Finally, return C

(v) Trapdoor ðskR, pkS,wÞ. Compute k′kk′′ =HðpkskSR Þ
=HðgxyÞ, X = Ek′ðwÞ and k = f k′′ðXÞ. Return the
trapdoor Tw = Xkk′′

(vi) Test ðTw, CÞ. Compute U = C ⊕ X and parse it as S
kT . If T = FkðSÞ holds, return 1; otherwise, return 0

3.1.1. Correctness. Let the receiver’s key pair be ðpkR, skRÞ =
ðgx, xÞ and the sender’s key pair be ðpkS, skSÞ = ðgy, yÞ. Then,
the key k′‖k′′ =HðgxyÞ can be generated by each other. Let C
be a cipher text of keywordw generated by the sender and Tw
be the corresponding search trapdoor generated by the
receiver. According to the keyword encryption algorithm,
there must exist two strings X and U and a random
string S ∈ f0, 1gn−m such that C = X ⊕U , X = Ek′ðwÞ, and
U = S‖FkðSÞ, where k = f k′′ðXÞ. For a right trapdoor of

keyword w, it should be in the form Tw = X‖k, where
X = Ek′ðwÞ and k = f k′′ðXÞ. So, X ⊕ C =U . Let S be the first
n −m bits of U and T be the last m bits. Clearly, T = FkðSÞ
will hold. Thus, for the same keyword, the cipher text will
match with the corresponding trapdoor.

Fixing a cipher text C′ of a distinct keyword w′ ≠w, we
have C′ = X ′ ⊕U ′, for some X ′ = Ek′ðw′Þ. Since E is a pseu-
dorandom function, then X = Ek′ðwÞ is a random string over
f0, 1gn with probability at least 1 − ϵE. In this case, X ⊕ C′
will be a random string. Since F is also a pseudorandom func-
tion, for a random string S′‖T ′, the equation FkðS′Þ = T ′
holds with probability at most ϵE + ð1/2nÞ. Thus, the cipher
text C′ matches with the search trapdoor with a negligible
probability. So our PAEKS scheme satisfies the correctness.

3.2. Security Proof. In this section, we prove that our PAEKS
scheme satisfies both trapdoor indistinguishability and
cipher text indistinguishability. Its trapdoor indistinguish-
ability follows from the theorem below.

Theorem 6. If the oracle Diffie-Hellman assumption holds
and E is a pseudorandom function, then our PAEKS scheme
achieves trapdoor indistinguishability. Specifically, for any
PPT adversary A , we have

AdvTIA λð Þ ≤ ϵodh + ϵE , ð5Þ

where ϵodh and ϵE are the advantages to break the ODH
assumption and the pseudorandomness of the PRF E.

Proof. Let A be any PPT adversary that aims to break the
security of trapdoor indistinguishability of our PAEKS
scheme. We prove Theorem 6 by a sequence of games.
Let Suci denote the event that A succeeds (i.e., b′ = b) in
the i-th game.

Game 0. This is the original trapdoor in a distinguishabil-
ity game as defined in Definition 4. In this game, the chal-
lenger generates two public/secret key pairs ðpkS, skSÞ and
ðpkR, skRÞ for the sender and the receiver, respectively, and
gives the public keys to A . In addition, the adversary can
adaptively issue queries to the trapdoor oracle OTð·, · Þ and
cipher text oracle OCð·, · Þwith any keywordw ∈W and pub-
lic key pk. But, for the two challenge keywords w∗

0 and w∗
1 ,

Sender

TCS

Test (T𝜔, C) == 1

Encrypt data

and upload

Receiver

Searchtrapdoor

skS, pkS
skR, pkR

T
𝜔  = Trapdoor (skR , pkS,  𝜔)

C = PAEKS (sk S, p
k R, 𝜔

)

pkR

pkS

?

Figure 2: Our PAEKS system framework.
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the adversary cannot submit them to the oracles OTð·, pkSÞ
and OCð·, pkRÞ. Let Tw∗

b
denote the challenge trapdoor of

w∗
b , where b⟵ f0, 1g. Let b′ denote the guess of b by A .

So, A ’s advantage in this game is

AdvTIA λð Þ = Pr Suc0½ � − 1
2

����
����, ð6Þ

Game 1. This game is the same as the previous game with
the exception of k′‖k′′ being sampled from K ′ ×K ′′ uni-
formly at random. Recall that in the previous game, the chal-
lenger computes k′‖k′′ by HðpkSskRÞ (namely, HðpkRskSÞ)
according to the keyword encryption algorithm (namely,
trapdoor generation algorithm). We now prove that

Pr Suc1½ � − Pr Suc0½ �j j ≤ ϵodh, ð7Þ

Given an instance of the oracle Diffie-Hellman problem
ðg, gx, gy, KÞ, where K =HðgxyÞ or K is a random string
from K ′ ×K ′′, we construct an algorithm B to solve it
using A as a subroutine. B sets pkS ≔ gx and pkR ≔ gy and
gives them toA . The corresponding secret keys are implicitly
set to be x and y, respectively. In addition, B chooses the
other system parameters, including E, f , F, by itself. Parse
K as k′‖k′′. When A issues queries to the oracles OTð·, pkÞ
and OCð·, pkÞ with pk ∉ fpkS, pkRg, B involves the oracle
OgyðpkÞ or OgxðpkÞ to obtain the shared key k′‖k′′. When
A issues queries to the oracles OTð·, pkSÞ and OCð·, pkRÞ, B
uses k′‖k′′ to generate cipher texts and trapdoors. For exam-
ple, for a keywordw,B computes the cipher text C as follows:

(1) Compute X = Ek′ðwÞ and k = f k′′ðXÞ
(2) Select a random string S ∈ f0, 1gn−m and set U =

SkFkðSÞ
(3) Set C = X ⊕U

Given two challenge keywords w∗
0 and w∗

1 , B computes
the challenge trapdoor Tw∗

b
as follows:

(1) Choose a random bit b ∈ f0, 1g
(2) Compute X∗ = Ek′ðw∗

b Þ and k∗ = f k′′ðX∗Þ
(3) Set Tw∗

b
= X∗kk∗

Finally, A outputs a bit b′ as a guess of b. If b′ = b, B
outputs 1; otherwise, B outputs 0.

Clearly, if K =HðgxyÞ, the above game is identical to
Game 0. Otherwise, it is identical to Game 1. So,

Pr B gx, gy,H gxyð Þð Þ = 1 : x, y⟵ℤp

� �
= Pr Suc0½ �,

Pr B gx , gy, Kð Þ = 1 : x, y←ℤp, K ⟵K ′ ×K ′′
h i

= Pr Suc1½ �:
ð8Þ

This proves the result of Equation (7).

Game 2. This game is identical to the previous game with
the exception of X∗ being sampled randomly from f0, 1gn.
Assuming that E is a pseudorandom function, we have

Pr Suc2½ � − Pr Suc1½ �j j ≤ ϵE: ð9Þ

We now prove Equation (9). Given a challenge pseudo-
random function E, we construct an algorithm B to break
its pseudorandomness using A as a subroutine. B chooses
the system parameter, the sender and receiver’s public/secret
key pairs, as in the previous game, with the exception of E
being provided by its own challenger. Specifically, the random
string k′′ ∈K ′′ is chosen by B itself, but k′ is implicitly
defined by the secret key of the challenge pseudorandom func-
tion E. Next, we show how B answers A ’s queries of cipher
texts and trapdoors with ðw, pkRÞ or ðw, pkSÞ, respectively.
For a keyword w,B computes its cipher text as follows:

(1) Query the challenger of E with w to obtain the result
X = Ek′ðwÞ

(2) Compute k = f k′′ðXÞ
(3) Select a randomstringS ∈ S and computeU = SkFkðSÞ
(4) Set C = X ⊕U

B computes its trapdoor as follows:

(1) Submit w to its own challenger to obtain the result
X = Ek′ðwÞ

(2) Compute k = f k′′ðXÞ
(3) Set Tw = Xkk
When A submits two challenge keywords w∗

0 and w∗
1 ,B

picks a random bit b and sends w∗
b to the oracle of PRF E for

challenging. The PRF challenger will return the challenge
PRF valueX∗ toB, whichmay be Ek′ðw∗

b Þ or a random value.
B then computes k∗ = f k′′ðX∗Þ and returns Tw∗

b
= X∗‖k∗ to

the adversary. Finally, A outputs a guess bit b′. If b′ = b, B
outputs 1; otherwise, it outputs 0.

From the above analysis, it is clear that if X∗ = Ek′ðw∗
b Þ,

B actually simulates an environment of Game 1 for the
adversary A . If X∗ is random, the simulated environment
is identical to Game 2. Thus, if A ’s success probability
between Game 1 and Game 2 has difference Pr ½Suc2� − Pr
½Suc1�, then B can distinguish X∗ = Ek′ðw∗

b Þ from a ran-
dom one with the same advantage. This computes the proof
of Equation (9).

Note that in Game 2, the challenge trapdoor is indepen-
dent of the two challenge keywords. So, the adversary has
no success advantage in this game, i.e.,

Pr Suc2½ � = 1
2
: ð10Þ
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Figure 4: Running time of the encryption algorithm.
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Table 1: Efficiency comparison.

Schemes Encryption Trapdoor Test IKGA Multiuser

Boneh et al. [4] 3E +H1 +H2 + P E +H1 P No Yes

Huang and Li [16] 3E +H1 E +H1 + P 2P Yes No

Noroozi and Eslami [18] 3E +H1 E +H1 + P 2P Yes Yes

Qin et al. [19] 3E +H1 +H2 + P 2E +H1 P Yes Unknown

Ours E +H2 + 3F E +H2 + 2F F Yes Yes
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Taking Equations (6) to (10) together, it follows that

AdvTIA λð Þ ≤ ϵodh + ϵE: ð11Þ

This completes the proof of Theorem 6.

The cipher text indistinguishability of our PAEKS
scheme follows from the theorem below.

Theorem 7. If the oracle Diffie-Hellman assumption holds
and f , F are pseudorandom functions, then our PAEKS
scheme achieves cipher text indistinguishability. Specifically,
for any PPT adversary A , we have

AdvCIA λð Þ ≤ ϵodh + ϵ f + ϵF , ð12Þ

where ϵodh, ϵ f , and ϵF are the advantages to break the ODH
assumption and the pseudorandomness of the PRFs f and F,
respectively.

Proof. Similar to the proof of Theorem 6, we prove the above
theorem also via a sequence of games. In each game, A is a
PPT adversary, aiming to break the cipher text indistinguish-
ability of our PAEKS scheme. b is the challenge random bit,
selected by the challenger, and b′ is A ’s guess bit. We denote
the event that b′ = b in each game as Suci.

Game 0. This is the original cipher text indistinguish-
ability game as defined in Definition 5. So,

AdvCIA λð Þ = Pr Suc0½ � − 1
2

����
����: ð13Þ

Game 1. This game is the same as Game 0, except that the
value k′‖k′′ is chosen randomly from K ′ ×K ′′. Under the
ODH assumption, these two games are computationally
indistinguishable, i.e.,

Pr Suc1½ � − Pr Suc0½ �j j ≤ ϵodh: ð14Þ

The proof of the above equation is similar to that of
Equation (7); we omit it here.

Game 2. This game is identical to Game 1, except the
following modification to the challenge cipher text. Suppose
thatw∗

b is the challenge keyword and X
∗ = Ek′ðw∗

b Þ is the cor-
responding internal value of the cipher text. In this game, k∗

is selected randomly from K , instead of being computed via
k∗ = f k′′ðX∗Þ. Note that, for normal keyword cipher text, k is
still computed from f k′′ðXÞ. Under the assumption that f is a
pseudorandom function, these two games are computation-
ally indistinguishable. Specially, we have

Pr Suc2½ � − Pr Suc1½ �j j ≤ ϵ f : ð15Þ
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Figure 5: Running time of the trapdoor algorithm.
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The proof of the above equation is similar to that of
Equation (9); we omit it here.

Game 3. In this game, we replace the challenge value
U∗ = S∗kFk∗ðS∗Þ with a random string U∗ ⟵ f0, 1gn.
Recall that, in this game, k∗ is sampled uniformly from K .
By the pseudorandomness of PRF F, S∗‖Fk∗ðS∗Þ is computa-
tionally indistinguishable from a random n-bit string. Simi-
larly, we can prove that

Pr Suc3½ � − Pr Suc2½ �j j ≤ ϵF : ð16Þ

In Game 3, U∗ is random and is independent of the chal-
lenge keywords. So, the adversary has no advantage in this
game, i.e.,

Pr Suc3½ � = 1
2
: ð17Þ

Taking Equations (13) to (17) together, we complete the
proof of Theorem 7.

From Theorems 6 and 7, we conclude that our PAEKS
scheme is semantically secure against inside keyword guessing
attack assuming that the ODHproblem is hard and E, f , F are
PRFs.

4. Experiments and Efficiency Comparison

In this section, we analyze the efficiency of our PAEKS
scheme and compare it with some other related schemes,
including Boneh et al.’s PEKS scheme [4] and PAEKS
schemes of [16, 18, 19]. Except our scheme, all the others
are designed in bilinear groups. That is, besides group G,
there are another groupGT and a bilinear map e defined from
G × G to GT .

Table 1 demonstrates the theoretical result of efficiency
comparison in terms of keyword encryption, trapdoor gener-
ation, testing, and two security properties. In the table, we use
symbols “E” and “P” to denote the evaluation of a modular
exponentiation and a bilinear pairing, respectively. “H1”
denotes a special hash function that maps an arbitrary string
to a group element, while “H2” denotes a traditional hash
function, e.g., MD5. We denote the pseudorandom function
as “F.”

Figure 3 shows the length of each parameter in different
PEKS/PAEKS schemes. With the exception of Boneh et al.’s
scheme, the other three schemes involve the sender’s public
key and secret key in the keyword encryption algorithm and
trapdoor generation algorithm, respectively. It can be seen
from the figure that our scheme has shorter trapdoor and
cipher text than other schemes. For the other parameters,
our scheme still has comparable length with other schemes.

Among these operations, the computation of the pairing
is usually the most time-consuming. According to the con-
struction of H1 in [21], its computation is usually inefficient
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Figure 6: Running time of the test algorithm.
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with the comparison of the traditional hash function. In a ran-
dom oracle model, it is easy to construct a PRF from an effi-
cient hash function. From these observations, we can see
that our keyword testing algorithm should be much faster
than that of the other three schemes. For encryption and the
trapdoor generation, the advantage of our scheme is not obvi-
ous among them. In terms of security, Boneh et al.’s scheme
cannot resist against IKGA. The scheme of [16] can prevent
IKGA, but it is not secure in a multiuser setting. The scheme
of [19] did not show its security in a multiuser setting.

To evaluate the efficiency of these schemes in practice, we
use a laptop with 1.7GHz Intel i3 CPU, 2GB memory, and a
Windows 7 operating system to implement them. We use the
jPBC library and choose a type A pairing, which makes use of
the curve y2 = x3 + x over the field Fq for prime q ≡ 3 mod 4.
We run each algorithm with different times and record their
time in seconds. The results are shown in Figures 4, 5, and 6,
respectively. As the computations of Noroozi and Eslami and
Huang and Li, they possess the same experimental results.
Experiment results show that our encryption algorithm and
trapdoor generation algorithm are slightly faster than those
of the other schemes. But our keyword testing algorithm is
significantly faster than that of the other schemes.

5. Conclusion

In this paper, we proposed a new public-key authenticated
encryption scheme with keyword search. Our scheme uses
the idea of the Diffie-Hellman key exchange protocol to gen-
erate a shared secret key between the sender and the receiver.
The shared key can be viewed as the secret key of a symmetric-
key searchable encryption scheme to encrypt keywords by the
sender or to generate search trapdoors by the receiver. Under
the ODH assumption, our PAEKS scheme can achieve both
trapdoor indistinguishability and cipher text indistinguish-
ability, and hence, it can resist inside keyword guessing
attacks. The scheme is also efficient. Specifically, its keyword
searching algorithm is very fast in the sense that it requires
only one computation of PRF, while the previous schemes
require at least one expensive pairing operation.
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In the cloud computing environment with massive information services and decision-making resources, the accuracy and reliability
of information are more important than previous single closed systems. Therefore, ensuring the reliability of information and the
stable operation of the system are the core problems in the research fields such as the Internet Plus and the Internet of Things. The
connectivity and diagnosability are two important measures for the fault tolerance of multiprocessor systems. The g-good-neighbor
conditional connectivity (Rg-connectivity) is the minimum number of nodes that make the graph disconnected, and each node has
at least g neighbors in every remaining component. The g-good-neighbor conditional diagnosability (g-GNCD) is the maximum
number of faulty processors that has been correctly identified in a system, and any fault-free processor has no less than g fault-free
neighbors. Exchanged X-cubes are a class of irregular networks, obtained by deleting links from hypercubes and some variant
networks of hypercubes (X-cubes). They not only combine the advantages of X-cubes but also reduce the interconnection
complexity. Exchanged X-cubes classify its nodes into two different classes clusters with a unique connecting rule. In this paper,
we propose the generalized exchanged X-cubes framework so that architecture can be constructed by different connecting rules.
Furthermore, we study the Rg-connectivity and g-GNCD of generalized exchanged X-cubes under the PMC and MM∗ models.
As applications, the Rg-connectivity and g-GNCD of generalized exchanged hypercubes, dual-cube-like networks, generalized
exchanged crossed cubes, and locally generalized exchanged twisted cubes are determined, respectively.

1. Introduction

With the expansion of network scale and the improvement of
complexity, the reliability and stability of the system become
more and more important. How to ensure the correct and
efficient operation of the system is an important research
topic for wireless sensor networks and distributed systems.
The distributed system disperses the computing tasks which
are originally collected on one computer to polymorphic
computer for parallel processing. It has many advantages,
such as resource sharing, openness, concurrency, scalability,
and fault tolerance. In the operation of the multiprocessor
system, processor failure is inevitable. It may slow down the

communication of information or even lead to paralyze of
the system, thereby affecting the normal operation of the
multiprocessor system and bringing huge losses. For exam-
ple, on Google and Amazon systems, the failure of processors
(servers) for several hours can bring millions of dollars of
losses. Therefore, fault tolerance is very important for the
construction and maintenance of systems [1, 2]. In fact, a
multiprocessor system can be usually enlightened as a simple
connected graph, where each processor represents a node of
the graph, and each link between two processors represents
an edge between two nodes in the graph. The graph is called
the interconnection network of this multiprocessor system.
Thus, some parameters of a graph as an interconnection
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network can be used to measure the reliability of a multi-
processor system. In the following, we do not distinguish
among multiprocessor systems, interconnection networks,
and graphs.

An important evaluating parameter for the fault toler-
ance of a system (modeled by graph G), the connectivity, is
denoted by κðGÞ, which is the minimum number of nodes
that make the graph disconnected. So far, connectivities for
many famous networks have been proven. Nevertheless,
there is a shortcoming for using traditional connectivity as
a parameter of fault tolerance, which is considered a highly
unlikely phenomenon in reality that all nodes adjacent to a
node have failed simultaneously. Therefore, Esfahanian and
Hakimi [3] proposed a new measure to overcome this short-
coming, the restricted connectivity, which limits that all adja-
cent nodes of any node cannot fail at the same time. Later, a
generalized restricted connectivity concept, the g-restricted
connectivity (Rg-connectivity), was proposed by Latifi et al.
[4], which defines that each node of any remaining compo-
nent after deleting all faulty nodes has degree at least g. In
recent years, they have attracted much interest of theoretical
computer scientists and mathematicians. Xu et al. [5] deter-
mined the Rg-connectivity of hierarchical cubic networks
and complete cubic networks. Ning [6] studied the Rg-con-
nectivity of exchanged crossed cubes. Yuan et al. [7] explored
the Rg-connectivity of κ-ary n-cube networks. Lin et al. [8]
obtained the Rg-connectivity of (n, k)-arrangement graphs.

Identifying all faulty processors in a multiprocessor sys-
tem (in brief, system) is called system-level diagnosis. A sys-
tem is t-diagnosable when all faulty processors can be
detected, provided that the number of faulty processors in
it does not exceed t. The maximum number of faulty proces-
sors that the system can precisely point out is as known as the
diagnosability of the system. In system-level diagnosis, there
are several well-known models.

The PMC model is the first model, proposed by Preparate
et al. [9], which is a test-based model, assumes that the adja-
cent processors can perform tests on each other. For any
adjacent processors in a system, the ordered pair hx, yi is
called a test that x diagnoses its neighbor y, where x is a tester
and y is a testee. In case x diagnoses y to be faulty (resp., fault-
free), the outcome of the test hx, yi is 1 (resp., 0). Moreover,
the outcome is reliable in the present of the tester x is fault-
free. Another model, theMMmodel, was proposed by Maeng
and Malek [10], which is a comparison-based model. In MM
model, a comparator processor z sends the same test to its
two neighbors x, y (i.e., comparison nodes) and then com-
pares their responses. Let a labeled edge ðx, yÞz be a compar-
ison performed that two processors x and y are compared by
a processor z, where x is adjacent to z and y is also adjacent
to z. If the comparator processor z is fault-free, and the
responses of x and y are identical, then both comparison
processors x and y are fault-free; on the other hand, if the
responses of x and y are different, then at least one of x, y is
faulty. Furthermore, if both comparison processors x and y
are faulty, the responses of x and y are distinct. In addition,
the comparison ðx, yÞz is unreliable in the present if the com-
parator node z is faulty. The MM∗model (proposed by Sen-
gupta and Dahbura) [11] is a special MM model, which is

assumed that each processor must compare each pair of its
adjacent processors.

Since there is no restrictive condition on the distribution
pattern of faulty processors, the classical diagnosability of a
system is quite small. In order to increase the diagnosability,
Lai et al. [12] proposed a more realistic parameter of diagno-
sability, conditional diagnosability, which limited that all the
neighbors of any processor cannot be faulty at the same time
in a system. Recently, Peng et al. [13] proposed the notion
of g-good-neighbor conditional diagnosability (g-GNCD),
which is the maximum number of faulty processors that
can be identified under the condition that every fault-free
processor has no less than g fault-free neighbors. Peng
et al. [13] (resp., Wang et al. [14]) established the g-GNCD
of hypercubes under the PMC model (resp., MM∗ model).
Li et al. [15] introduced the diagnosability and 1-good-
neighbor conditional diagnosability of hypercubes with miss-
ing links and broken-down nodes under the PMC model.
Yuan et al. [7] studied the g-good-neighbor conditional diag-
nosabilities of k-ary n-cube networks under the PMC model
and the MM∗ model. Xu et al. [5] established the g-good-
neighbor conditional diagnosabilities of complete cubic net-
works under the PMC model and the MM∗ model. Lin
et al. [16] evaluated the g-good-neighbor conditional diag-
nosabilities of ðn, kÞ-arrangement graphs under the PMC
model and the MM∗ model. Guo et al. [17] studied the g
-good-neighbor conditional diagnosability of the crossed
cubes under the PMC model and the MM∗ model. Li et al.
[18] introduced this concept into a family of data center net-
works—DCell—and determined the g-good-neighbor condi-
tional diagnosabilities of DCell under the PMC model and
the MM∗ model.

The Rg-connectivity (or g-GNCD) of different networks
are usually determined independently. It is a very worthwhile
topic to explore a unified method to get them in different
networks. A family of exchanged networks (i.e., exchanged
X-cubes) have some common properties, so that their Rg-
connectivity (or g-GNCD) can be studied by a uniform
method. The family of exchanged X-cubes not only combine
the advantages of hypercubes and some variant networks of
hypercubes (X-cubes) but also reduce the interconnection
complexity. Exchanged X-cubes classify its nodes into two
different classes clusters with a unique connecting rule. In
this paper, we propose the generalized exchanged X-cubes
framework so that architecture can be constructed by dif-
ferent connecting rules. There are some of the better prop-
erties in generalized exchanged X-cubes, such as smaller
diameter, fewer edges, lower cost factor, and low latency.
Based on the fine properties, the network’s hardware and
communication costs are reduced, and a greater balance
between performance and cost can be achieved. Due to the
excellent properties of the generalized exchanged X-cubes,
they can be used as the logical topologies in the peer-to-
peer environment [19].

In recent years, the research on the relationship between
the Rg-connectivity and the g-GNCD of regular networks
under certain conditions has been widely developed [20–
24], while this paper will study the Rg-connectivity and the
g-GNCD of a class of irregular networks (i.e., generalized
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exchanged X-cubes). We first establish the Rg-connectivity
of generalized exchanged X-cubes. Next, we evaluate the g-
GNCD of generalized exchanged X-cubes. As applications,
we obtain the Rg-connectivity and g-GNCD of generalized
exchanged hypercubes, dual-cube-like networks, generalized
exchanged crossed cubes, and locally generalized exchanged
twisted cubes.

The remainder of this paper is organized as follows. Sec-
tion 2 provides the terms and notations used throughout the
paper. Section 3 evaluates the Rg-connectivity of generalized
exchanged X-cubes. Section 4 establishes the g-GNCD of
generalized exchanged X-cubes. Section 5 gives some appli-
cations based on the results in Section 3 and Section 4. In Sec-
tion 6, we illustrate the advantages of Rg-connectivity and g
-GNCD compared to traditional connectivity and traditional
diagnosability, respectively. Finally, we finish the whole
paper by concluding in Section 7.

2. Preliminaries

2.1. Terminology and Notations. In this paper, a multiproces-
sor system is usually represented by a simple undirected
graph (in brief, a graph). For terminology and notations
not defined in this paper, we follow the reference [25]. We
use G = ðVðGÞ, EðGÞÞ to represent a graph, where VðGÞ
representing a nonempty and finite node set and EðGÞ =
fðu, vÞ ∣ ðu, vÞg is an unordered pair of VðGÞg representing
an edge set. Two nodes u and v are adjacent, denoted by
ðu, vÞ ∈ EðGÞ. The set of neighbors of node u in G is denoted
by NGðuÞ = fv ∈ VðGÞ ∣ ðu, vÞ ∈ EðGÞg. If R ⊆VðGÞ, let G½R�
denote the subgraph of G induced by the node subset R in
G. And we denote G − R as G½VðGÞ \ R�. We set NGðRÞ =
fv ∈ VðGÞ \ R ∣ ðu, vÞ ∈ EðGÞ and u ∈ Rg = S

u∈RNGðuÞ \ R
and NG½R� =NGðRÞ ∪ R. Two binary strings u = u1u0 and
v = v1v0 are pair related, denoted by u ∼ v, if and only if
ðu, vÞ ∈ fð00, 00Þ, ð01, 11Þ, ð10, 10Þ, ð11, 01Þg. The case that
u and v are not pair related is denoted by u ≁ v [26].

The degree of u in G is denoted by degGðuÞ = jNGðuÞj. Let
δðGÞ =min fdegGðuÞ ∣ u ∈ VðGÞg, ΔðGÞ =max fdegGðuÞ ∣ u
∈ VðGÞg. Kn is defined as a complete graph with n nodes.
A path P is a sequence of distinct nodes with any two consec-
utive nodes in P that are adjacent. We use G1 ≅G2 to repre-
sent the graph G1 is isomorphic to the graph G2. A
component is defined as a maximally connected subgraph
of a graph.

Definition 1 (see [27]). Let R ⊆VðGÞ. R is called a node-cut if
G − R is disconnected. If there exists a node-cut Rwith jRj = k,
then R is called a k-node-cut. The connectivity κðGÞ of G is
defined as the minimum k such that G has a k-node-cut.

Definition 2 (see [4]). Let g be a positive integer and R ⊆
VðGÞ. If G − R is disconnected and each remaining com-
ponent has minimum degree at least g, then R is called
an Rg-cut.

Definition 3 (see [4]). The Rg-connectivity of G, denoted by
κgðGÞ, is the minimum cardinality over all Rg-cuts of G.

2.2. The g-Good-Neighbor Conditional Diagnosability.Under
the PMC model and MM∗ model, we call the notation Ω as
the syndrome of the system, which is defined as the set of all
test (comparison) results in a system G, where test results are
based on the PMC model and comparison results are based
on the MM∗ model. Define a faulty set F, where ∀i ∈ F, i is a
faulty processor. Let ΩðFÞ be the set of test (comparison)
results which could be produced if F is the faulty node set.
We use cF1 and cF2 to represent two distinct faulty sets of
VðGÞ. In case ΩðcF1 Þ ∩ΩðcF2 Þ =∅, we call these two distinct
faulty sets cF1 and cF2 distinguishable, and ðcF1 , cF2 Þ a distin-
guishable pair; otherwise, cF1 and cF2 are indistinguishable,
and ðcF1 , cF2 Þ is an indistinguishable pair. Let cF1△cF2 be
the symmetric difference ðcF1 − cF2 Þ ∪ ðcF2 − cF1 Þ betweencF1 and cF2 . In [28], under the PMC model, the sufficient
and necessary condition for two different subsets cF1 andcF2 is a distinguishable pair proposed by Dahbura and
Masson. Moreover, under the MM∗ model, the sufficient
and necessary condition for two different subsets cF1 andcF2 is a distinguishable pair proposed by Sengupta and
Dahbura [11].

Lemma 4 (see [28]). Let G = ðVðGÞ, EðGÞÞ be a multiproces-
sor system. For any two distinct sets cF1 , cF2 ⊆ VðGÞ, cF1 andcF2 are distinguishable under the PMC model if and only if
there exists at least one test from VðGÞ − ðcF1 ∪ cF2 Þ to cF1△cF2 (see Figure 1(a)).

Lemma 5 (see [11]). Let G = ðVðGÞ, EðGÞÞ be a multiproces-
sor system. For any two distinct sets cF1 , cF2 ⊆ VðGÞ, cF1 andcF2 are distinguishable under the MM∗ model if and only if
there is a node w ∈ VðGÞ − cF1 ∪ cF2 such that one of the fol-
lowing conditions holds (see Figure 1(b)):

(1) jNGðwÞ − ðcF1 ∪ cF2 Þj ≥ 1 and jNGðwÞ ∩ ðcF1ΔcF2 Þj
≥ 1,

(2) jNGðwÞ ∩ ðcF1 − cF2 Þj ≥ 2,

(3) jN¯G ðwÞ ∩ ððF¯2 Þ∧ − ðF¯1 Þ∧Þj ≥ 2.

The concept of g-GNCD of a system was proposed in the
literature [13].

Definition 6 (see [13]).

(1) Let F̂ ⊆ VðGÞ and F̂ be a fault-set. If any node of
VðGÞ − F̂ has at least g neighbors in G − F̂, then F̂
is called a g-good-neighbor conditional fault-set.

(2) A system G is g-good-neighbor conditional t-diag-
nosable if each distinct pair of g-good-neighbor con-
ditional faulty (g-GNCF) sets cF1 and cF2 of VðGÞ
with jcF1 j ≤ t and jcF2 j ≤ t are distinguishable.
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(3) The g-GNCD, denoted by tgðGÞ, is defined as the
maximum value of t such that G is g-good-neighbor
conditionally t-diagnosable. Let tPgðGÞ and tMg ðGÞ be
the g-GNCD of G under the PMC model and MM∗

model, respectively.

2.3. Generalized Exchanged X-Cubes. In this subsection, we
give the definition of the family of generalized exchanged
networks, denoted by generalized exchanged X-cubes, which
have some common properties, so that the their Rg-connec-
tivity (or g-GNCD) can be studied by a uniform method.
Since generalized exchanged X-cubes are derived by BC net-
works (bijective connection networks), we first review the
definition of the BC network.

Definition 7 (see [29]). The one-dimensional BC network X1
contains only two nodes which forms an edge. We use L1 to
represent the family of the one-dimensional BC network with
L1 = fX1g. A graph G belongs to the family of n-dimensional
BC networks Ln if and only if there existsV0, V1 ⊂ VðGÞ such
that the following two conditions hold:

V Gð Þ = V0 ∪V1, V0 ≠∅,V1 ≠∅,V0 ∩V1
=∅, andG V0½ �,G V1½ � ∈ Ln−1

ð1Þ

EðV0, V1Þ is a perfect matching M between V0 and V1
in G

For any Xn ∈ Ln, by Definition 7, there exist V0, V1,M
satisfying the conditions. We use X0

n−1, X
1
n−1 to denote the

induced subgraph G½V0�, G½V1�, respectively. Clearly, they
are both ðn − 1Þ-dimensional BC networks, and EðX0

n−1Þ,
EðX1

n−1Þ, M is a decomposition of EðXnÞ. We define the
decomposition as Xn = GðX0

n−1, X1
n−1 ;MÞ.

BC networks are a class of networks containing a
number of famous networks such as hypercubes [13], the
Möbius cubes [30], crossed cubes [31], and locally twisted
cubes [32] as members. An n-dimensional BC network Xn
is n-regular and consisting of 2n nodes. Figure 2 shows
two three-dimensional BC networks.

Lemma 8 (see [33]). For 0 ≤ g ≤ n and Y ⊂VðXnÞ, if δðXn
½Y �Þ ≥ g, then jY j ≥ 2g.

Lemma 9 (see [34]).

(1) For Y ⊂VðXnÞ and 0 ≤ g ≤ n, if δðXn½Y �Þ = g, then
jNXn

ðYÞj ≥ ðn − gÞ2g.
(2) For 0 ≤ g ≤ n − 2, κgðXnÞ = ðn − gÞ2g.

Lemma 10 (see [35]). For n ≥ 2, there are at most two com-
mon neighbors between any two nodes of Xn.

Next, we introduce the definition of generalized
exchanged X-cubes.

Definition 11. The ðs, tÞ-dimensional generalized exchanged
X-cubes is defined as a graph GEXðs, tÞ = ðVðGEXðs, tÞÞ,
EðGEXðs, tÞÞÞ, for s ≥ 1 and t ≥ 1. GEXðs, tÞ consists of two
disjoint subgraphs eL′ and eR′. And eL′ consists of 2t subgraphs,
denoted by fLi ′ for i = 1, 2,⋯, 2t . Similarly, eR′ consists of 2s
subgraphs, denoted by fRj ′ for j = 1, 2,⋯, 2s. Moreover, GE
Xðs, tÞ satisfies the following conditions (see Figure 3):

(a) For any integers 1 ≤ i ≤ 2t and 1 ≤ j ≤ 2s, fLi ′ ≅ Xs andfRj ′ ≅ Xt . Further, jVðfLi ′Þj = 2s and jVðfRj ′Þj = 2t

(b) Each node in VðeL′Þ has a sole neighbor in VðeR′Þ and
vice versa. In addition, for distinct nodes in each fLi ′,
their neighbors of eR′ lie in different fRj ′

(c) For any two different subgraphs fLi ′ and fLh′with i ≠ h,

there exists no edge between them. Similar for fRj ′ andfRk′ with j ≠ k.

By Definition 11, we can deduce that jVðGEXðs, tÞÞj =
2s+t+1. Let each of fLi ′ and fRj ′ be a cluster of GEXðs, tÞ. Obvi-
ously, GEXðs, tÞ consists of 2t + 2s clusters. If we contract
each cluster as a node, then GEXðs, tÞ is contracted into a
complete bipartite graph K2t ,2s . The edges that connect

u u

v v

F1 F2

(a)

v uv

w w

w(1) w

u u

vv

(2) (3)

F1 F2

u

(1)

(b)

Figure 1: (a) An illustration for Lemma 4. (b) An illustration for Lemma 5.
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different clusters are called cross edges. In the following
discussion, we consider s ≤ t, and thus, δðGEXðs, tÞÞ = s +
1, ΔðGEXðs, tÞÞ = t + 1.

3. The Rg-Connectivity of GEXðs, tÞ
In this section, we establish the Rg-connectivity of GEXðs, tÞ
with 1 ≤ g ≤ s − 2. In what follows, we exploit some useful
lemmas for our further investigation.

Lemma 12. For any integers s ≥ 3 and 1 ≤ g ≤ s, let H be a
subgraph of Xs with δðHÞ ≥ g, and let T be a subgraph of Xs
such that T ≅ Xg. Then jNXs

½H�j ≥ jNXs
½T�j = ðs − g + 1Þ2g.

Proof. We conduct induction on s.
If s = 3, by fixing g, the lemma holds obviously. Suppose

that the lemma holds for s = τ − 1, let H be a subgraph
of Xτ−1 with δðHÞ ≥ g and T1 be a subgraph of Xτ−1 such
that T1 ≅ Xg, then jNXτ−1

½H�j ≥ jNXτ−1
½T1�j = ðτ − gÞ2g for

1 ≤ g ≤ τ − 1 and τ ≥ 4. In the following, we will prove that

the lemma holds for s = τ. Since Xτ can be merged through
a perfect matching by two Xτ−1, namely X0

τ−1 and X1
τ−1, we

discuss the two cases below.

Case 1. H ∩ X0
τ−1 ≠∅ and H ∩ X1

τ−1 ≠∅.
Let H1 =H − X1

τ−1 and H2 =H − X0
τ−1. Then δðH1Þ ≥

g − 1 and δðH2Þ ≥ g − 1. Let T2 and T3 be two subgraphs
of X0

τ−1 and X1
τ−1 with T2 ≅ Xg−1 and T3 ≅ Xg−1, respectively.

Thus, by the induction hypothesis, we have

NXτ
H½ ��� �� = NXτ−1

H1½ ��� �� + NXτ−1
H2½ ��� ��

≥ NXτ−1
T2½ ��� �� + NXτ−1

T3½ ��� ��
≥ 2 τ − g + 1½ �2g−1 = τ − g + 1ð Þ2g:

ð2Þ

Then, for s = τ, the lemma holds.

Case 2. H ⊆ X0
τ−1 or H ⊆ X1

τ−1.

000 001

101

111110

010 011

100

(a)

000 001

101
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010 011
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(b)

Figure 2: Two three-dimensional BC networks.
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Figure 3: (a) The partition of GEXðs, tÞ. (b) The contraction of GEXðs, tÞ:
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Without loss of generality, we suppose that H ⊆ X0
τ−1. By

Lemma 8, we have jVðHÞj ≥ 2g. Further, by the induction
hypothesis, jNXτ−1

½H�j ≥ jNXτ−1
½T1�j = ðτ − gÞ2g. Then

NXτ
H½ ��� �� = NXτ−1

H½ ��� �� + V Hð Þj j
≥ NXτ−1

T1½ ��� �� + V Hð Þj j
≥ τ − gð Þ2g + 2g = τ − g + 1ð Þ2g:

ð3Þ

Hence, the lemma holds.

Lemma 13. For any integers s ≥ 3 and 1 ≤ g ≤ s − 2, κgðGEX
ðs, tÞÞ ≤ ðs − g + 1Þ2g.

Proof. By Definition 11, GEXðs, tÞ can be decomposed into

two disjoint subgraphs eL′ and eR′, where eL′ can be partitioned

into 2t subgraphs (clusters) and eR′ can be partitioned into 2s

subgraphs (clusters). Without loss of generality, let A ⊆
VðfL1′Þ such that GEXðs, tÞ½A� ≅ Xg. Clearly, jAj = 2g. By
Definition 7 and Lemma 9, jN eL1′ðAÞj = ðs − gÞ2g. Further,

by Definition 11, each node in VðeL′Þ has a sole neighbor in
Vð eR′Þ. And, for distinct nodes in each fLi ′, their neighbors
of eR′ lie in different fRj ′. In addition, for any two different

subgraphs fLi ′ and fLh′ with i ≠ h, the edge between them is

nonexistent. Thus, each node in fL1′ has exactly one neighbor
in GEXðs, tÞ − fL1′. Then jN

GEXðs,tÞ−eL1′ðAÞj = jAj = 2g. Thus,
we have

NGEX s,tð Þ Að Þ
��� ��� = N eL1′ Að Þ

����
���� + N

GEX s,tð Þ−eL1′ Að Þ
����

����
= s − gð Þ2g + 2g = s − g + 1ð Þ2g

ð4Þ

Since jNGEXðs,tÞ½A�j = ðs − g + 1Þ2g + 2g = ðs − g + 2Þ2g
and jVðGEXðs, tÞÞj = 2s+t+1 > ðs − g + 2Þ2g, GEXðs, tÞ −
NGEXðs,tÞðAÞ is disconnected. Then NGEXðs,tÞðAÞ is a node-
cut of GEXðs, tÞ.

In what follows, NGEXðs,tÞðAÞ as an Rg-cut of GEXðs, tÞ
will be proved. That is, δðGEXðs, tÞ −NGEXðs,tÞðAÞÞ ≥ g.

Since GEXðs, tÞ½A� ≅ Xg, δðGEXðs, tÞ½A�Þ = g. By Lemma

9, N eL1′ðAÞ is an Rg-cut of fL1′, where 1 ≤ g ≤ s − 2. As a result,

δðfL1′ −N eL1′½A�Þ ≥ g with 1 ≤ g ≤ s − 2. Moreover, by Defi-

nition 11, each node in fL1′ has exactly one neighbor in

GEXðs, tÞ − fL1′, and for distinct nodes in fL1′, their neigh-

bors in eR′ lie in different fRj ′. Since δðGEXðs, tÞÞ = s + 1,
δðGEXðs, tÞ − fL1′ −N

GEXðs,tÞ−eL1′ðAÞÞ ≥ s + 1 − 1 > g for any

node w ∈ GEXðs, tÞ − fL1′ −N
GEXðs,tÞ−eL1′ðAÞ.

Summary of the above discussion, we have δðGEXðs, tÞ
−NGEXðs,tÞðAÞÞ ≥ g. Then NGEXðs,tÞðAÞ is a g-good-neighbor
cut of GEXðs, tÞ. Hence, κgðGEXðs, tÞÞ ≤ ðs − g + 1Þ2g with
1 ≤ g ≤ s − 2 and s ≥ 3, the lemma holds.

Lemma 16. For any integers s ≥ 3 and 1 ≤ g ≤ s − 2, κgðGEX
ðs, tÞÞ ≥ ðs − g + 1Þ2g.

Proof. We assume U as a minimum Rg-cut of GEXðs, tÞ. Let
U ∩ VðfLi ′Þ =U eLi ′ and U ∩VðfRj ′Þ =U eRj ′

, where 1 ≤ i ≤ 2t ,

1 ≤ j ≤ 2s. Then we will show that κgðGEXðs, tÞÞ = jU j ≥ ðs
− g + 1Þ2g with 1 ≤ g ≤ s − 2 and s ≥ 3. We consider three
cases as follows.

Case 1. fLi ′ −U eLi ′ and
fRj ′ −U eRj ′

are connected for each i, j,

where 1 ≤ i ≤ 2t , 1 ≤ j ≤ 2s.
We prove this case by contradiction. Suppose that jUj

≤ ðs − g + 1Þ2g − 1. In the following, we will prove that U is
not an Rg-cut of GEXðs, tÞ.

Since U is a minimum Rg-cut of GEXðs, tÞ, GEXðs, tÞ
−U is disconnected. In addition, there must exist a com-
ponent C with C traverses r clusters, where 1 ≤ r ≤ 2s−1.
Let Ui = Ci ∩U , where Ci be one of these r clusters with
1 ≤ i ≤ r. As a result, C =Sr

i=1ðCi −UiÞ. By Definition 11,

for any node in VðeL′Þ, it has a sole neighbor in VðeR′Þ. And,
for distinct nodes in each fLi ′, their neighbors of eR′ lie in dif-

ferent fRj ′. In addition, for any two different subgraphs fLi ′
and fLh′ with i ≠ h, there exists no edge between them. Then
there exist at most r − 1 cross edges between Ci −Ui and
CI−i, where I = f1, 2,⋯, rg. Moreover, there are at least 2s
− jUij − ðr − 1Þ cross edges between Ci −Ui and CJ with

J = fr + 1, r + 2,⋯, 2s + 2tg. Clearly, CJ =
S2s+2t

j=r+1Cj and UJ

=S2s+2t
j=r+1U j. Since there is no edge between Ci −Ui and

CJ −UJ , jUJ j ≥ ∑r
i=1½2s − jUij − ðr − 1Þ�. Then, we have

Uj j = U1j j + U2j j+⋯+ Urj j + UJ

�� ��
≥ U1j j + U2j j+⋯+ Urj j + 〠

r

i=1
2s − Uij j − r − 1ð Þ½ �

= r 2s − r + 1½ �:

ð5Þ

Let f ðrÞ = rð2s − r + 1Þ with 1 ≤ r ≤ 2s−1. We obtain ∂
f ðrÞ/∂r = 2s − 2r + 1 > 0. Thus, f ðrÞ is an increasing func-
tion. Therefore, f ðrÞ ≥ f ð1Þ = 2s and jU j ≥ f ðrÞ ≥ 2s. In
addition, let f ðgÞ = 2s − ½ðs − g + 1Þ2g − 1� with 1 ≤ g ≤ s −
2. We obtain that ∂f ðgÞ/∂g = 2g½g ln 2 + 1 − ðs + 1Þ ln 2� <
0. Thus, f ðgÞ is a decreasing function. Therefore, f ðgÞ ≥ f
ðs − 2Þ = 2s−2 + 1 > 0. Then jU j ≥ 2s > ðs − g + 1Þ2g − 1, which
results in a contradiction with jU j ≤ ðs − g + 1Þ2g − 1.

Case 2.Only one of fLi ′ −U eLi ′ and
fRj ′ −U eRj ′

is disconnected,

where 1 ≤ i ≤ 2t , 1 ≤ j ≤ 2s.
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Without loss generality, assume that fL1′ −U eL1′ is discon-
nected. Since U is an Rg-cut of GEXðs, tÞ, δðfL1′ −U eL1′Þ ≥ g

− 1. Then U eL1′ is a ðg − 1Þ-good-neighbor cut of GEXðs, tÞ.
By Lemma 9, jU eL1′j ≥ ðs − g + 1Þ2g−1. By contradiction, sup-
pose that jU j ≤ ðs − g + 1Þ2g − 1 with 1 ≤ g ≤ s − 2 and s ≥ 3.
Let U eL1′ =U1 and UI =

S2s+2t
i=2 Ui. Then jUI j = jU −U1j ≤

ðs − g + 1Þ2g−1 − 1.
Assume that GEXðs, tÞ − fL1′ −UI is disconnected. Then

there must exist a component C such that C traverses r clus-
ters, where 1 ≤ r ≤ b2s−1 − 1c. Let Ci be one of these r clusters
for 2 ≤ i ≤ r + 1 and Ui = Ci ∩U . As a result, C =Sr+1

i=2 ðCi −

UiÞ. By Definition 11, for any node in VðeL′Þ, it has a sole

neighbor in VðeR′Þ. And for distinct nodes in each fLi ′, their
neighbors of eR′ lie in different fRj ′. In addition, for any two

different subgraphs fLi ′ and fLh′ with i ≠ h, the edge between
them is nonexistent. Then there exist at most r cross edges
between Ci −Ui and CI ′−i, where I ′ = f1, 2,⋯, r, r + 1g.
Moreover, there are at least 2s − jUij − r cross edges between
Ci −Ui and CJ with J = fr + 2, r + 3,⋯, 2s + 2tg. Clearly,

CJ =
S2s+2t

j=r+2Cj and UJ =
S2s+2t

j=r+2U j. Since there is no edge

between Ci −Ui and CJ −UJ , jUJ j ≥∑r+1
i=2 ½2s − jUij − r�.

Figure 4 shows an illustration for this case. Then, we have

UIj j = U2j j +⋯ + Ur+1j j + UJ

�� ��
≥ U2j j +⋯ + Ur+1j j + 〠

r+1

i=2
2s − Uij j − r½ � = r 2s − rð Þ:

ð6Þ

Let f ðrÞ = rð2s − rÞ with 1 ≤ r ≤ b2s−1 − 1c. We obtain that
∂f ðrÞ/∂r = 2s − 2r > 0. Thus, f ðrÞ is an increasing function.
Therefore, f ðrÞ ≥ f ð1Þ = 2s − 1. And jUI j ≥ f ðrÞ ≥ 2s − 1. In
addition, let f ðgÞ = 2s − 1 − ½ðs − g + 1Þ2g−1 − 1� with 1 ≤
g ≤ s − 2 and s ≥ 3. We get that ∂f ðgÞ/∂g = 2g−1½g ln 2 +
1 − ðs + 1Þ ln 2� < 0. Thus, f ðgÞ is a decreasing function.
Therefore, f ðgÞ ≥ f ðs − 2Þ > 0. Then jUI j ≥ 2s − 1 > ðs − g +
1Þ2g−1 − 1, which results in a contradiction with jUI j ≤ ðs −
g + 1Þ2g−1 − 1.

Thus, GEXðs, tÞ − fL1′ −UI is connected. Since
fL1′ −U1 is

disconnected, there must exists a component H in fL1′ −U1

such that there is no edge between H and GEXðs, tÞ − fL1′ −
UI . Then jUI j ≥ jVðHÞj. Since N eL1′ðHÞ ⊆U1, jUj = jU1j +
jUI j ≥ jN eL1′ðHÞj + jVðHÞj = jN eL1′½H�j. Moreover, since U is

an Rg-cut of GEXðs, tÞ, δðHÞ ≥ g. By Lemma 8 and fL1′ ≅
Xs, we have jUj = jN eL1′½H�j ≥ ðs − g + 1Þ2g, which results in

a contradiction with jU j ≤ ðs − g + 1Þ2g − 1.

Case 3. For any integers 1 ≤ i ≤ 2t , 1 ≤ j ≤ 2s, there are at least
two of fLi ′ −U eLi ′ and

fRj ′ −U eRj ′
that are disconnected.

Without loss of generality, suppose that fL1′ −U eL1′ andfL2′ −U eL2′ are disconnected. Since U is an Rg-cut of GEX

ðs, tÞ and by Definition 11, we have δðfL1′ −U eL1′Þ ≥ g − 1

and δðfL2′ −U eL2′Þ ≥ g − 1. Then U eL1′ and U eL2′ are two ðg
− 1Þ-good-neighbor cuts of GEXðs, tÞ. By Lemma 9, jU eL1′j
≥ ðs − g + 1Þ2g−1 and jU eL2′j ≥ ðs − g + 1Þ2g−1. Then

Uj j ≥ U eL1′
����

���� + U eL2′
����

���� ≥ s − g + 1ð Þ2g−1 + s − g + 1ð Þ2g−1

= s − g + 1ð Þ2g:
ð7Þ

Thus, κgðGEXðs, tÞÞ = jU j ≥ ðs − g + 1Þ2g.
Hence, the lemma holds.
Combining Lemma 13 and Lemma 16, the following the-

orem holds.

Theorem 14. For any integers s ≥ 3 and 1 ≤ g ≤ s − 2, κgðGE
Xðs, tÞÞ = ðs − g + 1Þ2g.

4. The g-Good-Neighbor Conditional
Diagnosability of GEXðs, tÞ

In this section, we will determine the g-GNCD of GEXðs, tÞ
under the PMC model and MM∗ model, respectively, where
1 ≤ g ≤ s − 2.

U1

Ur

Ur+1

UJ

C1 Cr Cr+1 CJ

. . .

Figure 4: An illustration for Case 2 of Lemma 16.
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Theorem 15. For any integers s ≥ 3 and 1 ≤ g ≤ s − 2, tPgðGE
Xðs, tÞÞ = ðs − g + 2Þ2g − 1.

Proof. First, we show that tPgðGEXðs, tÞÞ ≤ ðs − g + 2Þ2g − 1
with 1 ≤ g ≤ s − 2 and s ≥ 3. Let A ⊆VðC1Þ with C1 ≅ Xs such

that GEXðs, tÞ½A� ≅ Xg. Clearly, jAj = 2g. Suppose that cF1 =
NGEXðs,tÞðAÞ and cF2 =NGEXðs,tÞ½A�. By Lemma 13, we have

jcF1 j = jNGEXðs,tÞðAÞj = ðs − g + 1Þ2g, and jcF2 j = jNGEXðs,tÞ½A�j
= ðs − g + 2Þ2g, where δðGEXðs, tÞ − cF2 Þ ≥ g. Since δðGEX
ðs, tÞ − cF1 Þ ≥ g and δðGEXðs, tÞ − cF2 Þ ≥ g, cF1 and cF2 are

two g-GNCF sets of GEXðs, tÞ with jcF1 j ≤ ðs − g + 2Þ2g and

jcF2 j ≤ ðs − g + 2Þ2g. On the other hand, since VðAÞ = cF1△cF2 and NGEXðs,tÞðAÞ = cF1 , there is no edge between cF1△cF2
and GEXðs, tÞ − cF1 ∪ cF2 . By Lemma 4, cF1 and cF2 are indis-
tinguishable under the PMC model. By Definition 6 (2), GE
Xðs, tÞ is not g-good-neighbor conditional ðs − g + 2Þ2g-
diagnosable under the PMC model. That is, tPgðGEXðs, tÞÞ
≤ ðs − g + 2Þ2g − 1 for 1 ≤ g ≤ s − 2.

Next, we prove that tPgðGEXðs, tÞÞ ≥ ðs − g + 2Þ2g − 1
with 1 ≤ g ≤ s − 2 and s ≥ 3. We suppose, to the contrary,
that tPgðGEXðs, tÞÞ ≤ ðs − g + 2Þ2g − 2 for 1 ≤ g ≤ s − 2. And
assume that there are two indistinguishable g-GNCF setscF1 and cF2 with jcF1 j ≤ ðs − g + 2Þ2g − 1 and jcF2 j ≤ ðs − g +
2Þ2g − 1. In what follows, we consider two cases.

Case 1. VðGEXðs, tÞÞ = cF1 ∪ cF2 .
Since s ≤ t, by Definition 11, we have jVðGEXðs, tÞÞj =

2s+t+1 ≥ 22s+1:
Since jcF1 ∪ cF2 j ≤ jcF1 j + jcF2 j ≤ 2½ðs − g + 2Þ2g − 1�, we

have

V GEX s, tð Þð Þj j − cF1 ∪ cF2

��� ��� ≥ 22s+1 − 2 s − g + 2ð Þ2g − 1½ �:
ð8Þ

Let f ðgÞ = 22s+1 − ðs − g + 2Þ2g+1 + 2 with 1 ≤ g ≤ s − 2
and s ≥ 3. We obtain that ∂f ðgÞ/∂g = ½ðg − s − 2Þ ln 2 + 1�
2g+1 < 0. Thus, f ðgÞ is a decreasing function. Therefore, for
1 ≤ g ≤ s − 2 and s ≥ 3,

f gð Þ ≥ f s − 2ð Þ = 22s+1 − 2s+1 + 2 > 0, ð9Þ

which induces a contradiction since VðGEXðs, tÞÞ = cF1 ∪ cF2 .

Case 2. VðGEXðs, tÞÞ ≠ cF1 ∪ cF2 .
Since cF1 ≠ cF2 , we may assume that cF2 − cF1 ≠∅. There

exists no edge between VðGEXðs, tÞÞ − cF1 ∪ cF2 and cF1ΔcF2
because cF1 and cF2 are indistinguishable. Moreover, sincecF1 is a g-good-neighbor conditional faulty set, it is easy to

verify that δðGEXðs, tÞ½cF2 − cF1 �Þ ≥ g. By Lemma 8, jcF2 −cF1 j ≥ 2g. On the other hand, since both cF1 and cF2 are g-

GNCF sets, cF1 ∩ cF2 is also a g-good-neighbor conditional
faulty set. Moreover, there is no edge between VðGEXðs, tÞÞ
− cF1 ∪ cF2 and cF1ΔcF2 ; thus, GEXðs, tÞ − cF1 ∩ cF2 is discon-
nected. Then cF1 ∩ cF2 is an Rg-cut of GEXðs, tÞ. By Theorem
14, jcF1 ∩ cF2 j ≥ ðs − g + 1Þ2g with s ≥ 3 and 1 ≤ g ≤ s − 2.
Hence,

cF2

��� ��� = cF2 − cF1

��� ��� + cF1 ∩ cF2

��� ��� ≥ 2g + s − g + 1ð Þ2g

= s − g + 2ð Þ2g,
ð10Þ

which results in a contradiction since jcF2 j ≤ ðs − g + 2Þ2g
− 1.

To sum up, we can conclude that tPgðGEXðs, tÞÞ ≥ ðs −
g + 2Þ2g − 1 for any integers 1 ≤ g ≤ s − 2 and s ≥ 3.

Hence, the theorem holds.

Theorem 24. For any integers 1 ≤ g ≤ s − 2 and s ≥ 4, tMg ðGE
Xðs, tÞÞ = ðs − g + 2Þ2g − 1.

Proof. The proof of tMg ðGEXðs, tÞÞ ≤ ðs − g + 2Þ2g − 1 with
1 ≤ g ≤ s − 2 and s ≥ 4 is similar to Theorem 15, so it is
omitted.

Next, we prove that tMg ðGEXðs, tÞÞ ≥ ðs − g + 2Þ2g − 1
with s ≥ 4 and 1 ≤ g ≤ s − 2. We suppose, to the contrary, that
tMg ðGEXðs, tÞÞ ≤ ðs − g + 2Þ2g − 2 with s ≥ 4 and 1 ≤ g ≤ s − 2.
Moreover, we assume that there are two indistinguishable
g-GNCF sets cF1 and cF2 , where jcF1 j ≤ ðs − g + 2Þ2g − 1
and jcF2 j ≤ ðs − g + 2Þ2g − 1.

Since s ≤ t, by Definition 11, we have jVðGEXðs, tÞÞj =
2s+t+1 ≥ 22s+1:

Furthermore, it is easy to get that jcF1 ∪ cF2 j ≤ jcF1 j + jcF2 j
≤ 2½ðs − g + 2Þ2g − 1�. Then, we have

V GEX s, tð Þð Þj j − cF1 ∪ cF2

��� ��� ≥ 22s+1 − 2 s − g + 2ð Þ2g − 1½ �:
ð11Þ

Let f ðgÞ = 22s+1 − ðs − g + 2Þ2g+1 + 2 with s ≥ 4 and 1 ≤ g
≤ s − 2. We obtain that ∂f ðgÞ/∂g = ½g ln 2 + 1 − ðs + 2Þ ln 2�
2g+1 < 0. Thus, f ðgÞ is a decreasing function. Therefore, for s
≥ 4 and 1 ≤ g ≤ s − 2,

f gð Þ ≥ f s − 2ð Þ = 22s+1 − 2s+1 + 2 > 0, ð12Þ

which results in a contradiction since jcF2 j ≤ ðs − g + 2Þ2g − 1.

Thus, VðGEXðs, tÞÞ ≠ cF1 ∪ cF2 . In addition, an important
claim is given as follows.

Claim 25. GEXðs, tÞ − cF1 ∪ cF2 has no isolated node.
By contradiction, suppose that GEXðs, tÞ − cF1 ∪ cF2 has

at least one isolated node. Then, we prove that the two cases
both contradict the supposition.
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Case 1. g = 1.
Since cF1 ≠ cF2 , without loss of generality, we suppose thatcF2 − cF1 ≠∅. When cF1 ⊂ cF2 , since cF2 is a 1-GNCF set, GE

Xðs, tÞ − cF1 ∪ cF2 has no isolated node. Now, we considercF1 ⊈ cF2 . The given W is the set of all isolated nodes and
B = GEXðs, tÞ½VðGEXðs, tÞÞ − ðcF1 ∪ cF2 Þ −W�. Since cF1 is a
1-GNCF set, jN

GEXðs,tÞ− bF1
ðwÞj ≥ 1 for any w ∈W.

Since cF1 and cF2 are indistinguishable, there exists at
most one node u ∈ cF2 − cF1 with u is adjacent to w by
Lemma 5. Thereby, there exists only one node u ∈ cF2 −cF1 with u adjacent to w. It is easy to see that there is only
one node v ∈ cF1 − cF2 with v adjacent to w. Since ΔðGEX
ðs, tÞÞ = t + 1, there are at most t − 1 neighbors of w incF1 ∩ cF2 with any isolated node w ∈W. Since jcF2 j ≤ ðs −
g + 2Þ2g − 1 and g = 1, jcF2 j ≤ 2s + 1. Hence,

〠
w∈W

N
GEX s,tð Þ bF1 ∩ bF2

h i wð Þ
�����

�����
≤ Wj j t − 1ð Þ ≤ 〠

x∈ bF1 ∩ bF2
degGEX s,tð Þ xð Þ

≤ cF1 ∩ cF2

��� ��� t + 1ð Þ
≤ cF2

��� ��� − 1
� �

t + 1ð Þ ≤ 2s t + 1ð Þ:

ð13Þ

It follows that jWj ≤ 2sðt + 1Þ/t − 1 ≤ 4s. Thus,

cF1 ∪ cF2

��� ��� + Wj j = cF1

��� ��� + cF2

��� ��� − cF1 ∩ cF2

��� ��� + Wj j
≤ 2 2s + 1ð Þ − s − 1ð Þ + Wj j ≤ 7s + 3:

ð14Þ

Let f ðsÞ = 22s − 7s − 3. We can deduce that ∂f ðsÞ/∂s >
0. Then f ðsÞ is an increasing function. Therefore, f ðsÞ ≥
f ð4Þ > 0, a contradiction. Thus, VðBÞ ≠∅.

Since the fault-pair ðcF1 , cF2 Þ does not satisfy Lemma 5
and any node in VðBÞ is not isolated, there exists no edge
between VðBÞ and cF1△cF2 . Moreover, cF1 ∩ cF2 is also a 1
-GNCF set. Thus, cF1 ∩ cF2 is an R1-cut of GEXðs, tÞ. By
Theorem 14, jcF1 ∩ cF2 j ≥ 2s. Since jcF1 j ≤ 2s + 1, jcF2 j ≤ 2s
+ 1, and cF1 ≠ cF2 , jcF1 − cF2 j = jcF2 − cF1 j = 1. Let cF1 − cF2
= fvg and cF2 − cF1 = fug. Then jN

GEXðs,tÞ½ bF1 − bF2 �
ðwÞj =

jN
GEXðs,tÞ½ bF2 − bF1 �

ðwÞj = 1. Hence, we have ðv,wÞ ∈ EðGE
Xðs, tÞÞ and ðu,wÞ ∈ EðGEXðs, tÞÞ for any isolated node
w ∈W. By Lemma 10, there are at most two common neigh-
bors between any two nodes in VðXsÞ. In addition, by Defini-
tion 11, any two cross edges have no common end node.
Then we deduce that any two nodes in VðGEXðs, tÞÞ have
at most two common neighbors. Thus, jWj ≤ 2. Since there
is no common node between any two cross edges and Xs is
triangle-free, GEXðs, tÞ is triangle-free. Thereby,

cF1 ∩ cF2

��� ��� ≥ NGEX s,tð Þ vð Þ −W
��� ��� + NGEX s,tð Þ wð Þ − u, vf g

��� ���
+ NGEX s,tð Þ vð Þ −W
��� ��� − 2 − Wj jð Þ

≥ 2 s + 1 − Wj jð Þ + s − 1 − 2 + Wj jj
= 3s − 1 − Wj j ≥ 3s − 3:

ð15Þ

Therefor, for s ≥ 4, we have

cF2

��� ��� = cF2 − cF1

��� ��� + cF1 ∩ cF2

��� ��� ≥ 1 + 3s − 3 = 3s − 2 > 2s + 1,

ð16Þ

which results in a contradiction since jcF2 j ≤ 2s + 1.

Case 2. g ≥ 2.
Without loss of generality, we suppose that cF2 − cF1 ≠∅.

Since cF1 is a g-GNCF set of GEXðs, tÞ, jN
GEXðs,tÞ−bF1 ðxÞj ≥ g

with any node x ∈ VðGEXðs, tÞ − cF1 Þ. For any w ∈ VðGEX
ðs, tÞ − cF1 ∪ cF2 Þ, there exists at most one neighbor in cF2
− cF1 because the fault-pair ðcF1 , cF2 Þ is indistinguishable
by Lemma 5. Therefore, jN

GEXðs,tÞ−ð bF1 ∪ bF2 Þ
ðwÞj ≥ g − 1 ≥ 1.

Since w ∈ VðGEXðs, tÞ − cF1 ∪ cF2 Þ is arbitrary, every node
of GEXðs, tÞ − cF1 ∪ cF2 is not an isolated one.

To sum up, Claim 25 holds.
Since there exists no isolated node in GEXðs, tÞ − cF1 ∪cF2 by Claim 25 we have, for any w ∈GEXðs, tÞ − cF1 ∪ cF2 ,

there exists some node v ∈GEXðs, tÞ − cF1 ∪ cF2 such that
ðw, vÞ ∈ EðGEXðs, tÞÞ. If ðu,wÞ ∈ EðGEXðs, tÞÞ for any u ∈cF1ΔcF2 , ðu, vÞw satisfies condition in Lemma 5. Therefore,

the g-GNCF sets cF1 and cF2 are distinguishable, which results

in a contradiction. By the arbitrariness of w ∈ GEXðs, tÞ − cF1
∪ cF2 , there exists no edge between VðGEXðs, tÞÞ − cF1 ∪ cF2
and cF1△cF2 .

Since cF1 is a g-GNCF set and cF2 − cF1 ≠∅, δðGEXðs, tÞ
½cF2 − cF1 �Þ ≥ g. Thus, jcF2 − cF1 j ≥ g + 1. Since cF1 and cF2
are both g-GNCF sets and there exists no edge between

VðGEXðs, tÞÞ − cF1 ∪ cF2 and cF1△cF2 , cF1 ∩ cF2 is also an
Rg-cut of GEXðs, tÞ. By Theorem 14, jcF1 ∩ cF2 j ≥ ðs − g + 1Þ
2g. Then jcF2 j = jcF2 − cF1 j + jcF1 ∩ cF2 j ≥ ðs − g + 1Þ2g + 2g =
ðs − g + 2Þ2g, which contradicts with jcF2 j ≤ ðs − g + 2Þ2g − 1.

Thus, tMg ðGEXðs, tÞÞ ≥ ðs − g + 2Þ2g − 1 for any integers
1 ≤ g ≤ s − 2 and s ≥ 4.

Hence, the proof of theorem is completed.

5. Applications to a Family of Famous Networks

In Section 2, the definition of the generalized exchanged X-
cube GEXðs, tÞ has been given. Furthermore, we determine
the Rg-connectivity and g-GNCD of GEXðs, tÞ in Section
3 and Section 4, respectively. Applying the theorems of
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Section 3 and Section 4, we can directly establish the Rg-
connectivity and g-GNCD of some generalized exchanged
X-cubes, including generalized exchanged hypercubes, dual-
cube-like networks, generalized exchanged crossed cubes,
and locally generalized exchanged twisted cubes. In this sec-
tion, we will give the applications to these networks.

5.1. The Generalized Exchanged Hypercube. In 2005, Loh
et al. [36] proposed the exchanged hypercube, which
obtained by removing edges from a hypercube Hs+t+1. We
denote Ir = f1, 2,⋯,rg, where r is a given position integer.
For each n ∈ Ir , the sequence xrxr−1 ⋯ x1 is a binary string
of length r if xn ∈ f0, 1g. The definition of exchanged hyper-
cubes is presented as follows.

Definition 16 (see [36]). Let s, t ≥ 1, the exchanged hypercube
EHðs, tÞ consists of the node set VðEHðs, tÞÞ and the edge set
EðEHðs, tÞÞ, two nodes u = us+t ⋯ ut+1ut ⋯ u1u0 and v =
vs+t ⋯ vt+1vt ⋯ v1v0 are linked by an edge, called r-dimen-
sional edge, if and only if the following conditions are
satisfied:

(i) u and v differ exactly in one bit on the r-th bit or on
the last bit

(ii) if r ∈ It , then u0 = v0 = 1

(iii) r ∈ Is+t − It , then u0 = v0 = 0:

The generalized exchange hypercube was proposed by
Cheng et al. [37]. Let s, t ≥ 1, the generalized exchanged
hypercube GEHðs, t, f Þ consists of two classes of hypercubes:
one class contains 2t Hs’s, referred to as the Class-0 clusters;
and the other contains 2s Ht ’s, referred to as the Class-1 clus-
ters. Class-0 and Class-1 clusters will be referred to as clusters
of opposite class of each other, same class otherwise. The
function f is a bijection between nodes of Class-0 clusters
and those of Class-1 clusters; for two nodes u, v in the same
cluster, f ðuÞ and f ðvÞ are in two different clusters, and the
edge ðu, f ðuÞÞ is a cross edge. The bijection f ensures the
existence of a perfect matching between nodes of Class-0
clusters and those in the Class-1 clusters but ignores the spe-
cifics of the perfect matching. Hence, we present the follow-
ing proposition.

Proposition 17. GEHðs, tÞ can be decomposed into two sub-

graphs eL′ and eR′. Further, eL′ can be partitioned into 2t sub-

graphs, denoted by fLi ′ for i = 1, 2,⋯, 2t . Similarly, eR′ can be

partitioned into 2s subgraphs, denoted by fRj ′ for j = 1, 2,⋯,
2s. And GEHðs, tÞ satisfies the following conditions (Figure 5
shows the GEHð1, 1Þ and GEHð1, 2Þ):

(a) For any i, j, fLi ′ ≅Hs and
fRj ′ ≅Ht . Further, jVðfLi ′Þj

= 2s and jVðfRj ′Þj = 2t

(b) Each node in VðeL′Þ has a sole neighbor in VðeR′Þ and
vice versa. In addition, for distinct nodes in each fLi ′,
their neighbors of eR′ lie in different fRj ′

(c) For any two different subgraphs fLi ′ and fLh′ with i ≠ h,

there exists no edge between them. Similar for fRj ′ andfRk′ with j ≠ k.

The dual-cube is a special case of the exchanged
hypercube when s = t, proposed by Li and Peng [38]. That
is, EHðn, nÞ ≅Dn. The dual-cube-like network DCn [39],
which is a generalization of dual-cubes, is isomorphic to
EHðn − 1, n − 1Þ, a special case of GEHðn − 1, n − 1Þ (see
DC3 in Figure 6).

By Proposition 17, the generalized exchanged hypercube
GEHðs, tÞ is the member of generalized exchanged X-cubes,
where the X-cube is a hypercube. Then, the following theo-
rems hold obviously.

Theorem 18.

(1) For any integers 1 ≤ g ≤ s − 2 and 3 ≤ s ≤ t, κgðGE
Hðs, tÞÞ = ðs − g + 1Þ2g

(2) For any integers 1 ≤ g ≤ n − 3 and n ≥ 4, κgðDCnÞ =
ðn − gÞ2g.
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110

111

000 100

001 011

(a)

01010001 1001

1011

1101

1111
0011 0111

1010 0110 1110

1000 0100
1100

0000

0010

(b)

Figure 5: (a) GEHð1, 1Þ, (b) GEHð1, 2Þ.
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Theorem 19.

(1) For any integers 1 ≤ g ≤ s − 2 and 3 ≤ s ≤ t, tPgðGEH
ðs, tÞÞ = ðs − g + 2Þ2g − 1

(2) For any integers 1 ≤ g ≤ n − 3 and n ≥ 4, tPgðDCnÞ =
ðn − g + 1Þ2g − 1.

Theorem 20.

(1) For any integers 1 ≤ g ≤ s − 2 and 4 ≤ s ≤ t, tMg ðGEH
ðs, tÞÞ = ðs − g + 2Þ2g − 1

(2) For any integers 1 ≤ g ≤ n − 3 and n ≥ 5, tMg ðDCnÞ =
ðn − g + 1Þ2g − 1.

5.2. The Generalized Exchanged Crossed Cube. Li et al. [26]
give the definition of ECQðs, tÞ, which is obtained by remov-
ing edges from a crossed cube CQs+t+1. In what follows, we
review the definition of exchanged crossed cubes.

Definition 21 (see [26]). The ðs, tÞ-dimensional exchanged
crossed cube is defined as a graph ECQðs, tÞ = GðVðECQ
ðs, tÞÞ, EðECQðs, tÞÞÞ for s, t ≥ 1, The node set VðECQðs, tÞÞ
= fas−1 ⋯ a0bt−1 ⋯ b0cjaj, bi, c ∈ f0, 1g, where 0 ≤ i ≤ t − 1
and 0 ≤ j ≤ s − 1g. The edge set EðECQðs, tÞÞ consisting of
three types of disjoint sets E1, E2, and E3 is shown as follows.

E1 : ju½0� ≠ v½0�, u ⊕ v = 1, where ⊕ is the exclusive-OR
operator.

E2 : ju½s + t : t + 1� = v½s + t : t + 1�, u½0� = v½0� = 1, u½t :
1� is denoted by b = bt−1 ⋯ b0 and v½t : 1� is denoted by b′ =
b′t−1 ⋯ b′0. And u and v are adjacent by the following rule:
for any integer t ≥ 1, if and only if there is an lð1 ≤ l ≤ tÞ with

bt−1 ⋯ bl= b′t−1 ⋯ b′l; bl−1 ≠ b′l−1, bl−2 = b′l−2 if l is even;
b2i+1b2i ∼ b′2i+1b′2i, where 0 ≤ i < bðl − 1Þ/2c

E3 : ju½t : 1� = v½t : 1�, u½0� = v½0� = 0, u½s + t : t + 1� is
denoted by a = as−1 ⋯ a0 and y½s + t : t + 1� is denoted by a′
= a′t−1 ⋯ a′0. And u and v are adjacent by the following rule:
for any integer s ≥ 1, if and only if there is an lð1 ≤ l ≤ sÞ with
as−1 ⋯ al= a′s−1 ⋯ a′l ; al−1 ≠ a′l−1, al−2 = a′l−2 if l is even;
a2i+1a2i ∼ a′2i+1a′2i, where 0 ≤ i < bðl − 1Þ/2c.

x½u : v� is the bit pattern of x from dimension u to dimen-
sion v.

Let s, t ≥ 1, the generalized crossed cube GECQðs, t, f Þ
comprises two classes of crossed cubes, referred to as the
Class-0 clusters and the Class-1 clusters, respectively. The
Class-0 clusters contain 2t CQs’s and the Class-1 clusters con-
tain 2s CQt ’s. They will be referred to as clusters of opposite
class of each other, same class otherwise. The function f is
a bijection between nodes of Class-0 clusters and those of
Class-1 clusters such that, for u, v, two nodes of the same
cluster, f ðuÞ and f ðvÞ, are in two different clusters, and the
edge ðu, f ðuÞÞ is a cross edge. The bijection f ensures the
existence of a perfect matching between two nodes in differ-
ent clusters, but there is no requirement for the specifics of
the perfect matching. Therefore, we have the following
proposition.

Proposition 22. GECQðs, tÞ can be decomposed into two dis-

joint subgraphs eL′ and eR′. And eL′ and eR′ are the subgraphs
induced by VðeL′Þ and VðeR′Þ, respectively, where

V eL′� �
= as−1as−2 ⋯ a0bt−1 ⋯ b00 aj, bi ∈ 0, 1f g���

, ð17Þ
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Figure 6: The dual-cube-like network DC3.

11Wireless Communications and Mobile Computing



with 0 ≤ j ≤ s − 1 and 0 ≤ i ≤ t − 1g.

V eR′� �
= as−1as−2 ⋯ a0bt−1 ⋯ b01 aj, bi ∈ 0, 1f g���

, ð18Þ

with 0 ≤ j ≤ s − 1 and 0 ≤ i ≤ t − 1g.

By Definition 21, eL′ can be partitioned into 2t sub-

graphs, denoted by fLi ′ such that for v1, v2 ∈
fLi ′, v1½t : 1�

= v2½t : 1�, where i = 1, 2,⋯, 2t . Similarly, eR′ can be parti-

tioned into 2s subgraphs, denoted by fRj ′ such that w1,

w2 ∈
fRj ′, w1½t + 1 : s + t� =w2½t + 1 : s + t�, for j = 1, 2,⋯,

2s. And GECQðs, tÞ satisfies the following conditions (see
GECQð1, 3Þ in Figure 7):

(1) For any i, j, fLi ′ ≅ CQs and fRj ′ ≅ CQt . Further, jV
ðfLi ′Þj = 2s and jVðfRj ′Þj = 2t

(2) Each node in VðeL′Þ has a sole neighbor in Vð eR′Þ and
vice versa. In addition, for distinct nodes in each fLi ′,
their neighbors of eR′ lie in different fRj ′

(3) For any two different subgraphs fLi ′ and fLh′ with i ≠ h,

there exists no edge between them. Similar for fRj ′ andfRk′ with j ≠ k.

By Proposition 22, the exchanged crossed cube GECQ
ðs, tÞ is an exchanged X-cube, where the X-cube is a crossed
cube. Then, the following theorems hold obviously.

Theorem 23. For any integers 1 ≤ g ≤ s − 2 and 3 ≤ s ≤ t,
κgðGECQðs, tÞÞ = ðs − g + 1Þ2g.

Theorem 24.

(1) For any integers 1 ≤ g ≤ s − 2 and 3 ≤ s ≤ t, tPgðGECQ
ðs, tÞÞ = ðs − g + 2Þ2g − 1

(2) For any integers 1 ≤ g ≤ s − 2 and 4 ≤ s ≤ t, tMg ðGEC
Qðs, tÞÞ = ðs − g + 2Þ2g − 1.

5.3. The Locally Generalized Exchanged Twisted Cube. The
locally exchanged twisted cube proposed by Chang et al.
[29], obtained by removing edges from a locally twisted cube
LTQs+t+1. The definition of locally exchanged twisted cube is
introduced as follows.

Definition 25 (see [29]). The ðs, tÞ-dimensional locally
exchanged twisted cube is defined as a graph LETQðs, tÞ
=GðVðLETQðs, tÞÞ, EðLETQðs, tÞÞÞ for s, t ≥ 1, The node
set VðLETQðs, tÞÞ = fx = xt+s ⋯ xt+1xt ⋯ x1x0 : xi ∈ f0, 1g
with 0 ≤ i ≤ t + sg. EðLETQðs, tÞÞ is the edge set consisting
of the following three types of disjoint sets E1, E2, and E3.

E1 = x, yð Þ ∈ V ×V : x ⊕ y = 20
� �

E2 =
n

x, yð Þ ∈ V ×V : x0 = y0 = 1, x1 = y1 = 0 and x ⊕ y

= 2k for k ∈ 3, t½ �
o
∪
n

x, yð Þ ∈ V ×V : x0 = y0 = x1

= y1 = 1 and x ⊕ y = 2k + 2k−1 for k ∈ 3, t½ �
o

∪ x, yð Þ ∈ V × V : x0 = y0 = 1 and x ⊕ y ∈ 21, 22
� �� �

E3 =
n

x, yð Þ ∈ V × V : x0 = y0 = xt+1 = yt+1

= 0 and x ⊕ y = 2k for k ∈ t + 3, t + s½ �
o

∪
n

x, yð Þ ∈ V × V : x0 = y0 = 0, xt+1 = yt+1

= 1 and x ⊕ y = 2k + 2k−1 for k ∈ t + 3, t + s½ �
o

∪ x, yð Þ ∈ V ×V : x0 = y0 = 0 and x ⊕ y ∈ 2t+1, 2t+2
� �� �

ð19Þ

Let s, t ≥ 1; there are two classes of locally twisted cubes
in the locally generalized exchanged twisted cube LGETQ
ðs, t, f Þ: one class, referred to as the Class-0 clusters, contains
2t LTQs’s; and the other, referred to as the Class-1 clusters,
contains 2s LTQt ’s. They will be referred to as clusters of
opposite class of each other, same class otherwise. There
exists a bijection function f between nodes of Class-0 clusters
and those of Class-1 clusters. For two nodes u, v in the same
cluster, f ðuÞ and f ðvÞ belong to two different ones, and the
edge ðu, f ðuÞÞ is a cross edge. The bijection f ensures the
existence of a perfect matching between nodes of Class-0
clusters and those in the Class-1 clusters, but the specifics
of the perfect matching can be ignored. Further, we obtain
the proposition as follows.

Proposition 26. LGETQðs, tÞ can be decomposed into two

disjoint subgraphs eL′ and eR′. eL′ can be partitioned into 2t sub-
graphs, denoted by fLi ′ for i = 1, 2,⋯, 2t . Similarly, eR′ can be

partitioned into 2s subgraphs, denoted by fRj ′ for j = 1, 2,⋯,
2s. And LGETQðs, tÞ satisfies the following conditions (see L
GETQð1, 3Þ in Figure 8):

(a) For any i, j, fLi ′ ≅ LTQs and
fRj ′ ≅ LTQt . Further, jV

ðfLi ′Þj = 2s and jVðfRj ′Þj = 2t

(b) Each node in VðeL′Þ has a sole neighbor in VðeR′Þ and
vice versa. In addition, for distinct nodes in each fLi ′,
their neighbors of eR′ lie in different fRj ′

(c) For any two different subgraphs fLi ′ and fLh′ with i ≠ h,

there exits no edge connects them. Similar for fRj ′ andfRk′ with j ≠ k.
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By Proposition 26, the locally exchanged twisted cube L
GETQðs, tÞ is a member of generalized exchanged X-cubes,
where the X-cube is a locally twisted cube. Then, we have
the following theorems.

Theorem 27.

(1) For any integers 1 ≤ g ≤ s − 2 and 3 ≤ s ≤ t, κgðLGET
Qðs, tÞÞ = ðs − g + 1Þ2g

(2) For any integers 1 ≤ g ≤ s − 2 and 3 ≤ s ≤ t, tPgðLGET
Qðs, tÞÞ = ðs − g + 2Þ2g − 1

(3) For any integers 1 ≤ g ≤ s − 2 and 4 ≤ s ≤ t, tMg ðLGET
Qðs, tÞÞ = ðs − g + 2Þ2g − 1.

6. Compare Results

In this section, we will illustrate the advantages of Rg-con-
nectivity and g-GNCD compared to traditional connectivity
and traditional diagnosability, respectively. Let us review
their definition. The connectivity, which is less than the min-
imum degree of graph, is the minimum number of nodes that
make the graph disconnected. The maximum number of
faulty processors that the system can precisely point out is
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101111011000110

00100 10100 1010100101

00111

01111 01110

01101 01100 11100 11101

11110 11111
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Figure 8: A locally exchanged twisted cube LGETQð1, 3Þ.
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Figure 7: An exchanged crossed cube GECQð1, 3Þ.
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as known as the diagnosability of the system, which is equal
to the minimum degree of graph in most cases. The g-
good-neighbor conditional connectivity (Rg-connectivity) is
the minimum number of nodes that make the graph discon-
nected, and each node has at least g neighbors in every
remaining component. The g-good-neighbor conditional
diagnosability (g-GNCD) is the maximum number of faulty
processors that can be identified under the condition that
every fault-free processor has no less than g fault-free neigh-
bors. We have determined that the Rg-connectivity of GEX
ðs, tÞ is ðs − g + 1Þ2g and the g-GNCD of GEXðs, tÞ is ðs − g
+ 2Þ2g − 1. Figure 9 shows that Rg-connectivity and g-
GNCD are both about 2g times the minimum degree of
graph. Therefore, we can speculate that Rg-connectivity is
about 2g times traditional connectivity and g-GNCD is about
2g times traditional diagnosability, which means that Rg-

connectivity and g-GNCD can better evaluate the fault toler-
ance of network.

7. Conclusion

The Rg-connectivity and g-GNCD are two significant met-
rics for reliability of multiprocessor systems. Exchanged X-
cubes are a class of irregular networks, obtained by deleting
links from hypercubes and some variant networks of hyper-
cubes (X-cubes). They not only combine the advantages of
X-cubes but also reduce the interconnection complexity.
Exchanged X-cubes classify its nodes into two different
classes clusters with a unique connecting rule. In this paper,
we propose the generalized exchanged X-cubes framework
so that architecture can be constructed by different con-
necting rules. We first give the definition of a family of
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Figure 9: (a) The minimum degree and Rg-connectivity of GEXðs, tÞ. (b) The minimum degree and g-GNCD of GEXðs, tÞ.
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generalized exchanged X-cubes, including generalized ex-
changed hypercubes, dual-cube-like networks, generalized
exchanged crossed cubes, and locally exchanged twisted
cubes as members. Then we determine the Rg-connectivity
and g-GNCD of generalized exchanged X-cubes. Finally,
the Rg-connectivity and g-GNCD of generalized exchanged
hypercubes, dual-cube-like networks, generalized exchanged
crossed cubes, and locally exchanged twisted cubes are estab-
lished directly. As a future research, we attempt to evaluate
the Rg-connectivity and g-GNCD of other generalized
exchanged X-cubes using methods extended from the pro-
posed method in this paper.
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