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In the 5™ generation (5G) and 6™ generation (6G) of wireless mobile telecommunication networks, the requests for an elevated
data rate with access to stationary as well as portable customers are going to be overwhelming. Mobile worldwide
interoperability for microwave access (WiMAX) comes out as a favourable alternative that is intelligibly developed and more
matured than wireless fidelity (Wi-Fi). Mobile WiMAX makes use of the orthogonal frequency division multiple access
(OFDMA) technology for its two-way communication to enhance the system performance in fading environments making it
more suitable for 5G applications. The diverse OFDM forms deliberated here are the fast Fourier transform- (FFT-) based
WiMAX and discrete wavelet transform- (DWT-) based WiMAX. The suggested study exhibits the bit error rate (BER) and
peak to average power ratio (PAPR) reduction by integrating different wavelet families, i.e., Haar, symlet, coiflet, and reverse
biorthogonal over Rayleigh fading channel. The simulation results obtained by MATLAB depicts an improvement in PAPR
reduction, 3nd signal to noise ratio (SNR) requirement is also reduced by 6-12dB by using DWT-incorporated WiMAX at a
BER of 107

1. Introduction

WiMAX organizations specifically designed WiMAX system
to have unanimity and consistency of the IEEE 802.16 guide-
lines, as of now called a wireless metropolitan area network
(MAN). IEEE 802.16c operating in the 10-66 GHz frequency
range for the line of sight (LOS) propagation was introduced
by IEEE in 2002. The IEEE 802.16¢ includes the specifica-
tions for connectivity between remote areas and data distri-
bution over a wide area network for both point to point
(PPP) and point to multipoint (PMP) communication over
microwave frequencies. Further, IEEE introduced a new

version, i.e., IEEE 802.16a operating over the frequency range
of 2-11 GHz and suitable for nonline of sight (NLOS) signal
propagation. IEEE 802.16d, an improved form of IEEE
802.16, was proposed in 2004 for providing wideband con-
nectivity to indoor clients. The IEEE affirmed the 802.16
benchmarks in June 2004, and three working groups were
framed to access and rate the guidelines. WiMAX can be
termed completely as an inheritor of the Wi-Fi system. The
standard when extended to IEEE 802.16e-2005 popularly
called as mobile WiMAX standard provides various solutions
for wireless broadband data that provides ease for meeting
requirements of the mobile and fixed broadband networks
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[1, 2]. WIMAX provides a way through which anyone can
be in touch with another person regardless of their loca-
tion anytime and anywhere. 5G has a crucial role in oper-
ation of society along with IoT. It needs to think about
new trust model [3], increased privacy concerns [4, 5],
and IoT-based health care [6].

The modulation level and the minimum BER require-
ments and the SNR are major factors that impact the spec-
tral effectiveness of the WiMAX scheme. An appropriate
selection of the modulation techniques/level is the trade-off
between BER and spectral efficiency, ie., as we keep on
increasing the level of modulation from QPSK to 16-PSK
and so on the BER performance keeps on decreasing, the
increase in the modulation level results in an enhancement
in the spectral effectiveness of the module. In addition to this
elevated PAPR is a key shortcoming of the modern-day mul-
ticarrier transmission systems, i.e., 4G and 5G. As we know,
to transmit the signal over a wide coverage area, the power
amplifier is being employed at the transmitter side, and to
achieve maximum coverage area and adequate signal
strength, the OFDM system forced the amplifier to operate
in the nonlinear region. The operation of power amplifiers
in the linear region will result in high PAPR. High PAPR
leads to certain distortions, i.e., out-band and in-band radi-
ation. The outcome of the OFDM/WiMAX system can be
improved by using diverse transforms like discrete cosine
Stockwell transform (DCST), fractional Fourier transform
(FRFT), wavelet Haar transform (WHT), and DWT instead
of conventional fast Fourier transform (FFT). DWT offers
the frequency and time domain depiction of signals, whereas
in contrast, DFT gives the depiction of the signal in the
frequency domain [7]. The wavelet characteristics, which
comprise demonstration in time and frequency domain,
orthogonality by means of a scale, and translation, highlight
an entire new viewpoint in wireless mobile communication.
The DWT is being used as a signal processing technology
in several modern-day wireless communication applica-
tions, assimilating MCM and mobile wireless communica-
tion. Many researchers have proposed a replacement of
FFT by DWT in modern-day wireless telecommunication
systems (4G, 5G) due to its inferior time-frequency locali-
zation, poor bandwidth efliciency due to utilization of
cyclic prefix, poor BER performance, etc. In the wavelet-
based WiMAX, the cyclic prefix will not be utilized which
will result in efficient utilization of the bandwidth. Techni-
cally, the DWT is a highly advanced transform in compar-
ison to the DFT.

1.1. Our Contribution. On carefully studying the investiga-
tion work described in the literature survey, the following
research gaps are addressed to realize the goal of efficient
transmission of information over 5G network:

(1) Diverse wavelets are being utilized to analyse the
performance outcome of the WiMAX system

(2) SNR vs. BER and PAPR reductions are the parame-
ters using which the performance of WiMAX system
is studied to establish wavelets as a reliable alterna-
tive to FFT

Wireless Communications and Mobile Computing

(3) The simulation outcome also presents the variation
of received signal quality for diverse modulation
type/levels

The entire manuscript is structured as follows: Section 1
explains the reasons for using wavelet transforms in the
existing wireless communication systems by citing the issues
related to WiMAX. A brief insight on the existing work
based on FFT-OFDM, WHT-OFDM, FFT-WiMAX, and
WHT-WiIMAX is provided in Section 2. The basic model
description is provided in Section 3, followed by an insight
into the simulation parameters and channel models in
Section 3. Section 4 presents the interpretations extracted
from the MATLAB simulation results, and finally, conclusion
remarks for the proposed work are presented in Section 5.

2. Related Work

In the preliminary stages, the DWT-based OFDM was sim-
ulated to lessen the influence of ICI/ISI and to elevate the
bandwidth efficiency. The DWT-OFDM proved to be more
resilient to the ICI and ISI because the wavelet filters enable
spectral containment capabilities which in result decrease
the ICI and ISI [8]. Moreover, in DWT-OFDM, the guard
bands were not required, thereby making DWT-OFDM
more bandwidth effective in comparison to FFT-OFDM.
DFT-based OFDM was the most popular methodology for
the efficient implementation of the OFDM system. But those
systems suffer from certain drawbacks such as the require-
ment of a cyclic prefix, low QOS, ISI, and ICI. A new model
for the OFDM system which incorporates the complex
wavelet packet transform (WPT), i.e, CWP-OFDM, was
proposed [9]. The time-varying Doppler shift affects the
orthogonality of the OFDM subcarriers drastically [10].
The DWT-OFDM was proved to be more resilient to the
shift and also offers side lobes of far lower magnitude in
comparison to FFT-OFDM. The accurate reconstruction of
the symbols with much lower complexity was a squeezing
characteristic of WHT-OFDM [11]. The WHT-OFDM
offered a considerable improvement regarding transmission
efficiency and spectrum leakage in comparison to FFT-
OFDM over power line channels [12]. A wavelet-based
OFDM system that satisfies the impeccable reconstruction
property by virtue of their properties of orthonormal bases
was proposed. Due to the orthogonal basis and accurate
reconstruction of the symbols, the OFDM system incorpo-
rating the wavelet transforms, ie, DWT-OFDM and
WPM-OFDM exhibits a significant improvement in BER,
was in contrast to Fourier-based OFDM [13, 14]. In addition
to the wavelets, the BER assessment of the OFDM system
was also be improved by using other transforms like discrete
cosine transforms (DCT) and discrete sine transforms (DST)
in comparison to FFT. Multiwavelet design also offers a sub-
stantial enrichment in the BER performance thereby reduc-
ing the minimum SNR required to attain the anticipated
BER performance [15-17]. Because of their time-frequency
localization property, the utilization of wavelets was having
a robust influence on the BER outcome of the OFDM system
over both the flat fading and fading channels which are
frequency selective in nature [18]. It was presented that the
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TasLE 1: Comparative analysis of work presented in literature and the proposed methodology.

Article

Research outcome

BER assessment of FFT-OFDM against WHT-OFDM .

over different fading channels [30]

In this research article, Haar transform is utilized to showcase the BER improvement
in OFDM systems. However, the effects of other wavelet transform families such as
symlet, coiflet, and reverse biorthogonal were not studied in this paper.

Comparative analysis of wavelet and OFDM-based
systems [31]

In this paper, the appropriateness of constant envelope multicarrier modulation
methodology, OFDM, and wavelet-based systems is deliberate. The prime idea of
this paper is to do the assessment of wavelet-based and OFDSM-based systems by
using BER vs. SNR performance metrics. In our present research, we have proposed
an adaptive system which will select any of the optimum wavelets that will give us

best PAPR and BER reduction.

On BER assessment of conventional- and wavelet-
OFDM over AWGN channel [19]

Performance of OFDM system based on DFT and DWT transform is evaluated in
this paper using the BER matric. Diverse modulation schemes (PSK and QAM) and
levels (2, 4, 8, and 16) are being utilized to analyse the performance over AWGN
channel for both DFT- and DWT-based OFDM system. However, in the present
work, Rayleigh fading channel is explored for the assessment of the performance of

conventional and proposed system model.

BER outcome was superior in flat fading channel but it
degrades drastically in the frequency selective fading
channels which are time-varying in nature. The suggested
methodology performs exceptionally well in the frequency
selective and time-varying channel condition due to the
excellent time-frequency localization capabilities of the
wavelet-based OFDM systems. ICI and ISI generated by
vanishing effect of orthogonality in the OFDM system were
significantly condensed by employing wavelet transform
instead of DFT in the conventional OFDM-WiMAX system.
In addition to the reduction of ICI and ISI, the wavelet-
incorporated OFDM also enhances the spectral efficiency
contrary to the DFT-incorporated OFDM system [18]. The
WHT-OFDM outperforms the FFT-OFDM over the
AWGN channels also, mainly due to the robust orthogonal-
ity of the subcarriers exhibited by WHT-OFDM in contrast
to FFT-OFDM [19]. The impact of exponential power delay
profile in conjunction with Rayleigh fading channel was also
less on the WHT-OFDM contrary to FFT-OFDM [20].
Wavelet packet modulation (WPM) was also incorporated
in the WiMAX, and the performance was evaluated over
the AWGN channel, which again shows BER improvement
on the use of wavelets in place of Fourier transforms [21].
DVB-T based on DWT-OFDM was also investigated in the
literature, and the BER outcome of the wavelet family was
superior to that of Fourier transforms. Also, out of all the
members of the wavelet family, the Haar transform per-
formed the best-regarding BER improvement for a given
value of SNR [22]. It has been observed that precoding tech-
niques [23-29], as well as the use of transform other than
FFT [27-49], improve the BER and PAPR reduction perfor-
mance for OFDM/WiMAX/MIMO/OFDM-MIMO system.

2.1. Research Gaps

(1) The work presented in the literature does not
describe the effect of diverse wavelet families on
WiIMAX system’s performance

(2) In most of the existing schemes presented in Table 1,
only the Haar wavelet has been utilized to assess the

BER and PAPR outcome of the OFDM/WiMAX
system. Symlets, coiflets, and reverse biorthogonal
wavelet families were not utilized for the analysis
purpose in most of the cases

(3) While doing the performance assessment of the
receiver section, the signal quality at the input of
the demodulator was not presented in most of the
recent work presented on OFDM/WiMAX. It is sig-
nificant to study the behaviour of the signal at the
receiver side as it will be useful while modelling the
receiver section to give an optimum outcome

3. Model Description, Channel Model, and
Signal Detection

The physical layer of the proposed model of WiMAX is pre-
sented in Figure 1, and the system parameters are considered
as same as that of [32]. The multipath channel that is used
for assessing the behaviour of the FFT-incorporated
WiMAX and DWT-incorporated WiMAX is Rayleigh
fading channel. The #"™ element of complex OFDM symbol
in discrete-time domain is written as

1

N-1
X, = N Z X/ (@nN) 0 <n<N-1,0<k<N-1. (1)
k=0

Here, Equation (1) represents the discrete-time complex
OFDM symbol. N represents the number of samples, X,
represents the input signal, and X, represents the OFDM
symbols obtained after the Fourier transform. Diverse form
of wavelets are comprised in the wavelet family, such as
Haar, coiflet, symlet, biorthogonal, and reverse biorthogonal
wavelets. However, in the proposed methodology, Haar
wavelet is being utilized. The operating principle of the
DWT and IDWT is presented in Figure 2. Here, h(#n) is the
half band impulse response of high-pass filters, and g(n) is
the half-band impulse responses of the low-pass filters. The
two filters are associated to each other by a quadrature
mirror filter (QMF) relationship as follows:
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FIGURE 1: Physical layer model of proposed WiMAX system.

FIGURE 2: (a) IDWT and (b) DWT block diagram.

TABLE 2: Basic parameters of system simulations.

Parameter Value
Ngpr 256
Cyclic prefix 1/8
Wavelets used Haar, symlet, coiflet, and reverse biorthogonal
Channel coding rate 1/2, 2/3, 3/4
Modulation type M-PSK and M-QAM
Modulation levels 2,4, 16, and 64
Channel model Rayleigh channel
Symbols used for simulation 10°
n *
(-1)*h(n)=g(L-1-n). (2) PAPR ; = 10 log <mzx [x(t)*x (O])) (3)
pe(£)x ()]

These independently modulated subcarriers when
summed up coherently produce a large PAPR. The PAPR
value for OFDM signal is defined as

Here, E[.] denotes the expectation operation. The PAPR
will increase if we keep on increasing the number of
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FIGURE 3: Proposed methodologies for DWT-incorporated WiMAX.

TABLE 3: SNR requirement analysis for WiMAX incorporating diverse wavelet families.

Modulation types/level with variable channel encoding rates

SNR (dB) requirement for the achievement of the minimum BER

(10 in WiMAX incorporated with FFT and diverse wavelets
Wavelet transform

FET Haar Symlet Coiflet Reverse biorthogonal
BPSK (1/2 CC) 28 15.1 16 16.5 17.5
QPSK (1/2 CC) 37 22 23.5 24 23
QPSK (3/4 CC) 40 27 28 28 29
16-QAM (1/2 CC) 27 16.5 17.5 18.5 18
16-QAM (3/4 CC) 28 215 22 225 23
64-QAM (2/3 CC) 295 22 27 275 24
64-QAM (3/4 CC) 35.5 25 25.5 26.5 27

subcarriers. The prime objective of the PAPR reduction

methodologies is to decrease the value of max |x(n)

Rayleigh Channel is an additive, and subtractive quality of
different paths segments in flat fading channels which are
estimated by Rayleigh distribution having none observable
pathway which implies if none immediate way is there

amongst sender and receiver. The simplification of the

arrived signal can be

r(t) =s(t) = h(t) + n(t),

(4)

where r(t) is the received signal, s(#) is the transmitted
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signal, h(t) symbolizes the channel matrix, and n(t) symbol-
izes the AWGN. The probability density function (pdf) of “r
” having Rayleigh distribution is expressed as

f(r) = ;e**’z"z, 0<r<oo, (5)

where received signal’s time-average power is represented by
2. The phase and the gain components of a channel’s defor-
mation are symbolized as a complex number often. Here, it
is assumed for the exhibition of Rayleigh fading that the
modelling of response’s real and imaginary parts is done
by individual allocated zero-mean Gaussian processes.

An issue experienced in the plan of receivers for
exchanging information digitally is the recognition of infor-
mation from estimations with the noise of the sent data. For

a practical solution, the receiver is because of the disturbance
bound making incidental mistakes or errors. Accordingly,
planning a receiver with the characteristics of a likelihood
of blunder is insignificant engaging practically and hypo-
thetically. Lamentably, such outlines tend to bring out
computationally complex receivers, and hence, they are fre-
quently surrendered for computationally less complex yet
problematic recipients.

ZF equalizer is a linear detection strategy that is utilized
in transmission systems for detection purposes and was
introduced by Lucky [33]. In this algorithm, the frequency
response of the channel is reversed. It is ideal for a channel
without having any noise, whereas, for a channel with noise,
the noise also gets amplified greatly at frequency f where the
little magnitude is there in channel response H(j27f) in the
attempt to reduce the channel completely. At the side of the
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FIGURE 6: (a—c) Input to 16 QAM demodulator on using “Haar” wavelet for WiMAX system with variable SNR (a) 5dB, (b) 15 dB, and (c) 30 dB.

transmission, if the CSI is known perfectly, then the system
capacity can be achieved for the huge number of users by ZF
precoding. To attain the complete multiplexing gain, ZF
precoding requires the essential feedback overhead. Table 2
presents the basic simulation parameters along with values.
Due to the presence of cascaded 2 tap finite impulse
response (FIR) filters and down samplers, the number of
complex multiplications in Haar wavelet transform is higher
than FFT. Therefore, the computational complexity of DWT-
incorporated WiMAX is higher than the FFT-incorporated
WiMAX. Besides, DWT performs well with nonstationary
signals, whereas FFT is more suited for stationary signals.
The proposed methodology for carrying out the simula-
tion of the WOFDM-WiMAX system incorporating diverse
transforms is explained through a flowchart depicted in
Figure 3. The proposed methodology in Figure 3 symbolises

the principle of utilizing the optimum wavelet from the fam-
ily of the wavelets to guarantee the finest BER outcome. The
utilization of wavelets results in enhancements in the BER
outcome of WiMAX systems [30]. Figure 3 depicts the
methodology that are being utilized to do the MATLAB
simulations for the DWT-based WiMAX system, in the
endeavour to decide the optimum wavelet from the family
of the wavelets. Table 3 presents the thorough BER outcome
enhancements over Rayleigh channel presented in the form
of the SNR that is essential to accomplish a BER of 107*
for DWT-based WiMAX systems.

4. Result Discussion

The outcome of the WiMAX system incorporating diverse
wavelet families is analysed over the Rayleigh fading channel
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using the comparison of SNR vs. BER deviations and PAPR
reductions through the MATLAB simulations. It is assumed
that the required BER for satisfactory performance is 1074
and the same is used to compare the SNR requirement for
FFT-incorporated =~ WiMAX and diverse  wavelet-
incorporated WiMAX. Figures 4(a)-4(g) depicts the simula-
tion evaluation over the Rayleigh fading channel for both
DWT-WiMAX and FFT-WiMAX using SNR vs. BER matri-
ces for variable modulation levels and convolution coding
(CQ) rates, ie., 1/2, 2/3, and 3/4. After drawing inferences
from the simulation results, it is evident that the DWT-
incorporated WiMAX performs superior to the FFT-
incorporated WiMAX. DWT ensures that the orthogonality
between the subcarriers remains intact even under the severe
effects of the multipath fading [19, 20, 30, 32, 34]. It is appar-
ent from Figure 4(a) that FFT-WiMAX necessitates an SNR

of 28dB; however, this SNR prerequisite falls to 15.1dB,
16dB, 16.5dB, and 17.5dB for Haar, symlet, coiflet, and
reverse biorthogonal wavelet-based WiMAX, respectively,
to achieve a desired level of BER over Rayleigh fading chan-
nel. Rayleigh fading channel is used for the analysis pur-
pose instead of AWGN channel as its distribution is
more close to practical wireless channel. AWGN channel
on internal noise component is considered for simulation
of channel environment, whereas Rayleigh fading channel
random noise and Rayleigh fading distribution are consid-
ered to model the channel environment. Also, in Rayleigh
fading channel distribution, it is assumed that no direct
path is available between transmitter and receiver side,
which is quite equivalent to practical channel condition.
Similar inferences can also be achieved in carefully analys-
ing Figures 4(b)-4(g).
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FIGURE 8: (a—c) Input to the BPSK demodulator on using “Haar” wavelet for WiMAX system with variable SNR (a) 5dB, (b) 15dB, and (c) 30 dB.

Table 3 provides the tabulated representation of the
SNR requirements for the achievement of the minimum
BER (10 in WiMAX incorporated with FFT and diverse
wavelets. It is very much evident from Table 3 that the
DWT-incorporated WiMAX propose an enhancement of
10-15dB of SNR in contrast to FFT-incorporated WiMAX.
Also, the Haar transform outperforms the other wavelets, i.e.,
symlet, coiflet, and reverse biorthogonal wavelets in the
wavelet family by a margin of .5 to 5dB. The Haar wavelet
performs better in comparison to other wavelet families due
to the fact that it is the modest orthonormal wavelet basis.
It comprises of only 2 taps, whereas there are 8 taps in the
other wavelet families but with diverse features (orthogonal,
biorthogonal, etc.). The Haar wavelet is theoretically modest,
memory efficient, exactly changeable, and computationally

inexpensive. The Haar transform does not suffer from the
effect of overlapping windows, whereas the Daubechies
wavelet uses overlapping windows. Daubechies wavelets are
the originating point of the coiflets. However, the coiflets suf-
fer from the effects of overlapping windows and elevated
computational complexities.

From the SNR vs. BER plots, it is quite clear that the Haar
turns out to be most robust followed by the symlets and then
the coiflets and reverse biorthogonal in the last in the wavelet
family. The error is still there for all the modulation levels
even at high values of SNR. An analysis of received symbols
at the input of the demodulator is presented in Figures 5-7.
In Figures 8(a)-8(c), the analysis is shown for BPSK modula-
tion using the Haar wavelet transform. It is apparent from
Figure 8(b) that even at 15dB of SNR, the constellation
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FIGURE 9: (a-g) PAPR evaluation.

points of the transmitted signal do not map to the constella-
tion points of the received signal. Now, if we increase the
SNR up to 30 dB as shown in Figure 8(c), still, the point does
not exactly map on to the ideal constellation. Further, the
same observation can be drawn out of Figures 5(a)-5(c),

(g) 64-QAM (3/4 CC rate)

30

6(a)-6(c), and 7(a)-7(c) which displays the constellation dia-
gram of diverse modulation types/levels. The primary pur-
pose for this is that in the wavelet transform, the parts of
information being transmitted are contained by upper and
lower subbands independently [22].
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The PAPR performance of FFT-based WIMAX is
matched with the DWT-based WiMAX. It is very much
apparent from Figures 9(a)-9(g) that DWT-incorporated
WiMAX performs superior to FFT-incorporated WiMAX
diverse modulation types/levels. It is very much evident
from Figure 9(a) that WiMAX based on diverse wavelets
provides reduced PAPR of around 7-13 dB over FFT-based
WiMAX for BPSK modulation that is favourable for the
operation of RF amplifier. Similar inference can be drawn
out after the analysis of subsequent results of PAPR reduc-
tion. However, from the overall analysis, it is also very much
clear that Haar wavelet offers the highest PAPR reduction
among the family of wavelets.

Most of 5G application requires rapid information
correspondence for significant distance places with tolera-
ble signal strength; the existence of elevated PAPR affects
the excellence of the signal and range of the telecommu-
nication system. Due to elevated PAPR, the distortions in
the transmitted signal would increase, and due to con-
dense high PAPR, the power amplifiers situated at the
transmitter side must be operated at moderate or below
moderate power levels. The consequence of the decreased
power level leads to lessening in range of the telecommu-
nication system. Therefore, the PAPR reduction achieved
on incorporating the proposed methodology decrease the
effects of elevated PAPR and deliver an optimum signal
strength at the remote places for all the fixed as well as
mobile users.

5. Conclusion

Overall performance analysis clearly depicts that wavelet-
based WiMAX offers significant improvements regarding
BER and PAPR reduction in comparison to FFT-based
WiMAX. It has been observed that Haar wavelet is the most
robust in the wavelet family followed by symlets, coiflets,
and reverse biorthogonal. The DWT-incorporated WiMAX
presents an SNR enhancement of 10-15dB over the conven-
tional FFT-WiMAX over Rayleigh fading channel links to
achieve the desired BER outcome of 107, Further, it is also
reported that as keep on increasing the modulation level
(BPSK, QPSK, 16-QAM, and 4-QAM) or convolution
coding rates (1/2, 2/3, 3/4) to achieve the higher data rates,
SNR requirements to achieve the required BER also increase.
It is also very clear from the simulation results that the
signal quality at the receiver side is much improved in
the case of DWT-incorporated WiMAX in contrast to
FFT-incorporated WiMAX. Furthermore, the results reveal
out that wavelet-incorporated WiMAX proffers a reduced
level of PAPR in the range of 7-13dB over FFT-WiMAX
for diverse modulation types/levels and is preferred for
the operation of RF amplifier.

In the future, the hybrid combination of multiuser
MIMO-OFDM/WiMAX system can also be utilized to
achieve higher spectral efficiency and robust BER
outcome. Also, the suggested methodology can also be
utilized to study the outcome of OFDM/WiMAX or
MIMO-OFDM/WiMAX system for transmission of multi-
media information.
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Video situational information detection is widely used in the fields of video query, character anomaly detection, surveillance
analysis, and so on. However, most of the existing researches pay much attention to the subject or video backgrounds, but little
attention to the recognition of situational information. What is more, because there is no strong relation between the pixel
information and the scene information of video data, it is difficult for computers to obtain corresponding high-level scene
information through the low-level pixel information of video data. Video scene information detection is mainly to detect and
analyze the multiple features in the video and mark the scenes in the video. It is aimed at automatically extracting video scene
information from all kinds of original video data and realizing the recognition of scene information through “comprehensive
consideration of pixel information and spatiotemporal continuity.” In order to solve the problem of transforming pixel
information into scene information, this paper proposes a video scene information detection method based on entity
recognition. This model integrates the spatiotemporal relationship between the video subject and object on the basis of entity
recognition, so as to realize the recognition of scene information by establishing mapping relation. The effectiveness and
accuracy of the model are verified by simulation experiments with the TV series as experimental data. The accuracy of this

model in the simulation experiment can reach more than 85%.

1. Introduction

With the development of computer network and multimedia
technology, the way characters receive information has
shifted from traditional words and pictures to video stream.
Taking China as an example, in the first half of 2020, the
number of online audiovisual users has reached 901 million,
with a year-on-year growth of 4.87% (https://new.qq.com/
omn/20201014/20201014A05GLY00.html), which also leads
to a sharp increase in video data. With the development of
5G technology, video’s share of worldwide mobile data traffic
will climb from 60% in 2018 to 74% in 2024 (https://blogs
.cisco.com/sp/mobile-vni-forecast-2017-2022-5g-emerges).

In such an environment with a large amount of video data,
understanding video content is an important step for the
intelligent system to approach human’s understanding abil-
ity. It also has a great application value in social services,

national security, and industrial development. However,
video data is characterized by nonstructuration, strong
redundancy, high dimension, deep information hiding, and
understanding difficulties. How to map the complex video
information into the semantic space in line with human cog-
nitive habits is a challenge for video information extraction.

In recent years, the extraction and analysis of video
information has become an important research content in
video processing, which is of great significance in video
semantic extraction, video query, and other aspects. Charac-
ter detection and background detection, which are similar to
scene information detection, have been deeply studied and
widely applied [1-9]. However, there are not many in-
depth researches on video situational information. At
present, most of the proposed model is targeted to the recog-
nition of face [10], character [11, 12], or background content
[14] of the video, by extracting key frames and recognizing
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the character information or the scene information in the
frames to realize the extraction of the relationship between
characters [13-15] and video scene classification [16, 17].
Zheng and Yu [10] combined the squeeze-and-excitation
network (SEN) and residual network (ResNet) to accurately
detect the face information in each frame, extract the posi-
tion of the target face, and then extract face features from
adjacent frames through the RNFT model to predict the
position of the target face in the next frame. Gong and Wang
[16] extracted background audio signals from match shots
and recognized the sound of cheering and hitting from the
audio signals of each match shot. By combining background
audio signals and shot image information, this method real-
izes a more accurate video classification. Ding and Yilmaz
[14] used to analyze whether characters appear in the same
video scene, so as to extract the relationship network of the
characters in the video. Tran and Jung [15] counted the
cooccurrence of characters in video images to extract their
relationship. However, most of these methods only take the
global character/scene features at the camera level into con-
sideration, ignoring the local features with more information
and the relations that exist among them.

Scene detection is also widely used in real life. For exam-
ple, in the novel coronavirus epidemic which started from
2020, the mode of online meeting and online teaching has
become more and more popular, and the video data of meet-
ing and course have also increased. When we process these
video data, we find that there is a kind of application condi-
tion, that is, in a video, we usually only pay attention to the
state of a target person/object under a specific situation. For
instance, if a student participates in two consecutive classes
in the same classroom, and the surveillance camera in the
classroom will shot a video of these two classes. And we
would like to analyze the student’s attendance in one of
the classes to ensure whether he was late or left early or
returned after leaving for a period of time. When using the
video information processing model mentioned above to
analyze it, we found the following problems:

(1) Without more information, it is difficult for the com-
puter to directly judge whether the student is in a
changed course or not

(2) The computer is able to recognize all the parts when
the student was absent in the whole video, but the
process of determining whether the absence
occurred in the course we are concerned about usu-
ally needs to be done manually

Lei et al. [21] proposed the SSCD method. It realizes the
recognition of changing objects in a fixed scene and judges
the change of street scene. However, it can not solve the
above problems. In the case of lens movement or a large
number of personnel changes, the error rate of the model
will increase greatly, and it is difficult to deal with the pro-
cessing of human-centered video. Similarly, there is the
method proposed by Santana et al. [22], which can realize
the rapid recognition of moving objects from a fixed per-
spective and judge the scene changes based on the results.
However, this method can only obtain the contour map of
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moving objects and still can not well solve the above prob-
lems. The method proposed by Huang and Liao [23] can
realize the scene detection task from the perspective of
motion, but it has certain requirements for the consistency
of video. At the same time, the method compares frame by
frame, which has high requirements for the performance of
the machine and insufficient processing speed.

To solve the above problems, a video scene information
detection model based on entity recognition is proposed in
this paper. This model makes use of more information
including global information at video level and partial infor-
mation at entity level for more information to get more
accurate results. Similar to this example, there are many
application conditions, such as the situational judgment of
meeting process and the abnormal judgment of security
video, etc., but existing video processing models are not able
to handle such application conditions well.

According to the spatiotemporal features of the video
scene, this paper selects the state of the video object as the
characteristic to help us analyze and understand the video
scene, combines with the state feature of the video subject,
and determines the scene feature of the video subject. In this
paper, the innovations can be summarized as the following
three points:

(1) This paper proposes a new situational information
detection model, which can recognize the changes
of video situational information with high efficiency

(2) This paper establishes situational features by com-
bining the spatiotemporal continuity between the
subject and the object in video content, which
enables the model to recognize situational informa-
tion without semantic information of the video
object and achieves good results.

(3) The accuracy of the model proposed in this paper
reaches 80%

In this paper, we will explain and verify the above
research contents. Section 2 will briefly introduce the exist-
ing entity recognition models, such as Yolo, and some
mature face recognition models, such as face recognition.
At present stage, these models are the premise for the test
in this study. In Section 3, we will introduce the models,
including their establishment, mathematical basis, and par-
tial content of the pseudocode. Section 4 will present our
experimental results and summarize the failed parts, which
are also what need to be further discussed in our subsequent
research work. In Section 5, we will summarize the research
content and briefly introduce the main research directions in
the future.

2. Relevant Work

2.1. Yolo. Yolo is a new target detection method [18], which
is characterized by rapid detection and high accuracy.
Redmon regarded the target detection task as a regression
problem of target region prediction and category prediction.
In this method, a single neural network is used to directly
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predict item boundary and category probability to achieve
end-to-end item detection. Yolo is widely used in target
detection [19], target tracking [20], and other applications.
Zhang et al. [19] used the deep separable convolutional
method to optimize the convolution layer of the tiny Yolo
model and divided a complete convolution operation into
deep convolution and point-by-point convolution, thus
reducing the parameters of CNN and improving the opera-
tion speed. Mohammed et al. [20] combined the neural
network, image-based tracking, and Yolo V3 to solve the
problem of intelligent vehicle tracking.

In this paper, Yolo V4 can be used as the target detection
network in the entity detection stage. On the basis of Yolo
V3, Yolo V4 has made a lot of innovations. The innovation
of the input end is mainly the improvement of the input end
during training, including Mosaic data enhancement,
CMBN, and SAT self-confrontation training. Backbone net-
work combines all kinds of new ways, including CSPDar-
knet53, Mish activation function, and Dropblock. The neck
target detection network often inserts some layers in the
backbone and the final output layer, such as the SPP module
in the Yolo V4 and FPN+PAN structure. The anchor frame
mechanism of the output layer is the same as that of Yolo
V3. The main improvement is in the loss function Clou-
Loss during training, and the NMS screened by the predic-
tion box is changed into DIOU-nms. Yolo V4 is a major
update of the Yolo series, with average accuracy (AP) and
frame per second (FPS) in the COCO dataset improved by
10% and 12%, respectively.

2.2. Face Recognition Algorithm. In the model proposed in
this paper, it is also feasible to directly use the face recogni-
tion algorithm to replace the target detection network. This
method will reduce the accuracy of the model to some
extent, but meanwhile, the computing efficiency will be bet-
ter than the complete target detection network. When only
the face recognition algorithm is used for scene information
detection, the target object will be replaced by face recogni-
tion results, which greatly reduces the computational load
of the model.

Face recognition is a powerful, simple, and easy-to-use
face recognition open-source project, equipped with inte-
grated development documents and application cases, and
compatible with the Raspberry Pi system. You can use
Python and command line tools to extract, recognize, and
manipulate faces. Face recognition is a deep learning model
based on C++ open-source library dlib. The face dataset
Labeled Faces in the Wild is used for testing with a 99.38%
accuracy. But the recognition accuracy of children and Asian
faces has yet to be improved.

SeetaFace2 is a face recognition project written in C++
that supports Windows, Linux, and ARM platforms and
does not rely on third-party libraries. This project includes
face recognition module FaceDetector, face key point locat-
ing module Face Landmarks, and face feature extraction
and comparison module Facerecognizer. FaceDetector can
achieve a recall rate of over 92% under the condition of
100 false detections on FDDB, it also supports 5-point and
81-point localization of face key points, and its 1-to-N mod-

ule supports face recognition applications with a base of
thousands of characters.

3. Model

3.1. Model Description. The steps of video scene information
extraction are as follows: Firstly, the input video is analyzed
and preprocessed to obtain the entity target in each frame of
the video. The main purpose of this work is to lay a good
foundation for the subsequent subject-object labeling and
the establishment of spatiotemporal relationship. Secondly,
according to the input subject picture, the entity targets are
compared and labeled, and the remaining entity targets are
labeled as the object. Then, the video subject labeling results
are used as scene nodes to extract and analyze the spatiotem-
poral relationship between the objects and the subjects in the
video, so as to judge whether the scene is continuous or not.
Finally, the attributes of scene nodes, namely, the scene
information of the subject, is determined in the continuous
scene.
This paper mainly focuses on the following:

(1) How to establish the relationship between subjects
and objects?

(2) How to judge the attributes of scene nodes?

The model in this paper completes the above research
contents through three stages of information processing.

3.1.1. The First Stage: Establish the Spatiotemporal
Relationship between the Subject and the Object. In this stage,
we lock the current situational information by establishing
the relationship between the subject and the object, which
is also the situational feature introduced in the model. The
spatiotemporal relationship is mainly based on the random-
ness of object selection. Under the same condition, the
mathematical probability that a certain number of randomly
selected entities in the initial image of the scene will simulta-
neously appear abnormal in this period of time and space is
very small.

According to the Bayesian probability formula, let the
subject be X, and the object set Y ={y,y, -, y,}, ¥, ¥,
--+,y, are independent of each other and random; the
anomaly probability of Y can be shown as P); and the prob-
ability of n object anomalies and subject anomalies at the
same time can be shown as P.

_ n
P= Py * Psubject anomaly> (1)

can be concluded. As shown in Figure 1, when P, =0.3,

the probability of misrecognition is less than 5% when the
value of n is greater than 3.

The spatiotemporal relationship is also reflected in the
spatiotemporal continuity of the object. In the same scene,
the mathematical probability of continuous abnormal occur-
rence of an entity randomly selected in the initial image of
the scene in this period of time and space is also very small.
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Ficurg 1: Influence curve of n value on model accuracy when
Pobject =03.

Since the occurrence of an anomaly in the same entity is
an independent event, according to the principle of event
independence, the object anomaly probability is assumed
to be P(y), and the probability P, of object continuous
abnormal n times.

Pobject = P()’)n’ (2)

As shown in Figure 2, in the case of Py =0.2, when n
value is 2, the probability of misrecognition is 4%.

3.1.2. The Second Stage: Recognize whether the Subject and
the object Are Abnormal. After establishing the subject-
object relationship in the previous stage, we can realize the
marking on the clips of the same scene in the video.

The main work in this stage can be divided into three
steps. Firstly, each frame image is named according to the
video frame order, and the same scene fragments are split
one by one. Secondly, the features of the partial images of
each entity in each frame of the same scene is extracted
and compared with the target image feature to recognize
whether the subject is in each video frame of the continuous
scene. And the file names of each image that the subject
exists are extracted as the subject recognition set. Finally,
the features of the partial images of each entity are compared
with the recognized object image features to recognize
whether the object is in each video frame of the continuous
scene, and the file names of each image that the object exists
are extracted as the object recognition set.

The scene feature of a video V in a continuous scene is
defined as

_ V(X, Y, 1) - V(X, Y, 1))

V(X, Y, )= S Vo) ; (3)

where X €{1,2,---,M}, Y€ {0,1,---,N} are scene indices
and M and N are the number of subject and object of the
video frame, respectively. t€{1,2,--, T} is the temporal
index, and T is number of frames in a video. V(X, Y, ) is
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the quantity of subject and object at time ¢. And ¢, is the last
time the situation changed.

t
V(X,Y,t
o(X, Y, t) = DAL ), (4)
! t—t,

is the average value of V of each frame from scene change to
present.

Since feature extraction and comparison are indepen-
dent, tasks at this stage can improve detection efficiency
through parallel approach. Similarly, nature video has high
correlation among neighboring pixels both in space and
time. In order to further improve the processing efficiency,
we can also choose to extract a picture every few frames
for comparison.

3.1.3. The Third Stage: Calculate the Results of Scene
Detection. After the subject and object recognition set of
the previous stage is obtained, we can integrate them to
obtain scene detection results. In the above work, the
method of renaming each frame image and taking each
image file name as the result set is to reduce the computa-
tional load at this stage, so as to improve the efficiency of
result integration.

The work in this stage is mainly divided into two steps.
Firstly, the intersection part of each object recognition set
is taken, and then, the intersection with the subject recogni-
tion set is taken. This part of image has two features: (1) the
scene information does not change under the same scene
and (2) there is no exception in the body. According to the
above two features, we can get the video clips of the corre-
sponding frame of intersection images and ensure that the
scene of this video is unchanged and the subject is not
abnormal.

R ANB))U(ANB,)---U(ANB,), (5)

normal — (
where A is the result frame set that recognizes the subject

and B,, is the result frame set that recognizes the object.
Then, the image filenames of the intersection of the

image filenames of the subject recognition set and the object
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Output: object target set

adds I to temp list
end

for i in 0 to num — 1:

9: while rand is in temp:

11: adds rand to temp list

Input: entity target set, number of reference objects
l:encodings is all entity target codes of first_frame
2: for i in 0 to length of encodings — 1:
if target code equal to the ith entity code of encodings:
num is the number of reference objects
rand is a random integer from 0 to length of encodings — 1

10: rand is a random integer from 0 to length of encodings — 1

12: adds the rand element of encodings to the Ist

ArcoriTHM 1: Entity relationship algorithm.

recognition set are compared to obtain the partial images
containing the subject but not containing the object.
According to the comparison results, we can get the video
clips of corresponding frames and determine that the scene
changes have been taken place in this video.

Rabnormal = U_Rnnrmal . (6)

3.2. Establishment of Spatiotemporal Relationship. A large
number of existing models, such as Yolo and face recogni-
tion, have been able to realize fast entity recognition of
image information. In this paper, such entity recognition
results are directly seen as the entity target of video scenes.

After the entity target result set of the video is obtained
by using the above models, the entity relationship algorithm
is used to establish the relationship between the subject and
the object target and establish scene features.

The entity object of the frame is recognized by the entity
recognition method and is used as the input of the relation-
ship algorithm. The number of reference objects is deter-
mined by the user, and the corresponding number of
objects is arbitrarily selected from the entity object as the ref-
erence object of the current scene. According to the naive
Bayes theory, there is a great similarity between the arbi-
trarily selected object and the subject in the same scene,
and the more the selected objects, the stronger the relation-
ship in the space and time.

3.3. Judgment of Scene Node Attributes. After the establish-
ment of spatiotemporal relationship, the continuity of scene
information is firstly detected. Only in continuous scenes
can the judgment of scene node attributes have practical
application attributes. After obtaining the continuous video
clips of scene information, the attributes of scene nodes are
determined according to the state of the main body of the
video

The subject target and the output results of the relation-
ship algorithm are taken as the input of the judgment algo-
rithm. According to the relationship between the subject
and the object, the entity target in the current frame is tra-

Input: subject coding, object target set

Output: Situational node attributes

1:i=0

2: encodings is all entity targets encode of frame
3: for all the encode of scene’s entity targets:

4 if encode is not in encodings:

5: i=i+1

6: if i equals to scene_entity:

7 scene has been changed

8: else:

9: scene has not been changed

10:encodings is all object targets encode of frame
11:  if target_encode is in encodings:

12: subject of video is in a particular situation
13: else:

14:  subject of video is not in a particular situation

ALGORITHM 2: Scene attribute judgment algorithm.

versed, and the scene attributes are determined from the
subject state and object state.

3.4. Video Scene Detection Model. After the completion of
entity relationship and scene node attribute judgment, the
information of one scene can be detected. However, in gen-
eral, a video contains multiple scene information. Therefore,
on the basis of Algorithm 1 and Algorithm 2, this paper pro-
poses Algorithm 3 to realize the detection of all scene infor-
mation in a video data.

The content of the first frame of the video is taken as the
initial scene information. Algorithms 2 and 3 traverse the
video data. When the change of video scene information is
detected, the time sequence of the scene change frame is
recorded, and the content of the scene change frame is taken
as the initial scene information of the subsequent video data
to cycle to the end of the video.

4. Experiments

4.1. Experimental Data. The experimental dataset adopted in
this paper is a public video dataset; the main content of
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Input: video data
Output: Scene detection results
I:for i in 0 to total video frames — 1:
20 dc=i+1
3: image is the icth frame of video
4: if image is the first frame:
5: determine if the subject of video is in the first frame
6: else:
7: if scene has not been changed:
8: determine if the subject of video is in the frame:
9: if result is True
10: adds ic to timeImage
11: set nextframe to False
12: else:
13: if time lag between now and the last scene is more than 3s:
14: adds ic to timeImage
15: set nextframe to False
16: else:
17: clear the last record in timeImage
18: set nextframe to True
19: else:
20: is_end = True
21: for i in the number of frames in scene change:
22: if scene back to original:
23: is_end = False
24: end if
26: end for
25: if is_end is True:
26: adds ic to timeImage
27: end if

ALGoRITHM 3: Video scene detection model.

which is TV play Ten Miles of Peach Blossom (the data
comes from Tencent video, which is only used for academic
research in this paper, and the copyright belongs to Tencent
company), Hospital Playlist (the data comes from Netflix
and is only used for academic research in this paper; the
copyright belongs to Netflix company), Nirvana in Fire
(the data comes from Tencent video, which is only used
for academic research in this paper, and the copyright
belongs to Tencent company), and It started with a Kiss.
The average scenario switching time of each dataset is 7-10
seconds.

In this experimental environment, in order to analyze
the performance of the algorithm proposed in this paper,
the evaluation index used in this study is precision.

correctly recognized number
total

(7)

precision =

The values are between 0 and 1, and the closer they are
to 1, the better the effect of the model will be.

The hardware configuration information used in the
experiment is as follows: CPU R53600, graphics card
GTX1660, internal storage 16G, operating system Winl0,
and development language Python3.

4.2. Experimental Results and Analysis. As mentioned in Sec-
tion 3, the model proposed in this study is to process and

TaBLE 1: The experimental results based on face recognition.

Dataset Correctly recognized  Total =~ Wrongly recognized
Datasetl 7 7 0
Dataset2 9 10 1
Dataset3 16 18 0
Dataset4 15 17 0
Dataset5 12 14 0

calculate the entity recognition results in the video, so we
will use the existing mature entity recognition algorithms
in the experiment. Two existing character recognition algo-
rithms are used to meet the needs of model operation. First,
face recognition was used to extract environmental features
and human face features; second, SeetaFace2 was used to
extract environmental features and human face features.
The evaluation criteria are whether the target disappears
and whether the scene transforms. In this experiment, scene
changes have been manually marked. The precision of mark-
ing is seconds, and the precision of model detection is video
frames. Due to the inconsistency of precision between man-
ual marking and model detection, when the time axes corre-
sponding to the video frame contained in the detection
results are the same as that of manual marks, the results
are right.
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FIGURE 3: Incorrect results with face recognition.

4.2.1. Experiments Based on Face Recognition. In this paper,
we use Face_ recognition as the entity recognition part of
the model. As the entity to establish scene features in the
model, it is used to recognize the characters in the video
image. After establishing the association between the enti-
ties in the video (Algorithm 1), the model calculates and
determines the scene characteristics of each frame based
on Formula (3), records the frame number of V(X,Y,t)
difference that is abnormal, and determines the corre-
sponding time point on the time axis. Then, we compare
it with the change time which is manually marked and
get the test result.

These five datasets have been, respectively, tested, and
the experimental results are as shown in Table 1.

7
TaBLE 2: The experimental results based on SeetaFace2.
Dataset Correctly recognized  Total =~ Wrongly recognized
Datasetl 7 7 0
Dataset2 9 10 0
Dataset3 14 18 0
Dataset4 16 17 1
Dataset5 12 14 0

We have found a part of the unrecognized images, as
shown in Figure 3.

We have conducted separate recognition processing and
found that some frames of the model could not recognize
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F1GURE 4: Incorrect results with SeetaFace2.

their face features, leading to recognition errors during scene
detection, which may be caused by decorations on the face.

The experimental results show that face recognition can
work well in this dataset. However, face recognition some-
times fails to extract character features because face features
are currently used for scene features. The occurrence of the
above problems has some serious impacts on the establish-
ment of scene features in the proposed model. Due to the
errors of character face recognition, the frame missing a cer-
tain entity is wrongly recognized as the changes of scene fea-
tures during the establishment of scene features. On the
whole, the model proposed in this paper does well in scene
detection in the case of limited entities.

4.2.2. Experiments Based on SeetaFace2. The experiment is
similar to the former one, but we make some changes that
we use SeetaFace2 instead of face recognition as the entity
recognition part of the model. SeetaFace2 is used to recog-
nize the faces in the video image as the entity to establish
scene features of the model and test the same datasets. The
experimental results are as shown in Table 2.

We have found a part of the unrecognized images, as
shown in Figure 4.

We have found that the SeetaFace2 model recognized
faces very sensitively and even can achieve the recognition
of supporting characters in the background of photos. And
as the camera moves, the number of supporting characters
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changes dramatically, leading to the misjudgment of a scene
switch.

The experimental results show that the recognition effect
of SeetaFace2 is very sensitive, and SeetaFace2 uses the
model structure of ResNet50. In this network, multiple
residual learning blocks are connected in series, and the deep
representation of the deep learning image of the model is
utilized, so the recognition effect is very sensitive thus the
recognition error occurs. Different from the problems men-
tioned above, when SeetaFace is combined with the model
proposed in this paper, entities will increase abnormally in
some frames due to the recognition of background charac-
ters. This leads to the errors of the proposed model in estab-
lishing scene features, resulting in recognition errors.

4.2.3. Experiment Summary. In addition to the above open
dataset experiments, we also used 20 self-made datasets for
experiments, and the content of them is meeting recording
videos. In order to produce situational changes, the videos
have some situations such as characters leaving midway,
characters joining midway, and meeting pausing. The results
are as follows:

(i) Face recognition: 87%
(ii) SeetaFace2: 85%

The test results meet the expectations. The model pro-
posed in this paper can achieve more accurate scene change
detection. It can realize video scene change detection on the
premise of using face recognition results as the main entity.
The feasibility and universality of the model have been
already proved in the experiment. We believe that the accu-
racy can be further improved if the result including object
recognition is introduced as an entity. But in some special
cases, such as too many characters in the background, char-
acters turning back, and decorations on the face, it will lead
to the failure of scene recognition. In the future, we plan to
increase the correct rate of scene transformation recognition
by using judgment logic, model recognition, adding back-
ground object feature recognition module, and other
measures.

5. Conclusion

This paper proposes a video scene information detection
based on entity recognition, which can achieve the task of
video scene information detection on the premise of entity
recognition of video pixel data. The proposed model has
strong robustness, and the precision can reach more than
85%. At the same time, it can replace entity recognition with
face recognition algorithm as the input of scene information
detection without too many impacts on the results of scene
information detection.

In this paper, we will explain and verify the above
research contents. Section 2 briefly introduces the existing
entity recognition models, such as Yolo, and some mature
face recognition models, such as face recognition. At present
stage, these models are the premise for the test in this study.
In Section 3, we introduce the models, including their estab-

lishment, mathematical basis and partial content of the
pseudocode. Section 4 presents our experimental results
and summarizes the failed parts, which are also what need
to be further discussed in our subsequent research work. In
Section 5, we summarize the research content and briefly
introduce the main research directions in the future.

We take the spatiotemporal relationship of video entities
as the basis of situational information detection and crea-
tively put forward the concept of situational features to
ensure the logical accuracy of the model. In the process of
experiments, we found some existing problems, such as
overreliance on the accuracy of entity recognition and diffi-
culties in screening noise information effectively. In the
research, we focus on how to better combine the entity rec-
ognition model with the model proposed in this paper to
improve the detection efficiency of the proposed video scene
information detection model.
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In recent years, interval-valued Pythagorean fuzzy number is playing a more and more important role in decision management. It is a
more effective and powerful tool to handle fuzzy information in decision problems. The multicriteria decision-making theory has been
widely used in solving practical problems, such as the risk assessment of financial investment, engineering and construction, medical
and health care, and information security. The main purpose of this paper is to apply a new interval-valued Pythagorean fuzzy
decision-making method to practice and to analyze and solve the problem of wireless communication infrastructure. In this paper,
a new interval-valued Pythagorean fuzzy ranking method, extending scope of application of the VIKOR method to interval-valued
Pythagorean fuzzy set, is proposed. In order to adapt to actual needs, subjective and objective weights are combined to solve
decision-making problems to enhance its practicality, validity, and effectiveness. An example of wireless communication

infrastructure problem is provided to illustrate the rationality of this method and verify its advantages.

1. Introduction

In real life, people often cannot describe things accurately.
Words like “almost,” “probably,” and other vague adjectives
are often used to do the description. Therefore, fuzzy num-
bers are widely used, so they play an important role in
decision-making. In 1965, Zadeh developed the mathemati-
cal expression of fuzzy things, called fuzzy set theory [1]
(ES); it is widely used to deal with uncertain information in
decision-making process. It is also an important method for
fuzzy decision-making. FS expresses two dimensions: degree
of certainty (degree of membership) and degree of uncer-
tainty (degree of nonmembership). Yet, a neutral attitude
that neither agrees nor opposes cannot be expressed by FS.
Subsequently, Atanassov [2] extended fuzzy sets to intuitio-
nistic fuzzy sets (IFS); he firstly took the hesitancy degree into
consideration, which analyzes information from three
dimensions: the degree of membership #, nonmembership
v, and hesitancy 7. IFS express support, opposition, and neu-

trality at the same time to overcome the disadvantages of sin-
gle membership degree of fuzzy sets. Thus, the reliability of
decision information is greatly improved. However, there
still are cases that cannot be handled by using intuitionistic
tuzzy sets, such as u+v>1. To solve this problem, Yager
[3] introduced the concept of Pythagorean fuzzy set, stipulat-
ing that the sum of the square of membership and nonmem-
bership of Pythagorean fuzzy set is less than or equal to 1. For
example, if we describe a problem as follows: the definite
metrics (membership degree) is 0.6, indefinite metrics (non-
membership) is 0.8, because 0.6 + 0.8 > 1, which is beyond
the representation of intuitionistic fuzzy sets, but the prob-
lem can be well described by Pythagoras fuzzy set. Therefore,
Pythagorean fuzzy set extended its expression range greatly
on the basis of intuitionistic fuzzy set. It helped fuzzy
decision-making to solve more practical problems and
enhanced its practicability greatly. With the further study of
practical problems, there is also uncertainty among member-
ship index. In 2016, Zhang [4] raised the concept of interval-
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valued Pythagorean fuzzy number. This theory followed the
earlier concept of interval-valued intuitionistic fuzzy sets
and extended Interval-valued Intuitive Fuzzy Set Theory.
Besides, it enriched the previous Pythagorean fuzzy set deci-
sion method. Hereafter, Garg [5] extended Pythagorean
fuzzy set theory to interval Pythagorean fuzzy environment
and introduces some aggregation operators related to
interval-valued Pythagorean fuzzy sets. Furthermore, Garg
[6] extended the TOPSIS method and proposed a score func-
tion to determine the relative closeness coeflicient in the
interval Pythagorean fuzzy environment. Chen [7] proposed
a novel function of relative closeness and uses the closeness-
based assignment model to determine the ranking of alterna-
tives. Garg [8] provided new Pythagorean fuzzy exponential
aggregation operators and methods to solve MCDM problem
under the Pythagorean fuzzy environment. A novel concept
of linguistic interval-valued Pythagorean fuzzy set (LIVPES)
is presented in [9] to solve more MAGDM problems. More-
over, Garg [10] developed a new neutral addition and scalar
multiplication operations to solve the MAGDM problems.
These methods make fuzzy decision-making more widely
used. For example, when we say a watermelon is ripe, there
is 60% ~ 80% probability that it is ripe and 40% ~ 50% prob-
ability that it is unripe. In this case, researchers use interval
values to make a description, and the above situation can
be easily expressed as ([0.6, 0.8],[0.4, 0.5]).

In the process of decision-making, experts often need to
choose the best one among candidates. Therefore, ranking
method is very important in the decision-making process
for multicriteria fuzzy decision-making. It seems that the
previous Pythagorean fuzzy number ranking method is
effective to solve the multicriteria decision-making prob-
lems. Yager [3] defined a set of Pythagorean natural order
relationships to compare two fuzzy numbers through their
membership and nonmembership. However, there are some
Pythagorean fuzzy number pairs which cannot be com-
pared by Yager [3]. To solve this problem, Zhang [11] came
up with a strict order relation, which takes the hesitancy
into consideration. However, for some Pythagorean fuzzy
number pairs, the order relation cannot be clearly distin-
guished. Therefore, the researchers turned to ranking
methods based on score functions and accuracy functions.
Zhang and Xu [12] defined a score function for Pythago-
rean fuzzy numbers by using the square difference between
membership and nonmembership. If the membership
degree is the same as the nonmembership degree in a pair
of Pythagorean fuzzy numbers, they will be considered as
no difference by [12], which is inconsistent with the actual
situation. Similarly, the ranking method based on score
function and accuracy function is also proposed by Ren
et al. [13], which is sensitive to disturbance, and even very
small disturbance on membership degree could probably
result in completely different ranking results. Subsequently,
Ma and Xu [14] also proposed similar ranking methods
with [13], but the ranking method lacks robustness, and
the score function and accuracy function of ranking
methods in literature [13] and literature [14] did not take
the influence of hesitation into account. This may lead to
information loss to some extent. To overcome the defect
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in [13, 14], Peng and Dai [15] have defined a new ranking
schema by incorporating hesitancy into the consideration
of the score function. However, in solving practical prob-
lems, the result is different from that of other previous
ranking methods. Zhang [4] proposed a new ranking algo-
rithm based on relative closeness. Ranking score is obtained
by calculating the distance between the positive and nega-
tive ideal solutions, but the ranking method in [4] cannot
distinguish the two Pythagorean fuzzy numbers with equal
membership degree and nonmembership degree. Consider-
ing that Zhang [16] gave an expression to describe the ratio
index of Pythagorean fuzzy number, which can sort a set of
Pythagorean fuzzy number pairs. However, this method
depends too much on the set of Pythagorean fuzzy num-
bers. Once the number changed, it may lead to different
results, lacking reliability and stability.

In view of multicriteria decision-making problem,
researchers proposed many decision-making methods from
different aspects. Since 1981, based on the thought of “the
idea that the smaller the distance from positive ideal solution,
or the larger the distance from the negative ideal solution, the
better the fuzzy number it will be,” Hwang and Yoon pro-
posed the TOPSIS decision-making method [17]. Many
researchers have studied and applied this method [12, 18-24].
To solve the problem of multicriteria decision-making with
incomplete attribute information, the TODIM decision-
making method of incomplete information was proposed in
[25], considering that experts have reference dependence and
loss avoidance behaviour. Later, many researchers have
enriched the method [13, 26-28]. Taking the maximum group
utility value and the minimum individual regret value into
account, the VIKOR method was proposed by Opricovic, in
1998. It is one of the most effective tools in multicriteria deci-
sion evaluation and helpful to compare the relationship
between individual and group. Over the past 20 years, VIKOR
has been continuously extended and successfully applied to
various fields [29-34]. This paper also cites VIKOR methods
to determine objective weights in multicriteria decision-
making problems.

The theory of multicriteria decision-making is widely
used in solving practical problems, such as the risk assessment
of financial investment [35-37], engineering and construction
[38], medical and health care [39, 40], information security
[20], and other areas [41, 42]. Based on the development of
5G technology, this paper did some research on the new sit-
uation and problems in the construction and protection of
wireless communication infrastructure, focusing on the loca-
tion of 5G base stations and aiming at the balance of cover-
age, capacity, cost, and quality of current wireless networks.
The proposed options are evaluated by fuzzy decision-
making method to provide a better scheme for experts. They
are also conducive to the rapid promotion and the use of 5G
technology.

The contributions of this paper can be illustrated as
follows.

(1) By considering the relationship between membership
degree, nonmembership degree, and hesitancy
degree, this paper proposed a new ranking method
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for interval-valued Pythagorean fuzzy number based
on information reliability

(2) To solve the construction and protection of wireless
communication infrastructure problem, this paper
puts forward a decision-making schema which com-
bines subjective and objective weights to reduce the
strong influence of subjectivity on the rationality of
decision-making

(3) The proposed method extends VIKOR method to
interval-valued Pythagorean fuzzy environment.
Based on this compromised VIKOR method, the pro-
posed method makes an objective balance between
the maximum group utility value and the minimum
individual regret value according to the objective data
and solves the 5G base station selection

The rest of this article is divided into six sections. Section
2 provides a brief introduction to fuzzy sets and some related
theories. Section 3 analyzes and summarizes the previous
ranking methods of Pythagorean fuzzy numbers and
interval-valued Pythagorean fuzzy numbers. Section 4 intro-
duces the interval-valued Pythagorean fuzzy number ranking
method and the multicriteria decision method based on the
ranking rule. Section 5 uses a real case to elaborate the
working process of the proposed decision-making method.
Section 6 compares the ranking method and decision method
proposed in this paper with the previous research results in
detail. Finally, in Section 7, we perform sensitivity analysis
of the adjustment parameters involved in the proposed deci-
sion method.

2. Preliminaries

In this part, we will briefly introduce some basic definitions,
properties, and distance formulas related to interval-valued
Pythagorean fuzzy sets and then introduce an aggregation
operator.

2.1. Pythagorean Fuzzy Set

Definition 1 (see [3]). Let X be a nonempty domain, and the
Pythagorean fuzzy set P on X is represented as follows.

P={{x (up(x), vp(x))) | x € X}, (1)

where pp,(x) and vp(x) are the membership and non-
membership functions of element x for set P, respectively,
p(x) €10, 1] and vp(x) € [0, 1] and 0= (up(x))” + (vp(x))”
<1

The following distance evaluation of two Pythagorean
fuzzy numbers can be obtained.

d0r= (1) - ()

+

Based on the Pythagorean fuzzy set theory, the
researchers make a thorough discussion on the interval-

valued Pythagorean fuzzy set theory. The following is a brief
introduction to the basic definition, properties, and distance
formula of the interval-valued Pythagorean fuzzy set.

2.2. Interval-Valued Pythagorean Fuzzy Sets

Definition 2 (see [4]). Let the X be a nonnull domain, and the
interval-valued Pythagorean fuzzy set on the X is P, repre-
sented as follows.

P={<x, ([up(x), 45 (x)], [vE(x), vE ()] )>lx e X}, (3)

where [pf (x), g (x)] is the element x for the membership

range of the set, [vi(x), v{/(x)] is the element x for the set of

nonmembership value range, 0 < uf(x) < yg(x) <land0<

VE(x) <vY(x) < 1and 0 < (u¥(x)* + (WY (x)) < 1.

The distance evaluation of two interval-valued Pythago-
rean fuzzy numbers can be formulized as follows.

a0y = 3 (1) - () |+ (1) - ()
o) = Ca) 1+ (5) - ()]
()= ) | G) - ()]

(4)
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2.3. Aggregation Operator. Because of the complexity of
decision-making problem, there are a lot of interference fac-
tors in the decision-making process when experts judge the
superiority of the candidates. Therefore, the aggregation
operator for interval-valued Pythagorean fuzzy set is also
very important. Here, the traditional geometric operator will
be employed by the proposed ranking method in the paper.

Definition 3 (see [43]). Let the z; = <[p;;, ], (v, viv] >
(j=1,2,---,n) be the interval-valued Pythagorean fuzzy
set. By weighted assembly operator, the matrix is D based
on the optional scheme and expressed as follows.

9= 94 (21,2272

acr e

j=1 J=1

m X m .
w w
ATV T )
=1 j=1

3. Previous Ranking Methods

This section introduced some proposed ranking methods,
which contains some natural sequence relationship, knowl-
edge measurement, and information reliability and some
other ranking methods of Pythagorean fuzzy numbers and
interval-valued Pythagorean fuzzy numbers, and the short-
comings of these methods are analyzed as well.



3.1. Natural Sequence Relationship. Yager [1] defines a set of
Pythagorean fuzzy number natural order relations. For a set
of fuzzy number P; = (u,,v;), if y; > u,, and v, <v,, then
P,>P,, which means P, is bigger than or indifferent to P,,
we get the representation which P, takes precedence over
the P,. By comparing the membership degree of two fuzzy
numbers and the nonmembership degree, this method
obtains the size relation. According to the definition in [1],
there are some Pythagorean fuzzy number pairs that cannot
be compared.

For example, there are two Pythagorean fuzzy numbers
P, and P,, where P, = (0.8,0.4) and P, = (0.7,0.3). The com-
parison shows that y, >y, and v, >v,, we can not make a
judgment.

To make up for the defect of Yager’s method in [1],
Zhang [11] puts forward strict order relationship and con-
siders the hesitation degree.

For a set of fuzzy numbers P; = (u,, v;), 17 =1 — u? =2,
if u, 2y, v, <v,, and m, <m,, and there is a P, >P,, which
means the priority of P, is higher than that of P,. However,
strict order relationships cannot distinguish certain Pythago-
rean fuzzy numbers.

For example, there are two Pythagorean fuzzy numbers
P, and P,, where P, = (0.8,0.4) and P, = (0.7,0.5). It can be
seen that y; > p,, v, <v,, but m, > m,, so it can not be judged
by this method.

3.2. Ranking Methods for Pythagorean Fuzzy Numbers.
Zhang and Xu [12] defined a score function that, let P, =
(4y>v1) and P, = (u,,v,) be two Pythagorean fuzzy num-
bers, and the function they proposed as follows.

Szhang (ﬁ) = MZ - vz’ (6)
The following ranking rules are defined.

if Szhang( ) < Szhang( )’ then Pl < P2’ (7)

if Szhang( ) Szhang (PZ)’ then Pl ~ PZ’ (8)
where < means smaller than and ~ means indifferent to.
According to above methods, we find that the ranking

method cannot be compared in some cases. For Pythagorean

fuzzy numbers P, =(0.8,0.4) and P, =(0.7,0.1), the value
can be computed as follows.

S hang(P1) = 0.8% = 0.4% = 0.48 ;

©)

Syhane(P>) = 0.7% = 0.1% = 0.48.

zhang(
Since S,pung(P1) = Syhang(P2), We got Py ~P,. But it is
obvious that the P, and P, are two different fuzzy numbers,
so the judgment method is unreasonable.
To solve the above problems, the method [13] is moti-
vated by [12], and it can be described as follows.

Speng(f)) =‘L£2+V2. (10)
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Moreover, following ranking rules are defined.

if Szhang( ) < Szhang( )’

if Szhang( ) Szhang (PZ)’
< Speng( ,), then P, <P,
S

seng(Py)  then Py ~P,.

then P, <P,,

(11)
if Speng( )
if S

peng ( )

The method [13] has improved and overcome the short-
comings of [12]; it seems more reasonable, but in fact, there
are still some problems. For example, existed two Pythagorean
fuzzy numbers P, and P,, P, = (0.8,0.4), P, = (0.7,0.1), from
formula (5), Szhang( 1) = Sihang(P>), We cannot make the
right judgment; then, we reuse formula (7) S,e,q(P;) = 08
+0.4% = 0.80 > S, (P,) =0.50 = 0.7% +0.1%, that is to say
P, > P,. When we consider making a small change in P, as
a P, and set P| to P;=(0.7999,0.4), and the difference
between the original P, of the membership value is only
0.0001. This time we get S, (P )<Szhang( ,)>» which is
contrary to the original result. Therefore, we concluded that
this ranking method is less robust and sensitive to perturba-
tions of small values, and the ranking method is unstable.

Zhang [4] focuses on distance measurement, and the
ranking result is obtained according to the distance between
Pythagorean number and ideal solution.

They defined A(1,0) and B(0, 1) representation point is
A a positive ideal solution point; the point is B a negative
ideal solution point, and the distance between the positive
and negative ideal solution is expressed as d(P,A) and
d(P, B), respectively, and

1

d(P,A) = = (|(up)* - (va)?[ + [ (mp)? = (4)?])-

(12)
There is a set of Pythagorean fuzzy numbers P = (fi, V);

by measuring the distance, Zhang [4] defines the following
scoring functions.

(.“A)2| + |(VP)2 -

-\ d(P,B) ~ 1-12
“p)= d(P,A) +d([),3) T (13)

The ranking method is described as follows.

if ¢(P)) < c(P,),
if ¢(P,) = c(P,),

then P, <P,,
(14)
then P, ~P,.

For example, there are two Pythagorean fuzzy numbers
P, =(0.7,0.7) and P,=(0.5,0.5). The calculation shows
that ¢(P,) =c¢(P,) =0.5, then P, ~P,. It can be obviously
concluded that P, and P, are two different fuzzy numbers,
so the judgment method is unreasonable.

3.3. Knowledge Measurement and Information Reliability.
The correlation ranking method about comprehensive
knowledge measure and information reliability was proposed
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FIGURE 1: Schematic illustration of Pythagorean fuzzy number geometry.

in [44]. If there is a Pythagorean fuzzy number Y (u, v, ), set
a preference factor §(0 <8 < 1/2). Based on the theory of
distance measurement from positive and negative ideal
solutions, they introduce two Pythagorean fuzzy numbers
A(1,0,0) and B(0,1,0) and use formulas d(Y,P,.,.) and
d(Y, Pg,,.) to express a closer or longer distance between Y
and A and B.

The expression of the defined knowledge measure
function are as follows:

K(Y) =8{1 - % (% +n2)} +(1-8)d(Y,0),
(15)

where § is a preference parameter.

Generally, if there is no extra preference relationship,
0=1/2 means that expert treats the two components
equally.

As shown in Figure 1, the arc AB represents the point of
p? +v? =1, and the hesitation value of any point on the arc is
0. At this point, we call the Pythagorean fuzzy number 1. The
point in the sector area OAB can be described as 0 < y? + v?
< 1. The Pythagorean fuzzy number information repre-
sented by these points is more or less hesitant. There is a
Pythagorean fuzzy number Y located in the regional OAB.
The projection of the arc AB in the y direction and the v
direction is represented by points M and N, respectively.
The shaded area MYN can be used to indicate the distance
between the point Y, and the arc MN is an uncertain degree
of information Y. The smaller the shadow MYN area, the
more reliable the information represented by the Pythago-
rean fuzzy number Y [45].

1
S(Y)=1-Syyn=1-(Smon — Samoy — Sanoy) =1-— 5772-

(16)
Definition 4 (see [45]). There is a set of Pythagorean fuzzy
number P;=(y,,v;,7;)(i=1,2). The ranking rules for

knowledge measurement and information reliability are as
follows.

if K(P,) <K(P,), then P, <P,
if K(P,) = K(P,),

if S(P,) < S(P,),

if S(P,) = S(P,),

(17)

then P, <P,,
then P, ~P,.

This method can calculate the Pythagorean correlation
ranking results well and completely, but it is impossible to
distinguish the interval-valued Pythagorean fuzzy numbers.
Therefore, we extend this method to the interval-valued
Pythagorean fuzzy environment to expand the scope of prac-
tical application.

3.4. Ranking Methods for Interval-Valued Pythagorean
Fuzzy Numbers

3.4.1. Closeness Index-Based Score Function. In order to sort
two interval-valued Pythagorean fuzzy numbers, the corre-
sponding method was proposed in [4] which makes judge-
ment base on the distance of positive and negative ideal
solutions; the main ideas of this method are as follows.

To define an interval-valued Pythagorean fuzzy number
,B=P([yé, ptg], [vé,vg]) and o', o represents its positive
and negative ideal solution, which o* =P([1,1],[0,0]) and



o~ =P([0,0],[1,1]). Then, the function of B is defined as
follows.

“P=Gpo +d<}3,o+>
R C) I C)) "

4= () - (u8) - () - ()"

The ranking rules can be described as follows.

if {(Py) <C(Py),
if«Pl) =C(P2>’

then P, <P,,
then P, ~P,.

(19)
Example 1. There are two interval-valued Pythagorean fuzzy
numbers P, and P,; P, =(]0.5,0.6],[0.5,0.6]), and P, =
([0.4,0.7],[0.4,0.7]). The calculation shows that {(P,)=
{(P,) =0.5; we obtained that P, ~ P,. But, obviously, the
fuzzy number P, is different from P,, where the membership
and nonmembership ranges are consistent; the Pythagorean
fuzzy numbers cannot be compared.

And then, Garg [46] developed an improved score
function for interval-valued Pythagorean fuzzy numbers, to
define an interval-valued Pythagorean fuzzy number P = (]
ph(x), ug (x)], [Vh(x), v¥ (x)]), which is denoted by P = ([a,
bl, [c, d]). And they gave the score function of P as follows.

(aZ-é)(1+m)+(b2-d2)<1+

2

1-b - )

>

M(P) =

(20)

where M(P) € [-1,1].
Based on the definition of M(P), the ranking rules can be
described as follows.

if M(P,) < M(P,),
if M(P,) = M(P,),

then P, <P,

(21)

then P, ~P,.

Example 2. There are two interval-valued Pythagorean fuzzy
numbers P, and P,; P, = ([0, 1], [0, 0]), and P, = ([1, 1], [0, 0]).
The calculation shows that M(P;) = M(P,) = 0; we obtained
P, ~ P,. Obviously, P, and P, are different, but we have come
to the conclusion that P, = P,. Therefore, Garg’s method can-
not distinguish P; and P,.

3.4.2. Novel Pearson-Like Correlation-Based TOPSIS Model.
Similarly, the Pearson-based correlation measure method
and the interval-valued Pythagorean correlation coefficient
method were proposed in [47] to solve the ranking problem
of interval-valued Pythagorean fuzzy number.

Let P;; and P, be two values in the interval-valued
Pythagorean fuzzy matrix D. The interval-valued Pythago-
rean fuzzy correlation coefficient of y*g(P;, P,,) between
P, and Py, is defined as follows.
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1 _ -
Y (P> Pp) = 6 (ﬂlf (Pip» Pip) + 1, (Piys Pp) + 177 (Pyy» Pp)

+ 17" (Piys Pp) + 17 (Pips Ppy) + rzl;H(Pil’PiZ))’

(22)
which,
Py Pa) = g () - (5))- ()" ())
Zhow(e) = () ) 2w ()~ (5))
sy )~ ))-(() (1))
saw((k) - (% >2>2°\/ () - (1))

On the basis of the TOPSIS method and the Pearson cor-
relation coeflicient, the interval-valued Pythagorean correla-
tion closeness index CI(P) of interval-valued Pythagorean
numbers can be defined as follows.

CI(P) = =CCy (P;) + (1 = 1)CCy(P)), (24)
where
. 1—y%(P, P
P = 5o P< _ j)P Py
y¥ (P Py) —y@(P P,) 25)
1+y¥(P;, P
P = e p P< z)P P
Ty ( i’ #)+V ( i *)

where P; means interval-valued Pythagorean numbers of
matrix D, P, means an characteristics of positive ideal solu-
tion, and P, means a characteristics of negative ideal
solution.

The larger the CI's value, the better the fuzzy number.
The CCY(P;) and CC¥(P;) are the interval-valued Pythago-
rean correlation coefficients based on approximation and
avoidance attitude, and the parameter # is the adjustment
coeflicient of approximation and avoidance, where 0 <7 < 1.

Example 3. For two sets of interval-valued Pythagorean fuzzy
numbers P, and P,, p,([0.2,0.3], [0.4,0.6]) and p,([0.5,0.8], |
0.4,0.6]) are with same nonmembership degree. Our intuitive
comparison of membership can be concluded quickly, but
the results cannot be obtained by using the above method.
Therefore, the method has some defects.

3.4.3. Accuracy Function and Distance Measures. In [5], Garg
introduced an accuracy function of interval-valued Pythago-
rean fuzzy numbers. Let P = ([uk(x), 5 (x)], [Vh(x), v§ (x)])
which is denoted by P=([a, ], [c, d]). And there are three

score functions as follows.
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a2+ -c-d°

P - -~
S(P) .
2, 12 2
H(P):a +b ;—Cz-l—d’ (26)
v (P)_az—\/l—az—c2+b2—\/1—b2—d2
g - 2 >

where S(P) € [-1,1], H(P) € [-1,1], and M(P) € [-1, 1].
Let P, and P, be any two interval-valued Pythagorean
fuzzy numbers. Then,

if S(P,) <S(P,), then P, <P,
if S(P,)=S(P,), then P, ~P,,
if H(P,) <H(P,), then P, <P, )
if H(P,)=H(P,), then P, ~P,,
if My(P,) < M,(P,), then P, <P,
it My(P,)=M,(P,), then P, ~P,

Example 4. There are two interval-valued Pythagorean fuzzy
numbers P, and P,; P, = ([0.4,0.6], [0.6,0.8]), and P, = ([0.5,
v0.27],[v/0.27,/0.73]). The calculation shows that
S(P,)=S(P,) =~0.24, H(P,)=H(P,)=0.76, and M,(P,)
=M,(P,) =~ -0.0864. We obtained P, ~P,. Obviously, P,

and P, are different, but we have come to the conclusion
that P, = P,. Therefore, Garg’s method cannot distinguish
P, and P,.

To overcome this problem, Garg [48] developed a differ-
ent accuracy function. For an interval-valued Pythagorean
fuzzy number P = ([pb(x), pup (x)], [v5(x), v5 (x)]) which is
also denoted by P=([a,b],[c,d]), an improved accuracy
function K is defined by

A+V1-—a2 -2+ +a2V1-0 - 42
MGrag(P): 2 >

(28)

where MGmg(P) €[-1,1].
Based on the function, the ranking rules can be described
as follows.
ifMGrag(Pl) <MGrag(P2)’ then Pl < PZ’ ( )
29

if]\4Gra\g(Pl) =MGrag(P2)’ then Pl NP2'

Example 5. There are two interval-valued Pythagorean fuzzy
numbers P, and P,; P, = ([0, 1], [0, 0]), and P, = ([1, 1], [0, 0]).
The calculation shows that Mg,,,(P;) = Mg,,(P,) =0. We
obtained P, ~ P,. Obviously, P, and P, are different, but we
have come to the conclusion that P, = P,. Therefore, Garg’s
method cannot distinguish P, and P,. So it still has some
disadvantage of those accuracy functions.

Kumar et al. [49] put forward the interval-valued Pythag-
orean fuzzy ranking method about accuracy function and
distance measure; the method can be illustrated as follows.

Set of interval-valued Pythagorean fuzzy number p =

([Ep(u),pp(u)],[zp(u),fzp(u)]), a transformation of the

expression of P, recorded as p=([r,7,], [dp,t_ip]), of
which [11,, T’p] represents the lower and upper stfength of
interval-valued Pythagorean fuzzy number; [d,, d,] repre-
sents the lower and upper strength directions of interval-
valued Pythagorean fuzzy numbers. The relationship

between p = ([ﬁp(u),pp(u)], [v,(u),v,(u)]) and [r,,7,], [d,,

d,] is as follows.

(1) =1, cos (6,),1,(u) =z, 5in (6,).  (30)

fip(u) =1, cos (6,), ¥, (u) =7 sin (6,), (31)

20 20
d=|1-=2,1--2]. 32
d, < - ﬂ) (32)

According to the above relations, in order to solve the
problem of comparison between Pythagorean fuzzy numbers
during the period, an extended accuracy function is pro-
posed. For each Pythagorean fuzzy number p= ([yp(u),

#, ()], [v, (1), v, (u)]), the following accuracy functions
are defined as follows.

T(p) = 2(rpd, + rp‘_ip)4_ (rp+7,) + 2, (33)

where

(34)

20 20
d=[1-21-"22], 35
d, < - 7,) (35)

And define the comparison rules as follows.

if T(py) < T(p,) thenp, <p,
if T(p,) > T(p,) thenp, > p, (36)
if T(p,) = T(p,) thenp, ~p,.



4. A New Ranking Method of Interval-Valued
Pythagorean Fuzzy Numbers Based on
Information Reliability

From what we have discussed in the previous section, there
are still some problems with the ordering of two intervals of
Pythagorean fuzzy numbers.

(1) If the membership and nonmembership of the inter-
val Pythagorean are equal (equivalent to the Pythag-
orean fuzzy number), it may not be possible to
distinguish between such two intervals with the pre-
vious method

(2) For two different intervals of Pythagorean fuzzy
numbers, when we use previous method to compare
the size, sometimes the two fuzzy numbers are the
same, so the size cannot be compared

(3) The use of previous methods may sometimes go
against popular perception and lead to wrong
conclusions

In order to solve these problems, we propose a new inter-
val Pythagorean fuzzy sorting function.

4.1. Ranking Function. In practical applications, the member-
ship degree and nonmembership degree of a candidate may
only be expressed by interval number, which cannot be deter-
mined as a certain number. Based on the above consider-
ations, we extend the ranking method to interval-valued
Pythagorean fuzzy numbers to expand the available range
of the ranking method to solve more practical problems.

Based on the idea of the method proposed by the [50], we
make the assumptions as follows.

Two sets of interval-valued Pythagorean fuzzy number

P= ([ ] [ V8D, P' = (e, 01, I vE]), the value

distribution is shown in Figure 2; the shadow S1 indicates
the degree of information uncertainty in Pythagorean fuzzy
P.

Inspired by the ranking thought of literature [50], an
interval Pythagorean fuzzy number P = {[‘u}%, ‘ug], [VIL), vg 1}
can be expressed in the rectangular coordinate axis as follow-
ing four points. If we express it in the right axis, we can get
the following points P (5, vy), P, (15, v,)), Ps(¢;, v;), and

P, (.”g > Vg )-

We call P, the most credible point. The hesitancy degree
of point P, can be expressed in the area y,p,y, [50] and
recorded as S,. Suppose there are two interval Pythagorean
fuzzy numbers P,, and Py,, when these two points take the
optimal values P,, and Pg,, we can calculate their informa-
tion reliability. The larger S, is, the more hesitant the
interval-valued Pythagorean fuzzy number P is, and the less
credible the interval-valued Pythagorean fuzzy number P is.

However, when two interval-valued Pythagorean fuzzy
numbers have the same degree of hesitation, we may not be
able to compare them. To achieve the preciseness of the rank-
ing method, we propose to compare information reliability in
y direction and v direction. Compared with the two points
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Py (4> vy) and Py (u, ,va ){; the u values are taken as the two

ends of the interval [yp, ty ], respectively. The degree of hes-

itation in point P, is expressed in area S, , , , and the degree

of hesitation in point P, is expressed inarea S, , , . Then, the
3P3)1

difference between those two areas is the hesitation of

interval-valued Pythagorean fuzzy numbers in the y direc-

tion and recorded as S,, which, §,=S ., =S, ., -

S, p.y,» and when the S, gets bigger, the hesitation degree of

P gets bigger, and the credibility degree gets lower.
Likewise, the interval-valued Pythagorean fuzzy number
hesitation degree of P in the v direction is recorded as S;,

which $;=§, ., =S, ,, =S, ,,» and when the §; gets

bigger, the hesitation degree of P gets bigger, and its credibil-
ity gets lower, and the less credible it is. Inspired by [49], S, ,
S,, and S5 can be calculated as follows.

1 2
S1 = 57-[p4, (37)

= S)’3P4J’4 = S}’30J’4 - S)’S"Pq - S)’4°P4

Sz = SJ’zP1P3)’3 = S}Vzpl)’l B SJ’sPs)’]

/N

S)’z")ﬁ B SJ’zDP1 - SJ’10P1> B (S)’s")’l N S)’30P1 - S)’sopl)

1
2 2
T[P1 E T[P3 >

N —

(38)

S3 = SY2P1P3J’3 = S)’zPlJ’l - S)’szh
= (SJ’ZO)’l - SJ’ZOP1 - Sylopl) - (S}’zo)’4 N S)’zopz - S)’qopz)

1 2
= Enpl

1,
37T, (39)

In order to compare interval-valued Pythagorean fuzzy
numbers, we propose the following ranking methods.

if $;(py) <S1(p,)

ifs1(P1) = Sl(PZ)’
if S,(p,) <S,(p,)then P, >P,,

(41)
(42)
if S,(p,) = S5(py), (43)
(44)
(45)

then P,>P,, (40)

41

42

if S;(p,) < S5(p,)then P, >P,, 44

if S3(p;) = S5(p,)then P, ~ P,. 45

Apply the new ranking method proposed in this paper to
the previous methods described above, and we can get that.

In Example 1, P, =([0.5,0.6],[0.5,0.6]), and P,=(]
0.4,0.7],[0.4,0.7]), we get S,(P,;)=0.14, and S;(P,)=0.1.
The rank of those two interval-valued Pythagorean fuzzy
number is P,_P,.

In Examples 2 and 5, P, = ([0, 1], [0, 0]), and P, = ([1, 1],
[0,0]), we get S;(P;) =S,(P,)=0, S,(P;) =0.5, and S,(P,) =
0. The rank of those two interval-valued Pythagorean fuzzy
number is P,_P,.
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FIGURE 2: Schematic diagram of interval-valued Pythagorean fuzzy number.

In Example 3, P, =([0.2,0.3],[0.4,0.6]), and P, =(
0.5,0.8],[0.4,0.6]), we get S,(P,)=0.275, and S,(P,)=0.
The rank of those two interval-valued Pythagorean fuzzy
number is P,_P,.

In Example 4, P, =([0.4,0.6],[0.6,0.8]), and P, =(0.5,
V0.27],[1/0.27,1/0.73]), we get S;(P;)=S,(P,) =0, S,(P;)
=0.1, and S,(P,) =0.01. The rank of those two interval-
valued Pythagorean fuzzy number is P,_P,.

There are some unreasonable problems in the previous
ranking methods. We list the defects of these ranking
methods as Table 1.

Obviously, we can compare the two interval-valued
Pythagorean fuzzy sets with the same membership degree
and nonmembership degree. We can also compare the
Pythagorean fuzzy numbers between two intervals with the
same nonmembership degree. Therefore, the proposed
method can solve some problems that cannot be compared
before, and this has practical significance.

4.2. Extended VIKOR Decision-Making Methods. Because the
research of Pythagorean fuzzy decision-making is still in its
infancy and the extension of Pythagorean fuzzy set has the
advantage of information representation, it is of practical sig-
nificance to find a decision-making method for Pythagorean
fuzzy set to solve practical problems. VIKOR (Vlse Kriteri-
juska Optimizacija I Komoromisno Resenje) is a multiattri-
bute decision-making method proposed by Opricovic [51]
in 1998. By calculating the positive and negative ideal solu-
tions of each option and combining the preferences of
experts, the alternatives are sorted according to the evalua-
tion value of the scheme and the proximity of the ideal
scheme. Based on the maximum group utility value and the
minimum individual regret value, this study summarizes
the current decision methods of Pythagorean fuzzy numbers.
It is considered that the extension of multicriteria compro-
mise solution scheduling method (VIKOR) to Pythagorean
fuzzy environment will help to solve more practical prob-
lems. VIKOR method is a compromise method, which sorts

the finite decision scheme by maximizing group utility and
minimizing individual regret.

4.2.1. Determination of Positive and Negative Ideal Solution.
Set A, as a collection of m options, represents A={A,A,,
--+,A, }; Cis a collection of n evaluation criteria,which repre-
sents C={C,, C,,-+-,C, }. The evaluation criteria C is divided
into two categories C* and C~, where C* cC,C” cC,C*n
C™ =¢, C" indicates that the criteria were benefit-oriented,
and C~ indicates that the criteria is cost-based. To obtain a
— (L UL vUTY (G =

set of performance data a;; = ([yij,yij][vij,vij]) (i=1,2,,
m;j=1,2,--,n) for m options of n evaluation criteria in
the form of interval-valued Pythagorean fuzzy numbers,
of which [y, ujj] is the membership value range, which
0< yiLj < Mg <1, [viLj, vg ] is the value range of nonmember-
U Uz, U2
ij < 1vij + U <l1.

Generally, we can obtain an interval-valued Pythagorean
decision matrix D as follows.

ship, which 0< viLj <v

Cl C2 Cn’
Al le ZZl an
Al ZZI 222 Zn2 (46)
D=(ay),,, = .
Al Zml Zm2 Zmn

As for a Pythagorean fuzzy set, the larger value of y and
the smaller value of v, the bigger the value is. Likewise, inter-
val numbers ([1, 1], [0, 0]) and numbers ([0, 0], [1, 1]) can be
regarded as positive and negative ideal solutions of interval-
valued Pythagorean fuzzy sets. In terms of solving practical
problems, it is sometimes unreasonable to simply set a fixed
value as a positive and negative ideal solution. Therefore,
we propose to calculate the corresponding positive and
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TaBLE 1: Shortcoming of previous ranking methods.
Method used Score function Shortcoming (some. fuzzy numbers cannot be
judged)
Yager [1] If u, 2, and v, <v,, then P, >P, If u, 2y, and v, 2 v,
Zhang [11] Yy = phy, V1 £V, and 71, <715, then P, >P, If p, 24y, v <vy, 271,
Zhang and -
o [1g2] S hang (P) = 1~ e.g., P, =(0.8,0.4), and P, = (0.7,0.1)
Peng [13] Speng (p) = W+ v Robustness
L 2 U 2
Zhang (4] {(B) = PO 2-(v) - (%) eg. P, = ((0.50.6),0.50.6]), and P, =
Cd(BO)+d(BOY) (N (0N () (V) ([0.4,0.7],0.4,0.7))
4= () (k) - () - ()
Ho [47] CI(P) = 7sCC(P;) + (1 — )=CC¥(P,) e.g» p,([0.2,0.3],[0.4,0.6]), and p, ([0.5,0.8], [0.4,0.6])
_d+b-E-4

S(P) = 5= eg., P, = ([0.4,0.6],[0.6,0.8]), and P, =

Garg [5] H(P) = W
M, (P) = £ TZE=E s - VIF ([o.s, \/0.27}, [\/0.27, \/0.73])
g
2/1-a2 -2+ b2 2
Garg [48] Merog(P) = @+bV1-a-c ;b ta’V1-b-d eg. P, = ([0,1],[0,0]), and P, = ([1, 1], 0, 0])
- V1-a2—c2 [E
Garg[46]  p1(p)= (@ )<1+ e C) (- )(” -0 d) eg. P, =([0,1],[0,0]), and P, = ([1, 1], [0, 0])
2
negative ideal solutions for each criteria according to the w(z* _ z~>
actual standard data values. R=—max_~' 7 (50)
Let the positive ideal solution be expressed as Z* = b zj - z;

{[ube, udi], [VE., vYi]}. The standard data column is repre-
sented as C = {Zln’ZZn’ : Zmn} where Zmn - {[/’lmn’/’lmn]
[vE ., vY |}, According to the theory of positive and negative
ideal solutlon the maximum value of the upper and lower
bounds of the membership degree in all schemes is taken
as the upper and lower bounds of the membership degree
of the positive ideal solution, and the minimum value of
the upper and lower bounds of the nonmembership degree
of the positive ideal solution is taken as the upper and lower
bounds of the nonmembership degree of the positive ideal
solution. In the same way, we hold the minimum of upper
and lower bounds of membership as the upper and lower
bounds of nonmembership degree of the positive ideal solu-
tion and hold the maximum of upper and lower bounds of
nonmembership as the upper and lower bounds of non-
membership degree of the positive ideal solution. Z* and
Z~ are defined as follows.

A { [max yILnn, max ygm} , [min vt min ng} }, (47)

mn’

7~ ={[min gk min ‘ugn] [max vE | max vrlrjm] }-
(48)

4.2.2. Integrated Assessment Value. A conventional VIKOR
method has the following rules.

nw. |zt —z.
1(1 l])
5= 305

j=1 j j

(49)

The value of S; is the group benefit value, which is to
ensure that all the indicators can be considered in the
decision-making. The R; is the largest individual regret
value, which is to consider the impact of the largest deviation
index on the scheme ranking.

Direct calculations of Pythagorean fuzzy numbers lose
too much important raw information. We use the Hamming
distance.

ez =3 () - ()] () - ()
() = () [+ 05) = (2)]
() = () [+ (=2) = (=)

(51)

Among them, z, and z, are two interval-valued Pythago-

rean fuzzy numbers.
The improved S; and R; formulas are as follows.

+

+

(53)
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FiGure 3: Working process of the proposed method.
To be able to take into account the value of group benefit 0 Qi
. . o ==\ (55)
and not ignore the maximum individual regret value, the fol- Y Qi
i=

lowing comprehensive evaluation methods for S; and R; are
defined as follows.

Sl‘_87
Q=rs s

R,-R
+(1-v) R (54)
where v is the adjustment parameter of decision mechanism.
When v > 0.5, the decision to maximize the group benefit is
adopted; when v < 0.5, the decision to maximize the maxi-
mum regret of the individual is adopted, and when v =0.5,
the compromise decision strategy is adopted, which not only
pays attention to the overall situation of the scheme but also
takes into account the situation of a single multi-index. By
doing this, it pursues the maximization of comprehensive
benefits and the minimization of individual losses. In addi-
tion, $* = max$;, ™ = miinS,», R*=maxR;,and R™ = miian-.
1 1

4.2.3. Weight Determination Method. Based on the consider-
ation of practical problems and the relevance of practical
problems, we adopt the method of integrating subjective
and objective weight, set up a regulating parameter A(0 < A
< 1), and calculate the final weight of each evaluation cri-
teria. The subjective weight given by each evaluation criteria
is assumed to be w!=(w}, w3, --,w}), while the objective
weight w{ is based on data and calculated on the basis of
comprehensive evaluation values as follows.

where Q; is a comprehensive evaluation and can be taken
to calculate the objective weight. So it can reflect real data
information.
Which,
0

0 = (@, W+ ). (56)

i n
Integrated,

wj=A-aw)+(1-1)- . (57)
The A is the adjustment parameter of subjective and
objective weight. When >0.5, the objective weight is larger
and more attention to objective data; when A < 0.5, the sub-
jective weight is larger and more attention to expert judg-
ment. As A=0.5, the subjective and objective weight is
equally important. w; is the final weight of each alternative
criteria.

4.3. Multicriteria Decision-Making Method under Interval-
Valued Pythagorean Fuzzy Environment. This section
extends VIKOR method and aggregation operator to propose
a new multicriteria interval-valued Pythagorean fuzzy deci-
sion method to solve practical problems. The proposed solu-
tion is shown in Figure 3.
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Establish interval Pythagorean
fuzzy decision Matrix D

[ } )
Calculate the positive ideal Calculate the negative ideal
solution Z* by Eqgs. (41) solution Z~ by Egs.(42)
Calculate the group benefit Calculate the largest individual
value Si by Eqgs. (43) regret value Ri by Eqgs. (44)
( J

!

Calculate the comprehensive
evaluation value Qi by Egs. (47)

l

Subjective weight W' from Obtain the objective weight
decision makers Wo by Egs. (48)
U J

[

Calculatethe combined
weights Wi by Egs. (49)

l

Obtain the aggregation interval Pythagorean fuzzy
numbers gi by Egs. (5)

l

Calculate and compare
information reliability S1

Whether
the results of S1
are equal

Calculate and compare
information reliability S2

Whether the
result of S2 is
equal

Calculate and compare
information reliability S3

No

No s

Give the ranking order

End

FIGURE 4: Flow chart of decision process.

A multicriteria decision-making method with interval-  Step 3. Calculate the group benefit value S; by Eq. (49) and the
valued Pythagorean fuzzy information may be summarized = largest individual regret value R; by Eq. (50) and make use of
as follows. S; and R; to calculate the comprehensive evaluation value Q;

by Eq. (54).
Step 1. Establish interval-valued Pythagorean fuzzy decision
matrix D(4;  C)).

Step 4. Obtain the objective weight w{ by Eq. (55) and then
Step 2. Calculate the positive ideal solution Z* by Eq. (47) and ~ combine it with the subjective weight w; from expert to get
negative ideal solution Z~ by Eq. (48). the combined weights w; by Eq. (57).
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TaBLE 2: Decision matrix.

Cl C2 c3 c4
Al ([0.5,0.6], [0.2,0.3]) ([0.6,0.7], [0.3,0.4]) ([0.5,0.8], [0.5,0.6]) ([0.3,0.6], [0.3,0.4])
A2 ([0.4,0.8], [0.3,0.4]) ([0.7,0.9], [0.2,0.3]) ([0.6,0.8], [0.3,0.4]) ([0.6,0.7], [0.2,0.3])
A3 ([0.5,0.6, [0.1,0.3]) ([0.6,0.7], [0.2,0.4]) ([0.5,0.8], [0.4,0.6]) ([0.3,0.61, [0.2,0.4])
A4 ([0.3,0.7], [0.3,0.4]) ([0.6,0.8], [0.2,0.3]) ([0.5,0.7], [0.3,0.4]) ([0.5,0.6], [0.2,0.3])

Step 5. Obtain the aggregation interval-valued Pythagorean
fuzzy numbers g; by Eq. (5).

Step 6. Calculate the information reliability S, S,, and S;(Egs.
(37)-(39)) of alternatives A; by using the interval-valued
Pythagorean fuzzy number set g,.

Step 7. The ranking method proposed in this paper is aimed
at calculating the score function by Eq. (40) of each scheme,
and the better scheme is obtained by ranking rules.

The flow chart of decision process is shown in Figure 4.

5. Application Example

In order to illustrate the feasibility of the proposed method in
solving the multicriteria decision problem, this paper takes
the construction of wireless communications infrastructure
as an example to illustrate the decision analysis process and
makes a comparison of this method with other methods.

Due to the rapid development of the Internet and the
continuous upgrading of communication technology, we
are ushered to the era of high-speed mobile communication
network. The development of 5G technology can deal with
the growth of more traffic mobile services in the future and
massive new services as well as new devices. 5G technology
has been studied further. The launch of 5G of mobile com-
munication technology standard industry in 2016 accelerated
the pace of 5G technology research and development. China
regards information technology as the primary task of sci-
ence and technology development and thus continuously
increases 5G R&D investment. 5G technology satisfies the
Internet and people’s demand for communication stability.
It has been officially commercialized. People enjoy the effi-
cient and convenient life brought by high-speed network.
When mobile phones are used to watch TV, video call, watch
live broadcast, and on-line courses and do other activities, the
efficiency of network transmission and the fluency of viewing
has been significantly improved, which has brought better
experience for users.

However, with the development of communication net-
work and communication service, there are many new prob-
lems in the construction and protection of communication
infrastructure. It is also difficult to choose the base station.
The site selection unit needs to make a comprehensive pro-
grammer on the siting of base station and other relevant
parameters on the basis of the environmental and business
distribution characteristics of the covered area so as to bal-
ance the coverage, capacity, cost, and quality of wireless net-

TaBLE 3: Distance matrix from the positive solution.

Cl C2 (0X) C4
Al 0.0941 0.1127 0.0834 0.0947
A2 0.0405 0.0000 0.0000 0.0000
A3 0.0990 0.1199 0.0661 0.0973
A4 0.0673 0.0757 0.0658 0.0602

work in this area. 5g development, base station first. 5G base
station is not only an important part of the new infra-
structure construction but also the foundation of 5g tech-
nology to bring economic output. Therefore, it is urgent to
solve this problem. The siting of 5G base station should be
based on the total cost of its construction, the cost of sig-
nal coverage, system capacity, and network communica-
tion quality. Evaluation criteria should be established as
C;(j=1,2,3,4). The experts have proposed four plans A,
(i=1,2,3,4). Based on previous experience, network oper-
ators evaluate each scheme and make decisions matrix as
shown in Table 2. Experts indicated that four program-
mers have its own strengths. And the corresponding
weight is w] = {0.25;0.25;0.25;0.25}.

According to the expert evaluation and weight informa-
tion, the expert calculates the scores of the four schemes
and obtains the better scheme.

On the basis of the decision matrix, the positive ideal
solution group of the criteria Z; (j=1,2,3,4) and the nega-
tive ideal solution Z; (j= 1,2, 3, 4) are calculated as follows.

Z! ={([0.5,0.8],[0.1,0.3]), ([0.7,0.9, [0.2,0.3]),
(0.6,0.8], [0.3,0.4]), ([0.6,0.7], [0.2,0.3]) },

Z; ={([0.3,0.6],[0.3,0.4]), ([0.6,0.7], [0.3,0.4]),

(58)
(0.5,0.7], [0.5,0.6]), ([0.3,0.6], [0.3,0.4]) }.

According to formula (50), the distance between each
evaluation value and positive ideal solution is calculated as
the matrix composed of d(z}, z;;) shown in Table 3, and the
distance between the positive and negative ideal solutions is
obtained from the vector D =[0.1011,0.1127,0.0823,0.0947].

According to formula (52), the group benefit value is cal-
culated as S;(i=1,2,3,4)
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”d(f u) 0.0941  0.0405 0.0990 0.0673
Sl:zd =

= + + + =2.9772,
= (Zf Zf> 0.1011 = 0.1011 = 0.1011  0.1011
%
0.1127  0.0000 0.1199 0.0757
S, = + + + =2.7358,
0.1127 ~ 0.1127 ~ 0.1127  0.1127
0.0834  0.0000 0.0661 0.0658
S; = + + + =2.6163,
0.0823  0.0823  0.0823  0.0823
0.0947  0.0000 0.0973  0.0602
S, = + + + =2.6630.
0.0947 ~ 0.0947  0.0947  0.0947
(59)

According to formula (53), the matrix of individual regret
value R;(i=1,2,3,4) is showed in Table 4.

Got that R, =0.9796, R, = 1.0644, R, = 1.0137, and R, =
1.0275

According to formula (54), the comprehensive evaluation
value of each criteria is calculated. The value of v here is v
=0.5, which indicates that a compromise decision strategy
is adopted, and the overall situation of the scheme and the
case of a single multi-index are taken into account. The dis-
tance formula in the example adopts Euclidean distance.

2.9772 - 2.6163 0.9796 — 0.9796

Q=05% " " 4 (1-0.5)% ——— =0.5000,
2.9772-2.6163 1.0664 — 0.9796
2.7358 - 2.6163 1.0664 — 0.9796
Q=05% 0 " L (1-0.5)% " =0.6655,
2.9772-2.6163 1.0664 — 0.9796
2.6163 - 2.6163 1.0137 - 0.9796
Q=05% " 4+ (1-0.5)% —— " =0.2014,
2.9772-2.6163 1.0664 — 0.9796
2.6630 - 2.6163 1.0275 - 0.9796
Q=05+ +(1-0.5) * =0.3471,

2.9772-2.6163 1.0664 — 0.9796
Q,={0.5000;0.6655;0.2014;0.3471}, (i=1,2,3,4).

(60)

According to formula (55) and the comprehensive evalu-
ation value, the objective weight of the alternative scheme is
calculated.

. 0.5000
? = =0.2917,
0.5000 + 0.6655 + 0.2014 + 0.3471
. 0.6655
g = =0.3883,
0.5000 + 0.6655 + 0.2014 + 0.3471
. 0.2014
w) = =0.1175,
0.5000 + 0.6655 + 0.2014 + 0.3471
. 0.3471
w) = =0.2025,

7 0.5000 + 0.6655 + 0.2014 + 0.3471
w? ={0.2917;0.3883;0.1175;0.2025}, (i = 1, 2, 3, 4).

(61)

According to formula (57), the subjective and objective
weight is considered synthetically. As for this case, the sub-
jective and objective weight is equally important. The A =
0.5, this means the adoption of a more compromise value
combination.

Wireless Communications and Mobile Computing

TaBLE 4: Total regret matrix.

Cl1 C2 C3 C4
Al 0.9316 1.0000 1.0137 1.0000
A2 0.4004 0.0000 0.0000 0.0000
A3 0.9796 1.0644 0.8036 1.0275
A4 0.6656 0.6714 0.799 0.6355

w; =A@l +(1-1)-w=0.5%{0.2917;0.3883;0.1175;0.2025}
+(1-0.5) % {0.25;0.25;0.25;0.25}
={0.2709;0.3191;0.1838;0.2263}, (i=1,2,3,4).
(62)

Therefore, we can calculate that the combined weights of
the four options are w; =0.2709, w, =0.3191, w; = 0.1838,
and w, = 0.2263.

By formula (5), each scheme is assembled.

gl=<[l—<1—0-5>°'”°8ﬁ(1-m) AR (]

j=1 j=1

[0.4975,0.6787], [0.2953,0.3986] ),

=

([0.5927,0.8243], [0.2405,0.3419)]
([0.4975,0.6787], [0.1883,0.3986)),
(

)
),
)
)

[0.4899,0.7187], [0.2405,0.3419)).
(63)

Finally, we calculate and analyze the score function of
Pythagorean fuzzy number in the above four assembly

intervals. According to formula (37), it can be calculated as
follows.

2

L 2 7\
Sig) =57, = 5 * (V10,6787 03986 ) =0.3084,
S, = ix =l (VIZ082437-034197) = 02256
l(gz) 2 P4 2 . . . N
1 1 2

S “a =2 % (V1-0.67872 -0.3986%) =0.3084,
Wg5) = 27 T 5

Sy = o = L (VIZ 071872 03419 = 0.3027
1(g,) 2 P4 2 . . . .

(64)

According to the rules of judgment, the smaller S, is,
the better the scheme. We conclude that 2>4>1~3. We
can see that the interval-valued Pythagorean fuzzy number
9,([0.4975,0.6787], [0.2953,0.3986]) and g, ([0.5927,0.8243],
[0.2405,0.3419]) is different. Based on the above ranking rule,
when Sl(g) Si(g,)» comparative S, , ) and S,, ). Utilization

S, =(12)my - (12)m; (37).
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TaBLE 5: Results from various ranking methods.
Method used Score function Alternative  Score value Ranking order of
alternatives
5 5 Al 0.5759
2- ("fﬁ) - ("g ) A2 0.6532
Zhang[4] ((/5)2 5 5 5 5 ’ 2>4>3>1
R RORO
A4 0.5948
§(p)= Lt -c-d Al 0.4771
2
A2 .602
Garg [5] H(P)=£xtisced 06027 2> 15453
M(P)Z Vi@ -2+ -V1i-P-4& A3 0.4512
9 2 A4 0.4656
Al 0.9723
2 4 K2 22+ b+ a2V b= g2 A2 1.3712
Garg [48] M (p):a +b*V1-a2-c2+b +a*V1-b"-d 2s 4351
Grag 2 A3 0.9795
A4 1.04560
Al 0.3895
2_ 2 _2_2 2 _ 4> — b —d? A2 0.6677
Grog [46] I &) (1+vi-a=a)+ (¢ -&) (14 VI-¥ - &) T
(P)= 3 A3 0.4397
A4 0.4882
Al 0.4830
A2 0.4850
Ho [47 CI(P) =n+CCY (P;) + (1 — 11)»CC;/ (P; 4>3>2>1
7] (P)=1+CCE (P + (1= 1)-CCL(P) o e
A4 0.4992
Al S1 S2
_ S1=3m, 0.3084 0.0716
This paper S, = %ﬂ; _ %n; A2 02256 — 2>4>3>1
proposed 15 15
S3= 375 ~ 37T, A3 0.3084 0.0685
A4 0.3027 —
1 2 1 2
=5 0% —U. —U. - = =0 2-0. =0.
Saian= 3 (\/1 0.49752 029532) S (\/1 0.6787 029532) 0.0716, Pl il Pab el
1 2 1 5 2 H(P) = = 5
Sigy =3 * (\/1 Z0.49752 —0.18832> -5 (\/1 ~0.6787 —0.18832) =0.0685. 2 2
(65) a-V1i-a-2+b -V1-0-d*
M,(P)=
’ 2 (66)
. . Y Ty
According to the judgment rule (40), the smaller the S,, _ @+b-Vi-a+ b’
the better the scheme, and we conclude that 3 > 1. To sum 2 '

up, we can draw 2 >4 >3 > 1.

6. Comparative Analysis

Various ranking methods are employed to rank the candi-
dates in the selection of wireless communication base station,
and the results are shown in Table 5.

If there is an interval-valued Pythagorean fuzzy number
p=([a,b],[c.d]) and it satisfies the requirements of c=b
and d*=1-1b% then we can simplify the formulas
(28)-(30) as follows:

24P -d b -1
S(P)ztl-l— 26 =a +2

>

There are two interval-valued Pythagorean fuzzy
numbers, p, =([a}, b}, [c;,d,]) and p, =([a,, by, [c, dy]).
Suppose that a, + b;=a, + b, =X, then there always S(p,) =
S(py) = (X=1)/2, H (p) =H(p,) = (X +1)/2, and M(p,)
=M,(p,) = (X + V1 - X)/2; therefore, we cannot judge the
two interval-valued Pythagorean fuzzy numbers. There are
some flaws in this method, so the result in method Garg [5]
that 2> 1 >4 >3 is dubious. On the other hand, according
to Table 2, the nonmembership of alternatives A2 and A4
are the same, and the membership of A2 is bigger than that
of A4, so, 2 >4 is supposed to be the conclusion. But, the
result in method Ho [47] shows us 4 >3 > 2 > 1; it is against
the law 2 > 4. So, the accuracy of method Ho [47] is also
questionable.
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Value

2>4>3>1

2>3>1>4
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FiGure 5: Influence of the change of p value.

However, it is easy to be seen from the results in Table 5;
the alternatives of numerical example show that methods
Zhang [4], Garg [46], and Garg [48] are consistent with the
conclusions of our method, i.e, 2>4>3>1, and that is in
line with logic. The results show that the proposed method
is reliable. To prove this, a comparison between the ranking
methods from previous studies and the ranking method pro-
posed in this paper reveals two advantages of the latter: (1)
the way of determining weight in decision-making process
is more reasonable, and (2) the proposed method is more
robust.

Ho [47] defines the parameter # as the adjustment coeffi-
cient; it cannot adjust the subjective and objective weight of
the decision data, but only determines the decision attitude
of the whole scheme. However, when determining the objec-
tive weight, the method proposed in this paper based on the
real data given by experts adopts the VIKOR method which
considers the maximum group benefit and the minimum
individual regret to obtain the comprehensive evaluation
value of the alternative scheme. Then, the objective weight
is determined, and the parameters are adjusted. The refer-
ence to historical experience is also important in solving
practical problems because some experienced experts tend
to value one or more evaluation criteria more. These more
valuable criteria will be given greater weight. This paper com-
bines the objective decision data given by experts, the experi-
ence of experts, the thoughts of supervisors, and the analysis
of the specific problems so as to sort and select the alterna-
tives more scientifically.

The distance formulas are used by the method in [47] and
the proposed method in this paper to analyze and process the
decision data. According to the Minkovsky distance formula
used in this paper, the ranking results are very stable when
the different values of p are taken. For the commonly used
distance formula such as Manhattan distance and Euclidean
distance, this method is robust. To test the stability of the dis-
tance formula used in this paper, we have tested the robust-
ness of the value of p from 1 to 500. As shown in Figure 5,
the experiment shows that when the value of p is 2 to 500,
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1
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FiGure 6: Waterfall of sensitivity analysis.
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FIGURE 7: Contour lines of sensitivity analysis.

the ranking result is the same, and when the value of p is 1,
the ranking result is not like the value we got previously,
but, no matter what value the parameter v and A is, it still gets
the same result. So, the distance formula is very stable.

The ranking result of the alternative cannot be changed
by the value of p. However, the distance formula used in
[47] cannot obtain that result, so the method proposed by
Ho [47] is robustness.

In the ranking method proposed in this paper, the
interval-valued Pythagorean fuzzy number pair information
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aggregation is used in the last step, and the same type of
interval-valued Pythagorean fuzzy number is finally
obtained. The advantage of this method is that both the value
range of membership degree and the value range of non-
membership degree are considered, which can effectively
prevent the loss of decision information and minimize the
impact of information aggregation on ranking results. The
decision data in Table 1 clearly shows that Scheme 2 is
obviously superior to Scheme 4, and the conclusion of the
decision method proposed in [47]; the literature is 4 > 3 > 2
> 1, which is contrary to common sense judgment.

7. Sensitivity Analysis

A ranking method proposed in this paper sets the v and A of
adjusting parameters; parameter v is used to regulate VIKOR
relationship between maximizing group benefit and mini-
mizing individual regret. Parameter A is used to adjust the
relationship between objective weight and subjective weight.
To achieve the convenience of studying the effect values of
parameters v and A on ranking results, we combine parame-
ter v and parameter A in the [0,1] interval and observe their
influence on the ranking results of alternatives. Experimental
results show that with the different values of parameters v
and A, the ranking results also change, and there are obvious
laws.

In order to observe the influence of parameter changing
on the ranking result of alternative scheme in a quick visual
way, we use contour map, waterfall map, and thermody-
namic map to express the ranking result.

As shown in Figures 6-8, the three graphs are contour
plots, waterfall plots, and thermodynamic plots shown in
the ranking results, respectively. It is easy to find that under
the joint action of parameters v and A, there are two main dis-
tributions of the result value of the alternative, namely, result
1(2>4>3>1)andresult 2 (2>3>1>4). The observation
shows that as the values of the parameters v and A are close to
1, the ranking is closer to the result 1. When the values of
parameters v and A are close to 0, the ranking is close to result

2. All the values of v and A in the interval [0,1] obey this law.
Hence, we believe that this result is valid; the ranking method
is stable, and the parameters have an effective moderating
effect on the ranking results. With the uncertainty of data
values in practical problems, the transition position of
parameters and the law of variation of ranking results may
be slightly different.

With regard to the ranking method proposed in this
paper, parameter v affects the weight of group benefit and
individual regret preference, thus affecting the value of objec-
tive weight determined by VIKOR method. However, the
parameter A affects the preference of subjective and objective,
and the two parameters act together to adjust the decision
scheme in different aspects. Experts can make more reason-
able and meaningful decisions by analysing the actual prob-
lems and the needs of the actual situation and adopting
different parameter combinations.

8. Conclusions

This paper overcomes some ranking problem that other
interval-valued Pythagorean fuzzy sets cannot solve. As a
whole, this study focuses on a new ranking function that
combines traditional assembly operators with extended
VIKOR functions to solve practical problems. The proposed
method can effectively obtain a more feasible and practical
result and improve the robustness of result. After comparing
the results from previous studies with the one proposed in
this paper, it can be concluded that the decision-making
method in this paper is more stable. According to the previ-
ous discussion, some superiorities of the proposed approach
are as follows.

(1) A new interval-valued Pythagorean fuzzy decision
method not only expands the application scope of
fuzzy decision but also adjusts the subjective and
objective weight proportion precisely, which is
important to solve practical problems
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(2) The ranking method proposed in this paper is very
stable, and the ranking results will not change
because of the change of the distance formula used.
Therefore, the method is robust

(3) This paper stands on the shoulders of giants by inher-
iting and developing the study of previous research
and apply the research result to practical usage

Although our proposed approach has played an impor-
tant role in solving practical problems, this problem is still
worthy of our further study. We look forward to proposing
more practical decision methods and enriching fuzzy deci-
sion theory in the future. We will refer to the current research
status of q-rung orthopair fuzzy decision-making and its
application [52, 53] and consider expanding more ranking
functions in q-rung orthopair fuzzy environment. Then, we
integrate the extending function into the decision-making
method of multidimensional preference linear programming
to solve multicriteria decision-making problems. In the
future, we will use this method to try to solve the problems
of mobile transmission path selection and the selection of
communication base station connection scheme in the field
of wireless communication.
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The rapid growth of video traffic poses serious challenges to the current Internet. Content-Centric Networking (CCN) as a
promising candidate has been proposed to reengineer the Internet architecture. The in-network caching and named content
communication model of CCN can enhance the video streaming applications and reduce the network workload. Due to the
bandwidth-consuming characteristic of video streaming, the aggressive transmission of video data will cause a reduction of
overall network efficiency. In this paper, we present an adaptive video transmission mechanism over Mobile Edge Computing-
(MEC-) based CCN. The computation and storage resources of the MEC server are utilized to facilitate the video delivery. Our
mechanism adopts a scalable video coding scheme to adaptively control transmission rate to cope with the network condition
variation. To analyse the equilibrium property of the proposed mechanism, an analytical model is deduced by using network
utility function and convex programming. We also take into account the packet loss in wired and wireless links and present a
MEC assistant loss recovery algorithm. The experiment results demonstrate the performance improvement of our proposed

mechanism.

1. Introduction

With the continuous progress of wireless communication
technology and mobile devices, emerging multimedia services
(e.g., mobile TV, user-created video, video game, and mobile
video calling) have gradually become people’s daily applica-
tions, and dominated mobile Internet traffic [1-3]. According
to Cisco’s report, 79 percent of global mobile IP traffic will be
video by 2022. The explosive growth of video traffic will bring
huge pressure to the mobile network operators [4]. Although
several technical solutions (e.g., peer-to-peer network and
content delivery network) have been carried out to relieve
the network transmission burden, the problem cannot be
solved completely [5]. The current Internet protocols, TCP/IP,

were designed in the 1960s. The principle of TCP/IP is to
interconnect two hosts across multiple physical links and
exchange data. At that time, the main applications were for
resource sharing, such as FTP and Telnet. The evolution of
Internet applications makes TCP/IP inefficient for the new
requirement, which is content sharing [6].

To address the shift of Internet use, Content-Centric Net-
working (CCN) has been proposed as a new network archi-
tecture of the Internet [7]. The major difference between
TCP/IP and CCN is changing the protocol core from IP to
named content. Instead of connecting two end hosts, the
key design goal of CCN is to deliver the requested content
to the user [8]. In CCN, every node is equipped with a data
cache. The wuser announces the name of interested
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Figure 1: The comparison of TCP/IP protocols with CCN protocols.

information to the network, and any node possessing the
data can respond [9]. Focusing on content sharing, CCN is
able to dramatically improve the network transmission effi-
ciency. Due to its promising characteristics, plentiful
research efforts have been dedicated to video streaming over
CCN. In [10-12], adaptive video streaming schemes in a
wireless network environment are presented. The manage-
ment of the data cache directly affects the availability of con-
tent; efficient cache management algorithms have been
proposed [13-15].

Another crucial technique to cope with the challenge of
the Internet is Mobile Edge Computing (MEC). In contrast
to centralized cloud computing, MEC adopts a distributed
architecture. To improve the data transmission rate, reduce
network latency, and the workload of backhaul, MEC
migrates the computing and storage capability of the central
cloud to the edge of the network. By deployment of resource
close to the end user, MEC can provide location-aware and
high-speed data services. In [16, 17], algorithms are proposed
to dynamically adjust the quality of experience for video
streaming application in MEC. To utilize the computing
resource of the MEC server, adaptive bitrate streaming
approaches are presented in [18-20]. By the estimation of
wireless channel and assistance of the MEC server, video
quality is adapted to the wireless channel variations.

In this paper, we present an adaptive video transmission
mechanism, which considering the advantages of both CCN
and MEC. The main contributions of the proposed mecha-
nism are as follows. To explore the in-network caching capa-
bility and coexist with different network applications, we
introduce a transmission control algorithm to dynamically
regulate the transmission rate. To adapt the network condi-
tion variation, the scalable video coding (SVC) technique is
used. The encoded video has a layered structure, and various
video qualities (e.g., frame rate, resolution, and fidelity) can
be provided by selectively extracting enhancement layers.
An analytical model is presented to verify the proposed
transmission control algorithm. In addition, we identify the
packet loss in wired and wireless links and propose a recovery
algorithm for overcoming wireless link error.

The remainder of this paper is organized as follows. Section
2 discusses the main differences between IP network and CCN.
Section 3 describes our proposed adaptive transmission control
mechanism. In Section 4, the experiment environment and
result analysis are presented. Finally, the summary of our work
and our future research plan are described in Section 5.

2. TCP/IP Network vs. Content-
Centric Network

The TCP/IP protocol suit is the de facto Internet standard
[20, 21]. The success of the TCP/IP protocol suit owes to its
preeminent network architecture design as depicted in
Figure 1. The TCP/IP protocol suit adopts a layered struc-
ture, and intricate tasks for the data communication process
are encapsulated into each layer [22, 23]. Each layer provides
certain functions to its neighbour layers, such as routing, flow
control, error detection, and session management. The inter-
actions between adjacent layers are through predefined inter-
faces. The layered encapsulation makes the TCP/IP protocols
can flexibly deal with the constant change of communication
techniques [24, 25]. There are several protocols in each layer
for different communication purposes, for example, TCP and
UDP in the transport layer. However, the network layer only
runs IP protocol, which unifies the packet forward process
and builds the basis for the protocols in higher layers [26, 27].

CCN inherits the layered design principle of TCP/IP pro-
tocol suit as shown in Figure 1 [7]. The most important dif-
ference is that CCN has replaced the IP at the network
layer with the named content. In TCP/IP, the function of
the IP address is to virtually bind sender, receiver, and trans-
mission packets. According to the IP address, the IP routers
can forward the packets from the sender to the receiver. Nev-
ertheless, the focus of CCN is to deliver the content to the
request instead of connecting the sender and receiver. The
named content is the core communication component, and
CCN unbinds the content from its location. The advantage
of unbinding is that the requested content can be retrieved
from any node that holds the content [28].
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In order to achieve the goal, CCN introduces new packet
types and node structure as presented in Figure 2. A series of
interest packets are generated and sent into the network by
the receiving node, when the user wants to obtain certain
content, for example, listening to a music or watching a
movie. The content is encapsulated into data packets. Any
CCN node holding the content can send corresponding data
packets back to the request node. The CCN packets are proc-
essed only based on the name field in the packet header. The
content name is recommended to take a form of tree struc-
ture, such as the form of Uniform Resource Identifier [29].

A typical CCN node has three data modules: Pending
Interest Table (PIT), Content Store (CS), and Forwarding
Information Base (FIB). The PIT records every interest
packet that the node forwarded and the forwarded inter-
face. When the interest packet arrives at the content holder
node, the PIT entries of the forwarding nodes set up a vir-
tual path for the data packet traveling back. The PIT also
has a role of transmission rate control and loss recovery.
Since content is unbended with its location, the CCN node
can reutilize the forwarded data packets other than elimi-
nate them [30]. The CS is a memory space of a CCN node
for buffering data packets. To improve the efficiency,
memory replacement algorithms are used to manage the
CS. The FIB has the same function as the routing table in
the IP router. The CCN node references the FIB to forward
interest packets to successive nodes and periodically
updates the FIB according to routing algorithms.

Figure 2 shows three steps when a CCN node receives an
interest packet. The first step is to search the CS by using the
name field as the key [7]. If the matched data packet is found,
then the data packet is sent back through the incoming net-
work interface, and the interest packet is abandoned. This
means that the content has been transmitted by this node
and the content is reutilized. If there are no matched data
packets in the CS, the second step is searching the PIT. If
there is a matched entry in the PIT, then the same request
has been forwarded before. The CCN node appends the

incoming network interface to the existing entry and waits
the return of the data packet. In the case of no matched entry
in the PIT, the third step is to look up the FIB. If an entry with
the same name is found in FIB, then the interest packet is for-
warded to the subsequent node. Otherwise, the interest
packet is abandoned [30].

There are also three steps for the incoming data packet.
The first step is to look up the PIT. If there is a match, then
the data packet has been requested. The CCN node sends
the data packet to each network interface listed in the entry,
and the entry is removed from the PIT after sending. In case
of no match in the PIT, the data packet is abandoned and the
process is finished. The reason is that malicious nodes may
broadcast junk content into the network, which causes the
contamination of the CS and useful content cannot be stored.
In the second step, the content is buffered in the CS for future
reuse. The third step is to check the FIB by using the name of
the data packet. If there is no match, the name and incoming
interface are added into the FIB. The third step can help the
routing algorithm to update the FIB in a distributed manner.
After that, the whole process is finished [31].

The content caching capability of CCN nodes is crucial
for video streaming applications. In [32], the authors pres-
ent a progressive caching algorithm for video streaming
over CCN. The algorithm generates a metafile that
includes the content priority information, and the CCN
nodes can decide the cache policy based on the metafile.
In [8], a multisource video streaming algorithm is pro-
posed. Due to the caching capability of CCN nodes, the
receivers might receive the data from different nodes. By
considering the quality of experience, the proposed algo-
rithm switches to different sources. [13] utilizes a scalable
video coding scheme and proposes caching algorithms to
improve the video delivery services. The content centric
communication model is used not only for static networks
but also for high dynamic networks [33-35]. In [36], the
authors show the feasibilities of video streaming over
CCN-based vehicular networks.
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3. Adaptive Video Transmission Mechanism

3.1. Architecture of Video Streaming System. The system
architecture of our proposed mechanism is presented in
Figure 3. For the flexible configuration of network resources,
the proposed video streaming system integrates the SDN
scheme. SDN consists of the control plan, data plan, and
application layer. The application layer includes various
types of application servers, for example, video streaming
server, web server, and mail server. The different applications
have different requirements for quality of service. In addition,
CCN is independent from particular transport protocols; any
protocol with the function of packet transmission, such as
TCP, UDP, IP, and P2P, can be used. The SDN control plan
uniformly and flexibly schedules network resources and pro-
vides a unified programming interface for the management
program to support programmable control. The data plane
including the backhaul network and access network is only
responsible for data forwarding. Through the encapsulation
of control functions and the abstraction of applications and
networks, SDN treats the network as a logical or virtual entity
to form an architecture similar to a computer operating sys-
tem. The data plane provides a standardized and open inter-
face for the control plane. In this way, the control plane can
achieve more flexible control capabilities based on the global
network view, and the data plan and application layer can be
flexibly and independently expanded according to actual
requirements to meet changing needs.

3.2. Adaptive Transmission Control Algorithm. CCN follows
the receiver-driven model, where the receiver takes a major
role during the video transmission. Because CCN does not
assume the transport layer protocols offering reliable data
communication service, flow control, congestion control,
etc. It is the receiver’s responsibility to regulate its communi-

cation policy to respond to network condition variation. Our
proposed transmission control algorithm is based on the
receiver-driven model and TCP flow control and congestion
control scheme. According to the video bitrate, the receiver
periodically sends interest packets for retrieving video data.
The ongoing interest packets are stored in the PIT. For each
PIT entry, there is a timer with a value called LifeTime. If no
data packet is received within LifeTime, either interest or data
packet is lost. We consider the time between sending an inter-
est packet and receiving the corresponding data packet as the
round trip time (RTT) of the transmission. The control vari-
able Wy indicates the length of the PIT, which is the number
of ongoing interest packets allowed to be sent. When the num-
ber of PIT entries reaches Wp;r, the sending of interest packets
is suspended until receiving a data packet. Initially, the Wp is
set to satisfy the required bitrate of the base layer denoted
Wase- When a data packet is received, the Wy, is increased
proportionally to its current value.

As shown in Figure 4, the communication path between
the receiver and the video server contains wired and wireless
links. The loss of interest and data packet can happen in any
links. In wired links, the CCN nodes use queue management
algorithms that actively dropping packets to prevent network
congestion, for instance, random early detection, random
exponential marking, and stochastic fair BLUE. In wireless
links, the packet loss is mainly caused by transmission errors.
To distinguish between wired and wireless link loss, the MEC
server traces the wireless loss rate denoted as P, and sets
into the data packet header. The receiver can obtain the total
packet loss rate P, ,;, by observing the event of the PIT time-
out. If there is a timeout and P, is equal to P .. it means
that packet loss is at wireless links and Wp remains
unchanged. If P, is larger than P ..,» then certain nodes
along the links are expected to encounter congestion. The
receiver needs to reduce the transmission rate; therefore,
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Wprr is set to Wy,... We can use ordinary differential equa-
tion to model the dynamics of the proposed transmission
algorithm as

X(t)(l - Ptotal +P
WPIT

wireless ) @

I/V.PIT = - X(t) (Ptotal -P Wbase’

(1)

wireless)

where x(t) is the transmission rate of the receiver and x(t)
=Wy r/RTT. & is the increasing rate of Wy p. With the
replacement, the derivative of the transmission rate is

(1 -P total T P
RTT?

wireless ) o

x(t) =

- x(t) (Ptotal -P

wireless )x base>
(2)

where xp,.. = Wy,./RTT is the transmission rate of the base
layer.

3.3. Analytical Model of Proposed Algorithm. To analyse the
equilibrium behaviour of the proposed transmission control
algorithm, we introduce a network utility function U,(x;)
for the i™ receiver. The network utility function is a mapping
of user benefit to the transmission rate. By increasing the
transmission rate, the user can acquire more enhancement

: if arriving data packet then
: obtain packet loss rate P, jes
: Werp = (1+ @) Worp

: clear timeout counter #n = 0.

end if

: if PIT timeout then

: calculate total packet loss rate P,
: increase timeout counter n=n+1
vif Ptotal > Pwireless then
10: if Wpip > Wy, then
11: Wppp =W,
12: else

13: Wpr = ﬁn Whase

14: end if

15: else

16: calculate number of FEC packet Wig

17: send FEC interest packets to overcome loss
18: end if

19: end if

from packet header

® N U W

Nel

base

ArLgoriTHM 1: Adaptive Transmission Control Algorithm.

layers, and the user benefit is also increased. Hence, the net-
work utility function is assumed to be concave and differen-
tiable. Consider a wireless network with N receivers and K
links, the transmission control problem is presented as net-
work utility maximization [37]:

N
maximize U.(x;),
e Y0,(x)
K
subject to Z d;ix; < Cj,
i=1

where C; is the link capacity and the inequality constraint

means that the total transmission rate should be not greater
than the link capacity. d;; is the portion of transmission flow

carried by the link j. Let A; be the Lagrange multiplier for the
capacity constraint of the link j. The Lagrangian is defined as

L(x,4) = Z Ui(x;) - Z}g( Y dx; - CJ->, (4)

j=1 i=1

Il
—_

where the last term can be considered as the penalty if the
total transmission rate exceeds the link capacity. Because
the object function of (3) is concave and the inequality con-
straint is linear, the network utility maximization forms a
convex optimization problem. From Karush-Kuhn-Tucker
(KKT) conditions, we can derive from taking the derivative
of L(x, A) respect to x;:

U(xF) - i”d‘:ﬂ (5)

At the equilibrium point, the derivative of the transmis-
sion rate (2) is zero. The packet loss caused by the congestion
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is also a penalty; with (5), we can obtain

non 1
Ui(x;) = At RT o x|
a+R XpaseXi

Then, the utility function is

_ log (a+RTT? xp,..x;)

U.(x.
i RTT? Xpase

Although there are different optimization algorithms
[38-40], with the analytical expression of the utility function,
the convex optimization algorithm is carried out to find the
optimal solution.

3.4. MEC Assistant Link Loss Recovery. As explained in the
previous section, the packet loss can happen in wired and
wireless links. Usually, the loss in the wired link is caused
by the routing nodes proactively dropping packets to prevent
the link congestion. On the other hand, the loss in the wire-
less link is due to wireless link error. The packet loss can be
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recovered by Automatic Repeat reQuest (ARQ) or forward
error correction. In our proposed system scheme as shown
in Figure 4, the MEC server, routing nodes, and the video
server are able to store the video content. The receiver may
obtain data packets from different nodes; hence, the ARQ is
improper. Our proposed mechanism adopts the FEC
approach to recover packet loss in the wireless link. The gen-
eration of the FEC packet is offloaded to the MEC server
from the video server. Since all data packets must go through
the wireless base station to the receiver. The MEC server col-
lects the video data and generates FEC packets. The FEC
packet is retrieved from the MEC server instead of the video

server; the workload of wired links is vastly reduced. When
the receiver gets the wireless loss rate from the MEC server,
the minimum number of FEC packets required to overcome
the loss is

WPITP wireless ( 8)
1-P ’

wireless

Wipe =

where WprPieess 1S the expected number of packet loss.
Depending on the current transmission rate Wy, the
receiver sends interest packets for FEC. The detailed steps
of our proposed mechanism are presented in Algorithm 1.



4. Experiment Results and Analysis

To analyse the performance of our proposed mechanism, a
series of experiments were carried out with NS-3 simulator
[41]. We used H.264/scalable video coding to compress the
raw video sequences “Elephants Dream” [42]. The proposed
mechanism was compared with DL-LRM [35] and CCN
default approach [7] with the same network conditions.
The encoded video consisted of one base layer and three
enhancement layers. The network topology of experiments
included wired and wireless links. The links from the video
server to the base stations were wired and the bandwidth
was 1 Gigabit per second. The base stations communicated
with end nodes through wireless link, and the bandwidth
was 100 Megabits per second. There were 200 end nodes,
and the nodes were divided into 10 groups. Each group node
requested the same video content to simulate network con-
gestion. The experiments were conducted under different
packet loss rates to simulate wireless link error.

Figure 5 shows the video quality of receivers with no
wireless link error. Because the DL-LRM and CCN default
approach have no control of transmission rate, even the net-
work is congested, the two approaches still aggressively send
interest packets. This results in numerous packets being
dropped by routing nodes and decreasing video quality.

With increasing wireless link error rate, the number of
packet loss is also increased. As described in Section 2,
each PIT entry has a timer which value is called LifeTime.
The LifeTime is set by the receiver, and it should be larger
than the upper bound of RTT samples. The reason is that
every node in CCN has a PIT. If a timeout arises at an
end node, the node may retransmit the interest packet. If
a timeout arises at a routing node, the PIT entry is
deleted. Later, if the data packet arrives, and there is no
corresponding PIT entry, then the data packet is aban-
doned. On account of the in-network caching function of
CCN, the data packets may be retrieved from different
nodes and the RTT value has high fluctuation. The default
CCN approach for packet loss is ARQ, and the LifeTime is
set to a constant value. The video streaming application is
delay sensitive. If the loss packet is recovered, nonetheless
it exceeds the playtime, then the packet is useless. From
experiment results shown in Figures 6 and 7, the perfor-
mance of the default CCN approach drops dramatically
with the increase of the error rates.

Our proposed mechanism distinguishes the cause of
packet loss. If the network is congested, then the transmission
is limited to the request for the base layer only to relieve the
congestion. If the loss is caused by wireless link error, FEC
packets are requested. The DL-LRM does not identify the rea-
son of packet loss and just sends FEC packets to respond to the
PIT timeout. As presented in Figure 8, our proposed mecha-
nism outperforms the DL-LRM and default CCN approach
under different network conditions.

5. Conclusions

In this paper, we have presented an adaptive video transmis-
sion mechanism in Mobile Edge Computing- (MEC-) based

Wireless Communications and Mobile Computing

CCN. The main contribution of our mechanism is to adap-
tively control transmission rate to adapt to the network con-
ditions variation, instead of greedily acquiring video content.
Therefore, it can friendly coexist with different types of appli-
cations and improve overall network efficiency. We adopt
scalable video coding (SVC) scheme to balance the video
quality and transmission rate. In addition, the MEC assistant
loss recovery algorithm is suggested to reduce the burden of
the video streaming server and backhaul network. The exper-
iment results show that our proposed mechanism outper-
forms the existing approaches. For future work, we will
study the scalability issue and analyse the performance in a
large network environment.
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With the rapid development of computer network technology, we can acquire a large amount of multimedia data, and it becomes a
very important task to analyze these data. Since graph construction or graph learning is a powerful tool for multimedia data
analysis, many graph-based subspace learning and clustering approaches have been proposed. Among the existing graph
learning algorithms, the sample reconstruction-based approaches have gone the mainstream. Nevertheless, these approaches not
only ignore the local and global structure information but also are sensitive to noise. To address these limitations, this paper
proposes a graph learning framework, termed Robust Graph Structure Learning (RGSL). Different from the existing graph
learning approaches, our approach adopts the self-expressiveness of samples to capture the global structure, meanwhile utilizing
data locality to depict the local structure. Specially, in order to improve the robustness of our approach against noise, we
introduce I,,-norm regularization criterion and nonnegative constraint into the graph construction process. Furthermore, an
iterative updating optimization algorithm is designed to solve the objective function. A large number of subspace learning and

clustering experiments are carried out to verify the effectiveness of the proposed approach.

1. Introduction

With the rapid growth of information technology and
computer network technology, a large number of multime-
dia data can be collected from many research fields such
as computer vision, image processing, and natural lan-
guage processing. However, most of the multimedia data
are represented by the high dimension and complex struc-
tures [1, 2]. Therefore, how to accurately analyze these
data becomes a vital problem. Inspired by the pattern rec-
ognition and machine learning techniques, many multime-
dia data analysis approaches based on subspace learning
and clustering have been put forward recently [3-6]. How-
ever, learning or constructing a valuable graph to describe
the pairwise similarity or relationship among the samples
is a key issue to multimedia data analysis [7].

Nowadays, a series of graph learning approaches have
been proposed in which the heat-kernel function is the most
widely used graph construction manner, such as k-nearest-

neighborhood graph (k-NN graph) or e-nearest-neighbor-
hood graph (e graph). The edges of vertexes are computed
based on the Euclidean distance among samples and then
the weights of the edge between two vertexes are estimated
by the heat kernel [8]. However, there are two main limi-
tations in these approaches [9]. First, the choice of param-
eters in these approaches, such as the neighbor number k
or radius &, is very challenging, which can impact the final
performance of the task. Second, the processes of neighbor
selection and weight calculation are independent, which
are sensitive to noise and often cannot well reveal the real
similarities of samples [10].

To overcome these drawbacks, sparse representation
(SR) based graph construction approach has been pro-
posed, which is often called [,-graph or sparse graph. In
l,-graph [11], each sample is regarded as the query sample
and the rest of samples are considered as the dictionary to
represent the query sample. Therefore, the similarities
between the query sample and the remainder samples can
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be measured. Since /,-graph employs /,-norm constraint on
the regression model for selecting a few important samples,
it has a better discriminability and more robustness to deal
with noise. In the past decades, a series of excellent learning
approaches based on /,-graph have been designed and suc-
cessfully applied in different areas [12]. Although [, -graph
can reveal the linear relationship between a single point
and other points, there are still some limitations as follows.
First, I,-graph strictly assumes the dictionary of regression
should be overcompleted, which is unsatisfied in many real
applications especially for the graph learning. Second, [
-graph pays too much attention on the sparsity while it
neglects the correlations between the samples, so it cannot
offer a smooth data representation. Therefore, SR is not a
good choice for graph construction. To overcome the afore-
mentioned problems suffered by SR, Zhang et al. [13] intro-
duced a Collaborative Representation (CR) linear regression
approach by employing the l,-norm rather than [;-norm
sparsity regularization. Compared to SR, CR provides more
relaxation for regression coeflicients and obtains a smoother
data representation.

Considering that both SR and CR usually reveal the linear
relationship between a single data point and other data
points, the global structure of the data is ignored. To address
this problem, Liu et al. [14] suggested Low-Rank Representa-
tion (LRR) for subspace clustering. The main purpose of LRR
is to find a coeflicient matrix Z by trying to reconstruct each
data point as a linear combination of all the other data points,
which is called self-representation. Different from the tradi-
tional similarity measurement approaches based on distance,
i.e., k-nearest neighborhood or e-nearest neighborhood, the
representation-based approaches, such as SR, CR, or LRR,
measure the similarity between data by solving an optimiza-
tion problem. These approaches improve the image structure
to achieve better classification and clustering performance
overall. However, the objective function of LRR is not differ-
entiable which has a high computation complexity on solving
the rank minimization problem. To efficiently solve the lim-
itation of LRR, Lu et al. [15] proposed Least Squares Regres-
sion (LSR) by grouping the highly correlated data together,
which is robust to noise. Compared with LRR, LSR is simpler
and more efficient.

In recent years, researchers found that the relationships
between data in real applications usually show high dimen-
sion nonlinear, so the aforementioned linear representation
approaches can hardly achieve good performance. Many
researchers paid more attention on revealing the nonlinear
relationship between data points of interests [16-27]. For
example, Wang et al. [28] explored the criterion of Locally
Linear Embedding (LLE) and used it to construct the graph
by computing the weights between the pairs of samples.
Wei and Peng [29] adopted a similar criterion to that LLE
to construct a neighborhood-preserving graph for semisu-
pervised dimensionality reduction. Furthermore, Yu et al.
[30] have found that the nonzero coeflicients of the sparse
coding always are assigned to the neighbor samples of the
query sample. To encourage the coding to be locality, some
local feature-based coding approaches have been proposed,
which achieve excellent performance for the classification
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and clustering tasks [31]. With the usage of the merits of local
constraints, Peng et al. [32] put forward Locality-Constrained
Collaborative (LCC) representation, which achieves better
classification performance than those nonlocal approaches.
Chen and Yi [33] took the local constraint and LSR into con-
sideration and designed Locality-Constrained LSR (LCLSR)
for subspace clustering. LCLSR explores both the global struc-
ture of data points and the local linear relationship for data
points, forcing the representation to prefer the selection of
neighborhood points. Although LCLSR considers the locality
structure of data, there are still some limitations on the graph
structure. On the one hand, the objective function of LCLSR is
based on [,-norm, which is very sensitive to noise; on the other
hand, the process of sample reconstruction ignores the rela-
tionships between sample representations. For example, simi-
lar original samples should generate similar coding vectors,
and this process weakens the effectiveness of graph learning
approaches.

To combat these issues, we design a novel graph learning
approach, named Robust Graph Structure Learning (RGSL).
Specifically, the self-expressiveness of samples and adaptive
neighbor selection approach are introduced to preserve both
the local and global structures of data. For enhancing the
robustness of graph construction, we introduce the I,
-norm constraint and nonnegative constraint on the adja-
cency graph weight matrix to reduce the influence of noise
points in graph construction. Therefore, the proposed
approach can estimate the graph from data alone by self-
expressiveness of samples and data locality, which is inde-
pendent of a priori affinity matrix. We assess the benefits of
the proposed approach on the subspace learning and cluster-
ing tasks. Extensive experiments verify the effectiveness of
the proposed approach over other state-of-the-art approaches.
The framework of the proposed approach is shown in
Figure 1.

The outline of this paper is as follows. Section 2 reviews
some related work briefly. Section 3 gives the proposed
approach in details. Section 4 shows extensive experiments
to prove the effectiveness of the proposed approach. Section
5 presents some conclusions.

2. Related Work

In this section, first, many classic and widely used graph con-
struction approaches are introduced. Then, two kinds of
multimedia data analysis techniques including subspace
learning and spectral clustering are presented in detail
accordingly.

2.1. Graph Construction Approaches. Recently, many graph
construction approaches have been proposed for multimedia
data analysis. In this subsection, we will review some graph
construction approaches related to our work as below.

Liu et al. [14] proposed a Low-Rank Representation
(LRR) graph construction approach, in which each sample
can be represented by a linear combination of all samples,
and meanwhile, a low-rank constraint of coefficient matrix
is imposed. Given a high dimensional database X =[x, x,,
-, xy] € R™N in which d is the data dimensionality and N
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FIGURE 1: The framework of the proposed approach.

is the number of samples. The LRR graph can be obtained by
optimizing the following problem:

min || W],
v 1)
st X=XW,

where ||-||, denotes the nuclear norm of a matrix, i.e., the sum
of the singular values of the matrix. W denotes the coeflicient
matrix of data X with the lowest rank.

Although LRR graph can obtain the global structure of
data, it is very time-consuming to solve the problem of opti-
mal nuclear norm. Hence, Lu et al. [15] utilized the [,-graph
based on Frobenius norm in place of nuclear norm for fast
computing the weight matrix. The LSR graph is defined as

i X
min |X]|, o

s.t.  X=XW, diag (W) =0,

where ||-|| z is the Frobenius norm. diag (-) denotes the diag-
onal operation of a matrix.

In order to make full use of the advantage of locality con-
straints, Chen and Yi [33] combined LSR and the locality
constraints into a unified framework and proposed the
LCLSR approach for graph construction. The objective func-
tion of LCLSR is

1 2 /31 2 ﬁz 2
min [ X = XW][; + SLW|G+ 2 We D[, (3)

where 8, and f, are two balance parameters and the
symbol © represents the Hadamard product. D = [d
[edist(xi,xj) ]

if]NxN -
nxy denotes the distance matrix between samples

where the function dist(x;, xj) is a distance metric, such as

the Euclidean distance.

2.2. Subspace Learning. Locality Preserving Projection (LPP)
[34] is a well-known subspace learning approach which is
used to discover the geometric property of high-dimensional
feature space. Suppose that the adjacency graph weight matrix
W is given, LPP as aims at ensuring that if the original high-
dimensional samples x; and x; are “close,” then the low-
dimensional representations y; and y; should be close as well.
With the usage of weight matrix W;; as a penalty, LPP is to
minimize the following objective function:

IN
32

ij=1

2
y, _yf“zwij =tr(WIXLX" W), (4)

where L = D — W is the Laplacian matrix, in which D is a diag-
onal matrix with diagonal elements d;; = Zjl\il W;;. tr(S) is the
trace of matrix S. d; is used to measure the local density
around x; and the bigger d;; indicates that y, is more impor-
tant. Hence, a nature constraint can be imposed as YIDY =

I. Based on the equation Y =PTX, the LPP model can be
rewritten as

min tr (PTXLXTP)
P (5)

st. P'XDX'P=1I

The projection matrix P is constructed by the eigenvectors
associated with d smallest nonzero eigenvalues, which can be
solved by

XLX"p=AXDX"p. (6)

For a new high-dimensional data x, with the usage of
the obtained projection matrix P, we can obtain a low-
dimensional data representation by y = PTx.

2.3. Spectral Clustering. Spectral clustering is a popular clus-
tering approach that uses eigenvectors of a symmetric matrix
derived from the distance between data points [35, 36]. Given
a data set consisting of N data points X € RN*P, spectral clus-
tering approach is aimed at partitioning X into K disjoint
clusters by exploiting the top K eigenvectors of the normal-
ized graph Laplacian L. Suppose that the graph matrix W is
obtained by graph construction approaches and the new rep-
resentation Q € R®Y can be acquired by optimizing the fol-
lowing objective function:

minQQr:ITr(QLWQT), (7)

where Ly, = D — ((W + WT)/2) is the Laplacian matrix of W,
in which D € RM¥ is the diagonal matrix with d;; = ¥ (w;; +
w;;)/2. C is the number of selected clusters. Each column in

Q represents the new discriminative representation of the cor-
responding original sample.



Finally, data clustering can be accomplished by perform-
ing K-means on the new representation Q.

3. Proposed Method

In this section, some notations are introduced first. Second,
we give some detailed descriptions of the proposed RGSL
approach. At last, an iterative update algorithm is designed
to solve our RGSL approach.

3.1. Notations. Let X =[x}, %,, -, xy] € RPN be the given
high-dimensional original data matrix, where D is the
dimensionality of samples and N corresponds to the total
number of samples. For a matrix B € RP¥, the definitions

of Frobenius norm and I, ,-norm are as follows: ||BJ|; =

2 .
\/ Zgl\lb I = \/ ZJJLHZ’]”; and |[[Bl|,, = Zﬂl Zjl\ilbizj’ m

which b’ and b; are the i-th row and the j-th column of B,
respectively.

3.2. Objective Function. First, in order to enhance the
robustness of graph learning algorithm to noise and obtain
the discriminative graph structure, the ,,-norm measure
criterion on the traditional LSR is introduced, which is
defined as

N
min Z(sz = Xwl|, + afwi,) = |IX _XW”Z,I + “”W”z,l

- tr((X -XW)TG(X —XW))
+atr(W'QW),
(8)

where [|-||, and [-||,, denote ,-norm and [, ,-norm, respec-
tively. « is a balance parameter. G and Q are diagonal matrices
whose diagonal elements are, respectively, defined as G;; =1/
([lx; = Xw|, + €) and Q; =1/([|w;|, +¢€). & is a small non-
negative constant for preventing the value of the denominator
from being zero.

Second, the relationship between representation coeffi-
cients is ignored in the sample reconstruction, i.e., similar
original samples should generate similar coding vectors,
weakening the effectiveness of graph learning. To solve the
abovementioned issue, a modified manifold constraint based
on the [, ,-norm is designed, which is defined as

N N
min 2 sy = X r{(0 ) Rl - )

i,j=1 i,j=
=tr(W'(D-R)W) =tr(W'LW),
©)
where s;; denotes the similarity weight value between sample

x; and sample x;. The elements in matrix R are defined as
R;;=s;/(lw; —wjl, + ), and D is a diagonal matrix whose
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diagonal elements are D; = 3, | R;;. L is the Laplacian of the
graph matrix W.

At last, the nonnegative constraint is also imposed on the
representation coefficients, and the final objective function of
the proposed approach is

min || X - XW]|,, +a||W||,, +Btr (W LW)
_ tr((X —XW)TG(X - XW)) +atr(WTQW)
+ Br(WTLW)

st. W20, (10)

where « and f are two positive balance parameters.

3.3. Optimization. In this section, we give the optimization
procedures for the objective function of the proposed
approach in Equation (10). From Equation (10), we can
observe that the objective function is related to I, ,-norm.
Thus, the variable W in the objective function is nonconvex
and a closed form solution to Equation (10) cannot be given.
With regard to this limitation, an iterative update algorithm
is designed to optimize the objective function.

3.3.1. Fix G, Q, and R, Update W. First, we fix matrices G,
Q, and R. After removing the irrelevant terms, the optimi-
zation problem with respect to W in Equation (10) can be
simplified to
min  tr(X"GX - 2W'X"GX + WXTGXW)
+atr(WTQW) + Btr(W'LW)

st.  W=>=0. (11)

The Lagrangian function of Equation (11) is repre-
sented as

¢(W) = tr(X"GX - 2W'X"GX + W' XTGXW)
+atr(WTQW) + Btr(WTLW) + Atr(AW)

st. W>0. (12)

By computing the derivative of Equation (12) with
respect to W and setting it equals to zero

(W
a(—w) = 2XTGX + 2XTGXW +2aQW + 2BLW + AA = 0.
(13)

According to the KKT condition [37], we update the
solution for W as below:

W, =W, Xex], (14)
7 T eQ+ pL+XTGX]
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10: Until convergence
11: Output: the graph matrix W

1: Input: the data matrix X =[x, x,, -+, X ], two balance parameters «a and f3.
2: Initialize: set G, and Q, to be the identity matrices, random matrix W, and sample similarity matrix S, ¢ = 1.

3: Repeat

4: Update the matrix R,,; = {Ry,1;;}, = Sij/(lwg; —wyll, +€)

5: Compute the matrix D, ;; = ZJAL 1Ry, and the Laplacian matrix L,,; = D,; = R,
6:  Update the matrix W;; = W ([X"GX],//[aQ + BL + X" GX],))

7: Update the matrix G,,; = {G;}, ., = V/([lx; = Xwy, |, +¢)

8: Update the matrix Q,; = {Qy,1ii} yyy = V/([[wpill, +€)

o t=t+1

ArcoriTHM 1: RGSL.

3.3.2. Fix W, Update G, Q, and R. When W is fixed and
all the irrelevant terms are removed, the solution can be
formulated as

1
G.Az—,
T e - Xwjl, +e 1)
1
Q= o (16)
[[will, +e
R.. # (17)
ij

B Jw;—wy, +¢

3.4. Algorithm. In conclusion, the proposed optimization
algorithm for RGSL can be summarized as below.

In Algorithm 1, the convergence condition is defined as
the change of the value of objective function in Equation
(10) which is less than a threshold or a predefined maximum
iteration number is reached.

4. Experiment and Results

In this section, first, we will introduce the used databases in
our experiment. Next, some graph learning comparison
approaches are given. At last, subspace learning and cluster-
ing tasks are employed for verifying the effectiveness of the
proposed approach.

4.1. Databases. Four commonly used multimedia databases
from the Internet including Yale [38], AR [39], CMU PIE
[40], and Extended YaleB [41] are used for verifying the
effectiveness of the proposed approach. The detailed statisti-
cal information about the four different databases is depicted
in Table 1.

Yale database: it contains 165 face images captured from
15 different subjects. Each subject has 11 different images
with the varied facial expressions, under different illumina-
tion conditions, and wearing glasses or not. Some example
images of the Yale database are depicted in Figure 2(a).

AR database: it consists of over 4000 facial images
obtained from 70 male and 56 female faces. Images of each
person were captured with 26 frontal face images with anger,
smiling, and screaming, under varied illumination condi-

TaBLE 1: Description of databases.

Instances of

Databases Image size Instances Classes per class
Yale 32x32 165 15 11
AR 32x32 1400 100 14
CMU PIE 32x32 1632 68 24
Extended YaleB ~ 32X 32 2432 38 64

tions, and with sunglass and scarf occlusions. Some examples
of the AR database are shown in Figure 2(b).

CMU PIE database: there are 41,368 face images of 68
different subjects. Images of each person are captured under
43 different illumination conditions with 13 different poses
and 4 different expressions. Here, we employ a subset of
CMU PIE which consists of 24 images per subject. A part
of example images is illustrated in Figure 2(c).

Extended YaleB database: there are 38 individuals and
each individual has 64 images. For each individual, the face
images are taken from different illumination conditions with
small changes in head pose and facial expression. Example
images from this database are shown in Figure 2(d).

Although we can obtain the graph structure from the
proposed approach, it is intractable to assess the graph learn-
ing approaches using the estimated graph alone. Hence, we
will assess the quality of the learned graph by two kinds of
multimedia data analysis tasks including subspace learning
and spectral clustering. In our experiments, we first vary
the graph construction approaches by fixing the graph learn-
ing task and then observe the obtained performance associ-
ated with subspace learning and spectral clustering tasks.

4.2. Comparison among Several Graph Learning Approaches.
To investigate the performance of our approach on subspace
learning and clustering, several state-of-the-art graph learn-
ing approaches are chosen to compare in our work, which
are shown as below:

(i) KNN graph [8]: the graph edges connected by two
vertexes can be generated by the Euclidean
distance-based K-nearest neighbor and the heat
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(a) Yale

)

(b) AR

(d) Extended YaleB

FIGURE 2: Some of the images from the different databases employed in our experiments.

kernel function is used to measure the weight of
an edge

(ii) LLE graph [28]: each sample is linearly recon-
structed by its neighbors within a local area to pre-
serve the local manifold structure

(iii) L1 graph [11]: the locality structure of data by using
L1 sparse representation optimization

(iv) LRR graph [14]: based on self-expressive property,
a low-rank graph is obtained

(v) LSR graph [15]: self-expressive property and Fro-
benius norm are used for fast computing the weight
matrix

(vi) LCLSR graph [33]: it combines the locality con-
straint and LSR together to explore both the global
structure of data points and the locality linear rela-
tionship of data points

(vii) SGLS graph [42]: it integrates manifold constraints
on the unknown sparse codes as a graph regularizer

(viii) Our proposed RGSL graph: our approach takes
the global and local structure information into
consideration and also introduces the [,,-norm
regularization criterion and nonnegative constraint
into graph construction process to enhance its
robustness

4.3. Subspace Learning Experiment and Analysis. In this sec-
tion, we employ an unsupervised subspace learning approach
represented by Locality Preserving Projections (LPP) to ver-
ify the effectiveness of the proposed approach. In our exper-
iments, different graphs are employed as W in LPP approach
for subspace learning and then the classification accuracy is

used for performance comparison. For each database, we
randomly select ] images from each class as the training sam-
ples. The remaining images are treated as the test samples.
The values of I for Yale, AR, CMU PIE, and Extended
YaleB databases are set as {4,5,6}, {4,5,6}, {6,8,10},
and {10,15,20}, respectively. In order to more effectively
and fairly test the performance of the proposed approach,
the random sample selection is repeated 20 times and the
average classification accuracy and standard deviation are
regarded as the final results for comparison. In this work,
we employ the nearest neighbor classifier with Euclidean
distance for classification due to its simplicity. To compare
the performances of different approaches, the classification
accuracy rate is chosen as the evaluation criterion, which
is defined as

N
t_correct X 100%,
total

Class_accuracy =

(18)

where N, .. is the number of test samples which are
correctly classified using the nearest neighbor classifier.
N s the total number of the test samples.

All the experiments are conducted using MATLAB
2016b on a 3.60 Hz with 8 G RAM. In order to acquire the
optimal parameters of different approaches, we employ the
grid-search manner in our experiments. Tables 2-5 depict
the average classification accuracy rates and standard devia-
tions of the proposed approach on the Yale, AR, CMU PIE,
and Extended YaleB databases, respectively. Note that the
brackets in Tables 2-5 mean the data dimensionality when
achieving the best classification accuracy rates.

From the results depicted in Tables 2-5, we can clearly
observe that most of the graph learning approaches perform
better than the KNN graph and LLE graph. It indicates that
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TaBLE 2: The average classification accuracy rates (%) and standard deviations (%) of different approaches on the Yale database.

I=5

I=6

Method I=4

KNN+LPP 74.86 +2.70 (56)
LLE+LPP 77.71 +4.22 (56)
L1+LPP 81.52 +2.30 (44)
LRR+LPP 79.43 +2.70 (56)
LSR+LPP 84.29 + 4.07 (56)
LCLSR+LPP 82.57 + 3.84 (52)
SGLS+LPP 83.33 + 4.15 (56)
RGSL+LPP 84.95+4.12 (56)

77.56 +2.39 (72)
79.78 + 1.55 (56)
84.79 + 2.19 (64)
82.33 +£2.59 (72)
86.00 + 2.58 (72)
85.56 +2.92 (72)
85.33 +3.18 (72)
86.89 + 1.72 (64)

79.07 +3.27 (80)
80.13 + 3.23 (80)
85.07 + 3.31 (80)
82.93 +4.06 (76)
86.40 + 5.02 (80)
85.73 +4.71 (80)
85.20 + 3.74 (76)
86.53 +4.14 (64)

TaBLE 3: The average classification accuracy rates (%) and standard deviations (%) of different approaches on the AR database.

I=5

I=6

Method I=4

KNN+LPP 60.76 + 1.92 (320)
LLE+LPP 66.79 + 2.28 (320)
L1+LPP 74.12 +1.90 (280)
LRR+LPP 77.66 +1.16 (380)
LSR+LPP 79.39 +1.80 (320)
LCLSR+LPP 80.23 + 1.54 (380)
SGLS+LPP 79.43 + 2.06 (380)
RGSL+LPP 83.28 + 1.25 (380)

61.40 + 1.99 (400)
67.56 + 2.15 (380)
74.96 + 1.47 (360)
78.93 £ 0.95 (400)
80.14 + 0.83 (400)
81.76 + 1.01 (400)
84.18 +0.97 (400)
85.20 + 1.06 (400)

60.11 + 1.41 (400)
66.39 + 3.17 (400)
72.46 + 2.64 (400)
82.56 % 1.53 (400)
83.66 + 1.43 (400)
85.36 + 1.06 (400)
85.35 + 1.01 (400)
90.54 + 1.23 (380)

TaBLE 4: The average classification accuracy rates (%) and standard deviations (%) of different approaches on the CMU PIE database.

1=8

I1=10

Method I=6

KNN+LPP 85.37 +0.81 (400)
LLE+LPP 87.55 + 0.92 (400)
L1+LPP 88.95 + 0.86 (380)
LRR+LPP 90.08 + 0.37 (380)
LSR+LPP 89.90 + 0.55 (400)
LCLSR+LPP 90.32 + 0.44 (400)
SGLS+LPP 89.72 +0.68 (400)
RGSL+LPP 90.46 + 0.81 (340)

86.56 + 0.70 (400)
88.05 +0.91 (400)
88.97 +0.73 (400)
90.18 + 0.87 (400)
90.26 % 0.81 (400)
90.68 +0.73 (400)
90.08 + 0.57 (280)
92.72 +0.63 (380)

86.63 +0.99 (400)
87.95 +0.80 (400)
88.09 + 1.13 (380)
90.11 + 0.99 (400)
90.21 + 0.89 (320)
90.68 + 0.83 (400)
90.09 + 0.93 (380)
93.60 + 0.48 (400)

TaBLE 5: The average classification accuracy rates (%) and standard deviations (%) of different approaches on the Extended YaleB database.

I=15

1=20

Method I=10

KNN+LPP 65.38 +2.33 (360)
LLE+LPP 73.93 +1.71 (360)
L1+LPP 75.77 +4.10 (280)
LRR+LPP 82.67 + 1.02 (360)
LSR+LPP 84.20 + 0.66 (360)
LCLSR+LPP 85.59 +0.75 (360)
SGLS+LPP 84.83 +0.73 (360)
RGSL+LPP 86.14 + 0.65 (360)

69.62 + 1.12 (400)
75.00 = 1.18 (400)
75.97 + 1.84 (340)
85.97 +0.71 (400)
86.19 + 0.84 (360)
88.06 + 0.75 (400)
86.64 + 0.73 (380)
90.99 + 0.48 (400)

64.49 + 1.54 (400)
72.05 + 1.17 (400)
67.70 + 1.69 (380)
84.53 + 1.19 (380)
85.14 +0.71 (400)
87.62 +0.62 (380)
87.09 + 0.94 (340)
92.68 + 0.54 (400)

graph learning based on Euclidean distance is very sensitive
to noise points, weakening the classification performance.
Besides, compared to L1 graph learning approach, LRR
graph, LSR graph, SGLS graph, and LCLSR graph take the
locality structure of data into consideration during the pro-

cess of graph construction to get more excellent perfor-
mance. At last, the proposed RGSL approach performs best
among all of the compared approaches. The main reasons
are as follows: first, both the global structure and local struc-
ture are essential to the graph learning. Second, [,,-norm
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FiGure 3: The classification accuracy rates of the proposed RGSL approach with different values of parameters « and S on the four different

databases.

regularization criterion and nonnegative constraint are intro-
duced into graph construction process to improve the robust-
ness of our approach against noise. Therefore, our approach
can improve the classification performance further.

There are two parameters, i.e., « and f in the objective
function of our proposed approach. Hence, how to appropri-
ately set their values is very important for our approach. In
this study, we tune the values of parameters a and 5 by
searching the grid {0.001,0.01,0.1, 1,10, 100} in an alter-
nate manner. The best results of different parameter values
on the four databases are shown in Figure 3.

As we can see from Figure 3, when the values of parame-
ters o and f3 are relatively small, the performance of the
proposed approach is relatively small. With the increase of
parameters « and f, the performance of the proposed
approach will be improved. However, after it achieves its best
classification result, the performance of the proposed
approach dramatically decreases with the increase of the
two parameters. Therefore, the proposed approach can

obtain its best classification results when the values of param-
eters o and f3 are set as neither too large nor too small. At last,
the convergence curves of our RGSL on the four databases
are shown in Figure 4. In this figure, the x-axis and the
y-axis are, respectively, denoted as the iteration number
and the value of the objective function. As seen from
Figure 4, the value of the objective function declines at each
iteration and converges very fast on all of the databases.

4.4. Clustering Experiment and Analysis. In spectral cluster-
ing, the initialization has a major impact on the performance
of the K -means clustering algorithm. Therefore, we carry out
the process of clustering 50 times with different random
initializations. Then, the average clustering results with
standard deviations are used as the final results. In the
experiments, three widely employed clustering evaluation
indicators including Accuracy (ACC), Normalized Mutual
Information (NMI), and Purity are used to evaluate the per-
formance of the proposed approach.
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FIGURE 4: The convergence curves of RGSL on the four databases: (a) Yale, (b) AR, (c) CMU PIE, and (d) Extended YaleB.

For a given sample x;, supposing that the obtained clus-
tering result is p; and true label is t;, the clustering accuracy
is calculated as

N
ACC = Zizlé(ti’m(Pi)) , (19)
N
where 8(x, y) =1 if x =y, §(x, y) = 0 otherwise. The function
m(-) maps the clustering result to the corresponding ground
truth label. N is the number of samples. The Kuhn-Munkres
algorithm [37] is employed to find the best mapping result.
Assuming that P and T are, respectively, the clustering
result and the true label set obtained by different approaches,
the Mutual Information (MI) is defined as

Q(pst;)

Q(p;» ;) - log, Q) QL) (20)

MI(P, T)= )

pi€Qt;eT

where Q(p;) and Q(t;) represent the probabilities that a sam-
ple is randomly selected from the dataset belonging to p, and
t;, respectively. Q(p;, t;) represents the joint probability of a

sample randomly being selected from the dataset belonging
to p; and ;.

Let H(P) and H(T) be the entropies of P and T, respec-
tively. The Normalized Mutual Information (NMI) is calcu-
lated as

MI(P, T)

MI = . 21
N max (H(P), H(T)) (21)
Purity is defined as follows:
L 1&c
Purity = EZ C| ) (22)

i=1 i

where k represents the number of clusters, |C?| is the number
of elements in the most numerous category in cluster C;, and
|C,| is the number of elements in cluster C,.

Tables 6-9 show the best values of ACC, NMI, and Purity
of eight approaches, respectively, on the Yale, AR, CMU PIE,
and Extended YaleB databases. According to the results as
shown in Tables 6-9, the following conclusions can be
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TaBLE 6: The clustering results obtained by different approaches on
the Yale database.
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TaBLE 9: The clustering results obtained by different approaches on
the Extended YaleB database.

Method ACC NMI Purity

KNN 0.6887 £0.0173  0.7098 £0.0069  0.6753 £0.0155
LLE 0.7028 £0.0032  0.7147 £0.0048  0.7085 £ 0.0028
L1 0.6998 £0.0191  0.7396 £0.0145  0.7145+0.0160
LRR 0.7320£0.0119  0.7580 £0.0102  0.7358 £0.0111
LSR 0.7509 £0.0123  0.7790£0.0092  0.7520 £ 0.0122
LCLSR 0.7782+£0.0220  0.7848 £0.0183  0.7865 +0.0202
SGLS 0.7353 £0.0284  0.7811 £0.0201  0.7550 £0.0219
RGSL 0.8532£0.0243  0.8665+0.0321  0.8563 £0.0304

Method ACC NMI Purity

KNN 0.4195+0.0074  0.5191£0.0069 0.4311 £0.0061
LLE 0.4611 £0.0090  0.5460 £ 0.0070  0.4757 £0.0070
L1 0.4793 £0.0168  0.5981 £0.0087  0.5082 +£0.0123
LRR 0.7146 £ 0.0147  0.7603 £0.0085 0.7181 £0.0139
LSR 0.7043 £0.0181  0.7496£0.0102  0.7086 £0.0174
LCLSR 0.7157 £0.0226  0.7656 £0.0140  0.7186 £0.0219
SGLS 0.7220 £0.0235 0.7768 £0.0122  0.7256 £ 0.0226
RGSL 0.7402 £0.0276  0.7897 £0.0163  0.7487 £0.0194

TaBLE 7: The clustering results obtained by different approaches on
the AR database.

Method ACC NMI Purity

KNN 0.3907 £0.0060  0.6556 +0.0032  0.4023 + 0.0062
LLE 0.3908 £0.0072  0.6645 £0.0043  0.4090 + 0.0064
L1 0.6451+£0.0123  0.8057 £0.0068  0.6816 +0.0096
LRR 0.6763 £0.0121  0.8182+0.0082  0.7130 £ 0.0096
LSR 0.7236 £0.0165  0.8703 £0.0078  0.7547 £0.0144
LCLSR  0.8108 £0.0147  0.9050 +£0.0052  0.8326 +0.0103
SGLS 0.8130 £0.0151  0.9186 £0.0056  0.8361 £0.0121
RGSL 0.8301+£0.0124  0.9243 £0.0036  0.8485+0.0132

TaBLE 8: The clustering results obtained by different approaches on
the CMU PIE database.

Method ACC NMI Purity

KNN 0.4825+0.0118  0.7186 £0.0059  0.5244 £ 0.0082
LLE 0.5884 +£0.0124  0.7520 £0.0049  0.6108 £ 0.0090
L1 0.6284 £0.0168  0.7484£0.0091  0.6644 +0.0130
LRR 0.7805+0.0193  0.8694 £0.0065  0.7992 +0.0151
LSR 0.8077 £0.0146  0.8774£0.0049  0.8165 +0.0096
LCLSR 0.8159£0.0114  0.8733 £0.0059  0.8262 +0.0084
SGLS 0.8276 £0.0147  0.8717 £0.0069  0.8380 +0.0109
RGSL 0.8399 £0.0095 0.8886+£0.0070  0.8490 + 0.0081

obtained. First, since KNN graph and LLE graph are based on
Euclidean distance, they are very sensitive to the noise points,
outliers, and parameter values. So the clustering performance
based on KNN graph and LLE graph is lower than that based
on other compared approaches. Second, the performance of
LRR graph, LSR graph, SGLS graph, and LCLSR graph is
superior to that of L1 graph because of taking the locality
structure of data into consideration during the process of
graph construction. However, these objective functions are
all based on /,-norm, so it is very sensitive to the noise data.

Besides, the relationship between the representation coeffi-
cients is ignored in the sample reconstruction, i.e., similar
original samples should generate similar coding vectors,
weakening the effectiveness of graph learning. To over-
come these disadvantages, our RGSL approach combines
l,-norm with manifold constraints on the coding coeffi-
cients to learn a locality and smoothness representation.
Therefore, the performance of the proposed approach is
superior to that of all of the comparison approaches.

Similar to the subspace learning experiment, we also tune
the values of parameters « and [ by searing the grid {0.001,
0.01,0.1,1, 10, 100} in an alternate manner. From the objec-
tive function, we can learn that there are three terms. When
the values of parameters « and f3 are set as small, the effec-
tiveness of the second and third terms in the objective func-
tion will be weakened, and the role of the first term will be
overemphasized. On the contrary, the second and third terms
in the objective function will play a major role, reducing the
effect of the first term. Therefore, the proposed RGSL
approach can achieve the best performance when parameters
a and f are set as moderate values, which is similar to the dis-
cussions of subspace learning.

5. Conclusions

This paper proposes a novel graph learning framework,
named Robust Graph Structure Learning (RGSL) for effec-
tive multimedia data analysis. In order to preserve both
local and global structures of data, we employ the data
self-representativeness to capture the global structure and
adaptive neighbor approach to describe the local structure.
Furthermore, we also introduce the [, |-norm regularization
criterion and nonnegative constraint into graph learning to
improve the robustness of the model against noise. Exten-
sive experimental results associated with subspace learning
and clustering tasks show that the proposed approach per-
forms better performance than the state-of-the-art graph
learning approaches. Since our proposed approach will be
affected by the graph construction when the dimensionality
of data is high, in the future, we will take the dimensional-
ity reduction, subspace learning, and graph learning into a
united framework to address this issue.
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A growing number of prosumers have entered the local power market in response to an increase in the number of residential users
who can afford to install distributed energy resources. The traditional microgrid trading platform has many problems, such as low
transaction efficiency, the high cost of market maintenance, opaque transactions, and the difficulty of ensuring user privacy, which
are not conducive to encouraging users to participate in local electricity trading. A blockchain-based mechanism of microgrid
transactions can solve these problems, but the common single-blockchain framework cannot manage user identity. This study
thus proposes a mechanism for secure microgrid transactions based on the hybrid blockchain. A hybrid framework consisting of
private blockchain and consortium blockchain is first proposed to complete market transactions. The private blockchain stores
the identifying information of users and a review of their transactions, while the consortium blockchain is responsible for
storing transaction information. The block digest of the private blockchain is stored in the consortium blockchain to prevent
information on the private blockchain from being tampered with by the central node. A reputation evaluation algorithm based
on user behavior is then developed to evaluate user reputation, which affects the results of the access audit on the private
blockchain. The higher a user’s reputation score is, the more benefits he/she can obtain in the transaction process. Finally, an
identity-based proxy signcryption algorithm is proposed to help the intelligent management device with limited computing
power obtain signcryption information in the transaction process to protect the transaction information. A system analysis
showed that the secure transaction mechanism of the microgrid based on the hybrid blockchain boasts many security features,
such as privacy, transparency, and imtamperability. The proposed reputation evaluation algorithm can objectively reflect all
users’ behaviors through their reputation scores, and the identity-based proxy signcryption algorithm is practical.

sion from primary energy. The traditional method of conver-
sion is thermal power generation, that is, generating

The Energy Internet (EI), a distributed sharing network that
combines the Internet and distributed energy resources
(DER), can connect many kinds of distributed energy nodes
to achieve the two-way flow of energy. Energy is used to pro-
vide light, heat, power, and other necessities to human
beings. With continual scientific and technological progress,
a variety of devices are now available to easily convert electric
energy into various kinds of energy needed for human pro-
duction and living. Therefore, the two-way flow of electric
energy will form the core of future research on EL
Currently used forms of primary energy include fossil
energy, light energy, wind energy, and water energy [1],
whereas electric energy needs to be obtained through conver-

electricity through the combustion of fossil fuels. However,
this method is inefficient and causes serious environmental
pollution. In 2010, carbon dioxide emissions from energy
production, such as the production of electricity, accounted
for 76% of global emissions [2]. Considering the importance
of environmental protection, research on new methods of
conversion has gained momentum. Renewable energy
sources (RES) such as light, wind, and water are widely used
in the world through primary energy conversion devices. By
the end of 2018, the installed capacity of hydropower in
China was 352 GW, that of wind power was 184 GW, and
that of solar power was 174 GW [3]. In addition, as the num-
ber of residential and industrial users who can afford DER
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deployment, in the form of solar photovoltaic panels,
biomass generators, microwind turbines, and diesel engines,
grows each year, a growing number of DER are being
deployed at the industrial and residential scales [4]. Although
DER has the characteristics of low loss, little pollution, and
good system economy, it still has problems that need to be
solved. First, the distributed generator (DG) that uses the
RES for power generation has a small capacity and is limited
by external conditions, because of which the electricity gener-
ated by it is intermittent and random. This significantly
reduces the reliability of the power supply [5]. Moreover,
when a large number of invisible and uncontrollable power
generated by DER directly flow into the power grid, the over-
all power supply line is prone to overshooting the power flow,
which jeopardizes the safety and reliability of the power sys-
tem [6]. Finally, the relationship between supply and demand
in the power market is a major obstacle to the development of
the DER, and consumers’ acceptance of DER power genera-
tion needs to be considered.

To solve the above problems of DER, two technologies
have been proposed: the virtual power plant (VPP) and the
microgrid (MG) [7]. The VPP leverages advanced coordi-
nated control technologies, smart metering technologies,
and information and communication technologies to interact
with participants in EI, thus making full use of the large-scale
and multiregional DER. Due to the limitation of the available
power transmission technology, long-distance power trans-
mission causes partial power loss. For industrial and residen-
tial users who have DG installed, close-range MG technology
is a better choice. MG focuses on regional balance of distrib-
uted load and power supply to achieve energy autonomy.
VPP focuses on realizing the maximum benefit of the main
body and has the derivative function of participating in the
power market and auxiliary service market [8]. Liu et al. [9]
have provided a distributed robust energy management
scheme for a system composed of multiple MGs. Uncertain
factors in the operation of the MG have been dealt with by
tunable robust optimization technology to optimize the total
operating cost of the MG, and studies have verified the effec-
tiveness of the method in a four-MG system. Zhang et al. [10]
proposed a networked physical-social system for DER man-
agement in the MG that has the capability of parallel learning
and can promote the emergence of high-quality DER optimi-
zation strategies through human-computer interactive learn-
ing. A case study was used to show that this technique can
yield a DER optimization strategy more quickly than other
heuristic algorithms. Ranjbar et al. [11] proposed an MG
protection method in which the short-time Fourier trans-
form (STFT) is used to pretreat the voltage waveform within
a period, and the features of disturbance are extracted
accordingly. These features are fed to a decision tree algo-
rithm to identify fault events in the MG. The results of simu-
lations showed that depending on the type of event, only two
or six features were needed to detect any fault.

The above literature has mainly focused on solving the
technical and economic problems of the MG, but it needs
to be further developed to solve issues with its management.
The prevalent mode of energy operation mostly uses central-
ized third-party management organization to manage trans-
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actions. This mode of management has the following
problems: First, with an increase in the number of DER
transactions within its jurisdiction, the operating cost of the
trading center increases, transaction efficiency is significantly
reduced, and it is difficult to ensure the effective operation of
the microgrid in real time. Second, in the energy trading pro-
cess, the trading center and the trading side cannot achieve
complete trust, which imposes a significant annual cost on
the trading centers to maintain trust. Moreover, there is no
open and transparent trading and information platform in
the MG, because of which the security and effectiveness of
the transaction cannot be guaranteed, and its cost is high.
Finally, the centralized trading center is prone to a single
point of failure; that is, the trading center causes the entire
system to collapse once it is attacked, and the disclosure or
tempering of trading information damages the property
and violates the privacy of both parties to the transaction.
Since 2016, Bitcoin, a decentralized digital currency, has
gained considerable attention from the financial community
due to an increase in its economic value. Academics have
found that in addition to the economic value of Bitcoin itself,
its core supporting technology, namely, the blockchain, has
significant research value. The blockchain has the character-
istics of decentralization, trustlessness, openness, and
transparency. With progress in research, the scope of appli-
cations of the blockchain is no longer limited to the financial
field. Adding blockchain technology to the transaction
process of the MG may provide a new solution to the above-
mentioned management problems. Research on combining
the microgrid energy market with blockchain technology is
still in its preliminary stage. To prove the feasibility of this
combination, many scholars have carried out a series of
studies, and the results show that the blockchain has the
ability to support energy transactions within a certain range
[12-14]. Based on this assessment of theoretical feasibility,
a growing number of papers have been published in the area.
Di Silvestre et al. [15] discussed the loss in the distribution of
energy transactions of blockchains when applied to the MG
and proposed two indicators of loss distribution to solve this
problem. The feasibility of these indicators was verified in
two operating scenarios of a medium-voltage microgrid. Di
Silvestre et al. [16] considered the provision of voltage
regulation technology based on the blockchain for the MG,
mainly by solving for reactive power optimization power
flow and reactive power compensation. The former was
intended to ensure optimal economic planning in reactive
power production and the latter to evaluate the contribution
of voltage regulation. Hassan et al. [17] proposed an energy
transaction auction mechanism called differential privacy
auction to provide moderately costly but secure and private
energy auctions for the MG based on consortium blockchain.
Experimental comparisons showed that this mechanism was
superior to the VCG mechanism. van Leeuwen et al. [18]
designed an integrated energy management platform based
on the blockchain that is composed of three parts: a physical
layer, economic layer, and information layer. It can facilitate
the trade of energy in the microgrid community through a
bilateral transaction mechanism and optimize energy flow
by solving optimal power flow problems. Meeuw et al. [19]
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studied the impact of limitations of hardware and the com-
munication infrastructure of applications on the blockchain
system. Based on the conditions of the Swiss blockchain-
based Walenstadt microgrid, the researchers artificially
adjusted the bandwidth between nodes to simulate the band-
width of the communication infrastructure. They found that
a communication network with a bandwidth of less than
1000 kbit/s leads to insufficient system throughput. To solve
the problems of default risk and demand uncertainty in
designing a renewable energy microgrid based on the block-
chain, a method based on robust two-type fuzzy program-
ming was proposed by Tsao et al. [20], and its effectiveness
was proved by a case study. The above literature has exam-
ined the blockchain-based microgrid system from different
technical aspects, but a safe method to protect energy trans-
actions in the MG remains elusive.

In this paper, a secure microgrid transaction mechanism
based on the blockchain is proposed. The main contributions
are as follows:

(1) Blockchain-based microgrid trading platforms can
solve the problems of trust and transparency in
microgrid energy trading, but most schemes pro-
posed in the literature are based on a single block-
chain. In application, a single blockchain struggles
to provide effective user identity management, and
this makes it easier for malicious actors to infiltrate
the system. This paper proposes a microgrid energy
transaction framework based on the hybrid block-
chain containing a trading consortium blockchain
and N private blockchains for identity management,
where N is the number of microgrids in the network.
Only users verified by the private blockchain can
conduct transactions on the consortium blockchain

(2) To ensure good market trading behavior, a reputa-
tion evaluation algorithm based on user behavior is
proposed. Because there are two kinds of identities,
buyer and seller, in energy trading, this algorithm
contains separate algorithms to assess buyer and
seller behaviors. Whether a user can be authenticated
by the private blockchain depends on their own
reputation: when the reputation has a score of zero,
the user cannot use the energy transaction function.
In addition, the energy in the consortium blockchain
is mainly auctioned by using the continuous double
auction algorithm based on reputation. The higher
the reputation score of a user is, the more benefit
from the transaction they can draw

(3) When users participate in energy transactions, they
need to communicate with the microgrid continu-
ously. To ensure the security of the information
shared during transaction-related communication,
an identity-based proxy signcryption algorithm is
proposed that is suitable for users with smart home
manager. Proxy signcryption allows the smart home
manager with a limited amount of computing power
and storage to delegate its data processing rights to
the powerful energy manager to participate in energy

trading. The identity-based proxy signcryption
algorithm solves the defect whereby the typical proxy
signcryption algorithm needs to store a large number
of certificates

The remainder of this paper is arranged as follows:
Section 2 introduces some preliminary information, and the
system as a whole and its detailed framework are introduced
in Section 3. In Section 4, we describe the steps of implemen-
tation of the proposed scheme, such as details of the buyer
and seller reputation evaluation algorithms, the identity-
based proxy signcryption process, and the process of genera-
tion of new blocks. Section 5 is devoted to a performance
analysis and evaluation of the proposed scheme, and we
summarize our findings in Section 6.

2. Preliminaries

In this section, we review some preliminary knowledge, such
as the structure of the microgrid, the nature of the bilinear
pairing involved, and the principle of proxy signcrytion.

2.1. Microgrid. The earliest concept of the microgrid was
proposed by the United States Consortium for Electric
Reliability Technology Solutions (CERTS) [21] and remains
the most authoritative one. The CERTS microgrid assumes
that the set of loads and DER operate as a single system. A
critical feature is that it can autonomously exist in the distri-
bution system as a self-controlling entity. In other words, it is
impossible to distinguish the MG from legitimate customer
sites in the grid. The initial work by the CERTS was based
on small-scale micropower sources with a capacity lower
than 500 kW, and the basic structure of the MG developed
by the CERTS is shown in Figure 1.

The power system in the diagram consists of three feeders
(A, B, C) and a set of loads. The entire power supply network
has a radial shape. In terms of load distribution, both feeders
A and B contain sensitive loads while feeder C contains tradi-
tional loads. The installation of micropower supply is based
on the user’s load demand and only in case of sensitive loads
are the microsources installed on the feeder. This system
contains two kinds of microsources for installation: a micro-
turbine and a fuel cell. The microturbine is installed on feeder
A, and two kinds of microsources are installed on feeder B.
The fuel cell can produce electric energy as well as a large
amount of heat energy when burning, which endows feeder
B with the ability of cogeneration. To adjust the power and
feeder flow of the microsources, each is equipped with a
power and voltage controller managed by the energy
manager of the MG or the local system of users.

In addition, the microgrid shown in the figure has two
operating modes: the networking mode and the island mode
[21]. When the distribution network is disturbed, feeders A
and B can use a separation device to separate themselves
from the power grid, thereby minimizing interference in
the inductive load. If local power generation is not sufficient
to meet the demand of sensitive loads, the islands are ren-
dered meaningless. Feeder C is left in the interference, mainly
to eliminate the interference trip caused by traditional loads.
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F1GURE 1: The basic structure of the microgrid proposed by CERTS.

With the development of power electronic equipment,
microsources that can be installed in the MG are no longer
limited to the two mentioned above, and the micropower
supply based on clean energy, such as solar and wind energy,
has been widely incorporated into the MG. The control strat-
egy of the MG has improved, and the most commonly used
one is hierarchical control. The hierarchical control strategy
is divided into three layers. The first layer consists of DER
and the local self-control of loads, the second layer consists
of the management control of the MG, and the third layer
features distribution network management control. Through
the hierarchical architecture, the electrical magnitudes of the
MG at different time scales can be controlled.

2.2. Bilinear Pairing. Suppose there are three cyclic groups
G,, G,, and G;. The order of the cyclic group is p, and the
generator of the cyclic group is g. Based on bilinear pairing,
there is a mapping relationship among these three cyclic
groups called e : G, x G, — G; that satisfies the following
properties:

(i) Bilinearity: For any generators g, € G}, g, € G,, and
X,y € Z;, there always exists e(xg,, yg,) = e(g,> ;)"

(i) Nondegeneracy: There always exists g, € G|, g, € G,
such thate(g,, g,) #1

(iii) Computability: There is an algorithm that renders e
(g,> g,) computable under the condition Vg, € G,,

9,€G,

This is an asymmetric bilinear pairing. The commonly
used bilinear pairing is symmetric, that is, G, = G,. Further-
more, the bilinear pairing commonly referred to is based on
the prime order. The composite-order bilinear pairing pro-
posed by Boneh et al. [22] is still undergoing improvement.
For a detailed classification of bilinear pairing, the interested
reader can see Ref. [23].

2.3. Proxy Signcrytion. In 1999, Gamage et al. [24] proposed
proxy signcryption as a cryptographic primitive that is gener-
ated on the basis of signcryption [25] and the proxy signature
[26] and inherits the characteristics of both. In the proxy
signcryption scheme, the owner of the original data can
entrust the authority for processing them to a person, that
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is, the proxy signcrypter; then, the agent can replace the
owner of the original data to perform the signcryption oper-
ation. In a computation-constrained smart device, it would
be a significant burden for the intelligent device to constantly
consume computing power to perform signcryption. Proxy
signcryption can solve this problem. It entrusts the signcryp-
tion operation to the agent with strong computing power to
relieve the computing pressure on intelligent devices. The
proxy signcryption scheme consists of five parts: system
setup, key generation, delegation generation, proxy sign-
crypt, and proxy unsigncrypt. The process is as follows:

System Setup: Given a security parameter A, the algorithm
outputs the system parameter params.

Key Generation: Given system parameters params, the
algorithm outputs the public/private key pairs (PK,, SK,)
of the original data owner, pair (PK,, SK,) of the proxy sign-

crypter, and the pair (PK,, SK,) of the message receiver.

Delegation Generation: Given system parameters params,
the data owner’s private key is SK,, and the warrant is w; the
algorithm outputs a delegation o, and sends (w, ,,) to the
proxy signcrypter.

Proxy Signcrypt: Given system parameters params, the
warrant w, the delegation o, the proxy signcrypter’s private
key SK,, the receiver’s public key PK, the message M, and the

algorithm output ciphertext o.

Proxy Unsigncrypt: Given system parameters params,
warrant w, ciphertext o, the receiver’s private key SK,, data
owner’s public key PK, and the proxy signcrypter’s public
key PK,, if the ciphertext o is legal, the algorithm outputs
message M, otherwise, outputs the error symbol L.

3. System Model

In this section, we laid out the structure of the hybrid block-
chain, where the private blockchain is responsible for identity
authentication, and the consortium blockchain is responsible
for energy transactions.

3.1. Data Storage and Sharing Model of MG Based on Hybrid
Blockchain. The blockchain can be divided into public block-
chain, consortium blockchain, and private blockchain
according to the different modes of participation of its nodes
[27-29]. The public blockchain allows all nodes to participate
in the network and has the highest security. However, its
deployment comes at the cost of a large amount of resources,
and its characteristics of low extensibility and weak data
throughput do not support the application of the public
blockchain to commercial transactions involving large
amounts of data. The private blockchain has the disadvan-
tage of too high a degree of centralization, which renders it
suitable only for information sharing within a single entity
but not for storing transaction information involving multi-
ple entities. The consortium blockchain is a compromise
between the public and the private blockchains. It retains
their advantages and is free of their major disadvantages.
The consortium blockchain is the most commonly used
blockchain in applications.

In the design considered in this paper, we use the consor-
tium blockchain as the transaction blockchain to store
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transaction data and call it the transaction consortium block-
chain (TCB). In contrast to other literatures, we set up an
identity chain outside the trading chain to authenticate and
manage the identities of traders. During the operation of
the MG, an MG community can be regarded as an entity,
and transactions are usually carried out within it so that each
MG community can establish its own identity chain to man-
age traders. Based on the characteristics of operation of the
MG, we use the private blockchain as the identity chain of
managing traders and call it the identity private blockchain
(IPB). Therefore, the overall framework of this paper is a 1
+ N hybrid blockchain framework; that is, it contains a
transaction consortium blockchain and N identity private
blockchains, and N is determined by the number of MGs.
The framework is shown in Figure 2.

As is shown in Figure 2, the MG community communi-
cates with the authority for verification off the blockchain.
Once the verification has passed, each MG community gen-
erates an exclusive IPB that is responsible for authenticating
the user’s identity, assessing their reputation, and storing
the corresponding identity information. When users in the
MG community want to conduct energy transactions, those
participating in the transactions need to communicate with
the MG and send their demands to it. According to the differ-
ent needs of each user, participants in the transaction can be
divided into prosumers and consumers. Prosumers are users
that have DER installed and can sell their surplus electricity.
Consumers are regular users who need to purchase electricity
to meet their needs. When the total remaining electricity
among prosumers in the MG is not enough to meet the
demand of the consumers, the MG purchases the required
electricity from the power trading center. When the total
amount of electricity left over by prosumers in the MG
exceeds the total electricity demand of the community and
the storage is full, the MG sells the excess electricity to the
power trading center. Because power transactions involve
the transfer of user property, all transactions occur on the
TCB, and, accordingly, transaction data are stored on it.
The TCB is jointly maintained by all network nodes and
has only a TCB, which can provide adequate security for
the TCB. To ensure that users have acceptable market trans-
action behavior, the MG uses the reputation-based auction
algorithm to auction energy. The user reputation required
by the auction is stored in the IPB while the algorithm used
to assess the user’s reputation requires the user transaction
data stored on the TCB. Based on this scenario, we allow
the TCB and IPB to interact with each other through smart
contracts. The degree of centralization in a private block-
chain is too high, and the data stored on it are at risk of being
tampered with by the central node. Therefore, we store the
hash digest of the IPB on the TCB to ensure the security of
data in the private blockchain by relying on the security of
the consortium blockchain.

3.2. Identity Authentication Model Based on IPB. When a
user wants to make an energy transaction, he needs to be
authenticated on the IPB. Only an authenticated user can
obtain the transaction license; otherwise, he cannot use the
MG power transaction platform. Community users who are

new to the platform first need to register their identity so that
they can join the IPB. The process of building and joining the
IPB is shown in Figure 3.

Figure 3 shows seven steps, which 1-3 show of the con-
struction of the IPB and 4-7 show the joining process of
nodes. In the construction process, in step 1, the MG man-
ager sends an IPB build request to the authority that contains
the identity of the MG community, maximum power limit,
and the jurisdiction to be divided. After receiving the MG’s
application, the authority reviews it and, after approving it,
returns the information to the MG and invites it to build an
IPB exclusively for its community, as in step 2. In step 3,
the MG and the authority jointly set up a private blockchain.
Once the IPB has been built, users of the community can
apply to join the private blockchain. In the first step of the
joining process, namely, step 4, community users need to
send registration information to the authority. Different from
consumers, the registration information of prosumers con-
tains their identity information as well as detailed informa-
tion on the deployed DER. Upon receiving the registration
information from community users, the authority verifies
the information, and if verified, authority will encrypt and
upload the information to the private blockchain of the
community to which the given user belongs. After that, the
authority will generate the exclusive key for the user and dis-
tribute it. Steps 5 and 6 show this process. As shown in step 7,
when a user receives a private key, they can officially join the
IPB to which they belong according to this key.

Successfully joining the IPB does not mean that energy
transactions can be conducted on the MG energy trading
platform. Energy transactions can be officially conducted
only on the TCB after obtaining a trading license on the
IPB. To obtain a trading license, a user’s identity must be
authenticated out on the IPB. A flowchart of identity authen-
tication is shown in Figure 4.

The system first checks whether the user node ID exists in
the blacklist BL; if it does, the user is denied the use of the
energy transaction function and can otherwise continue to
the next step. The user node then selects the roles it plays
on the TCB, where only seller and buyer roles are available.
When it chooses to be a seller, the system checks whether
the user node has a DER certified by the given authority. If
not, the system returns to the previous step, and the user
node reselects its role. In this case, the system checks the
seller reputation value R; of the user to whom the node

belongs. If the reputation value is zero, the node reenters
the role selection process. If the reputation value is not zero,
the node is issued a seller license. When selecting a buyer, the
system needs to only check the buyer reputation value R; of
the user to whom the node belongs. If the reputation value
is zero, the user ID is added to the BL, and the user node is
denied energy transactions. If the reputation value is not
zero, a buyer license is issued to the user node. Finally, users
with seller or buyer licenses can use them to trade energy on
the TCB. Prosumers can choose to trade as either sellers or
buyers. So, in each round of trading, the IPB provides identity
authentication for each user only once. After the transaction,
the system recalculates the reputation score of each node
based on its performance in the transaction. All new nodes
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are assigned the same initial reputation score by the system,
and each node has the reputation scores of the seller and
the buyer, but only prosumers can use the former score.
Prosumers with a seller reputation of zero cannot conduct
energy transactions on the TCB as sellers and can only
purchase energy as ordinary consumers. Users in the black-
list cannot reregister with the authority to obtain a new node
identity. The means of obtaining another transaction author-
ity is formulated by the given authority.

3.3. Secure Trading Model Based on TCB. Forms of DER
energy trading on the MG energy trading platform can be
divided into two types: P2P trading and centralized clearing.
A P2P transaction is a direct transaction between individuals
that is executed automatically according to the correspond-
ing contract. However, such a transaction is disordered and
can easily affect the power system. Centralized clearing
requires a third-party platform for unified trading under
optimized scheduling to reduce the risk of system disorder.
Due to the problem of trust of the third-party platform, the
mode of transaction of centralized clearing has been
criticized. The emergence of the blockchain provides a new

solution to the problem of trust. The TCB uses continuous
double auction (CDA) as method for transactions, where this
is a kind of centralized clearing. The CDA allows both parties
to a contract to modify their quotations continuously during
the auction to maximize the interests of the traders [30]. The
secure transaction model is shown in Figure 5.

The traditional CDA has only three trading entities: the
auctioneer, buyer, and seller. In our model, MG is the
auctioneer, the prosumer is the seller, and the consumer is
the buyer. Besides, the model features another power trading
center acting as an energy balancer. The greater the number
of nodes in the blockchain network is, the stronger the secu-
rity of the blockchain is. For security-related reasons, we
should deploy as many nodes as possible in the blockchain
network. The block is the basic unit in the formation of a
blockchain and collection of data. Each block is composed
of a header and a body [31]. The block header contains a
transaction information hash, a block hash, and a time stamp
while detailed transaction information is stored in the block
body. The byte size of the block header is smaller than that
in the block body. Therefore, nodes that store only block
header information are called light nodes, and those that
store information on the entire block are called full nodes.
For the smart home manager or the DER with limited com-
puting and storage capabilities, being a light node in the
blockchain network can not only reduce its own storage pres-
sure but also enhance the security of the network. As for the
problem of limited computing power, the pressure can be
shared by an energy manager with powerful computing
power, which exists in the form of a full node in the network.
As aresult, the buyers in this scheme can be accurate to smart
home managers such as smart appliances, smart lighting and
smart windows, and doors, while the sellers are the DER
devices deployed by prosumer.
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The basic flow of the secure trading model is as follows:

(1) Initialization: Once users of the community have passed
IPB authentication, they can conduct identity transac-
tions on the TCB according to their identity licenses.
Users with the seller’s license act as sellers, and those
with the buyer’s license act as buyers. The MG man-
ager node acts as auctioneer, and the keys required
for the transactions are generated by the authority

(2) Quotation collection: Although the smart home
manager or DER, as a light node, can generate the
quotation and signcrypt it to the MG manager node
by itself, frequent signcrypts require a large amount
of computing power. In addition, multiple energy
quotes may belong to the same entity in the auction
list, which increases the workload of the auction
and causes unnecessary waste. As a full node, the
energy manager can first integrate the quotation



information of the user’s home manager, signcrypt
this information through the identity-based proxy
signcryption algorithm, and send the signcrypted
information to the MG manager node. In this way,
the effect of the light node’s participation in the trans-
action can be obtained and problems incurred by this
participation can be solved

(3) Energy auction: After receiving the signcryption
information from buyers and sellers, the MG manager
node decrypts them. Auction matching is then carried
out according to the bidding price. To increase the
user’s attention to reputation, the CDA auction mech-
anism based on reputation is used for auctioning; it
divides users’ grades according to their scores. The
higher the grade is, the wider is the range of options
to which the corresponding user can match. The
matching rule of “price first, reputation first, time
first” is used. At the end of the auction, if energy
balance has not been attained within the MG commu-
nity, an energy transaction is conducted with the
power trading center as is appropriate

(4) Transaction and clearing: Community users who
have been successfully matched check the transaction
information and then conduct energy transaction
according to the confirmed transaction contract.
During the transaction, the default users are pun-
ished financially, and default behaviors will lead to a
decline in their reputation scores. Transaction clear-
ing needs to be carried out through the unique energy
coin of the system that is generated by the power
trading center. When each user joins the TCB for
the first time, they can get a certain value of energy
coin for free through their IDs. Each ID can be
collected only once

4. System Implementation

To implement the secure transaction model of the MG
proposed here, the most important factors to consider are
the reputation evaluation of users, secure collection of quo-
tations required for MG auction, and generation of new
blocks on the blockchain. The section is thus composed of
three parts, namely, a reputation evaluation algorithm based
on user behavior, an identity-based proxy signcryption algo-
rithm, and a data block generation algorithm. These three
parts correspond to the implementation of the above func-
tions. The variables involved in system implementation are
shown in Table 1.

4.1. Reputation Evaluation Algorithm Based on User Behavior.
In the traditional centralized power supply mode, users’ power
consumption behavior changes with time and leads to the
emergence of peak and valley periods of power consumption.
The peak period refers to the duration when the power con-
sumption is concentrated and the power supply is limited.
The valley period is the opposite duration, when there is less
activity and supply is plentiful. The detailed peak-valley time
is divided according to the local season and when the peak-
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TaBLE 1: Symbol definitions.

Symbol Definition

n(T) Time adaptive weight parameter

P The peak period of power consumption
A The average period of power consumption
14 The valley period of power consumption
R Buyer/seller’s contract reputation

jo Buyer/seller’s consensus reputation
RPR Buyer’s demand response reputation
R]}-: Seller’s feedback reputation

Ry; Buyer/seller’s reputation

Ry MG’s reputation

GP System global parameters

MSK System master key

PKi» SKopi Original signcrypter’s public and private keys
PKproxys SKproxy Proxy signcrypter’s public and private keys
PKyig» SKyig MG’s public and private keys

PSK,, Proxy key

w Warrant

M Plaintext information

o Proxy signcryption information

valley load appears. The peak-valley time varies slightly in
different regions; therefore, only the peak P, average A, and
the valley V are defined in this paper, and no detailed time
division is given. To better control the user’s trading behavior,
we define a time-adaptive weight parameter #(T) according to
the peak-valley interval.

1.5, TeP,
n(T)=4¢ 125 TeV, (1)
1, TeA.

In the formula, regardless of whether the trading time T is
in the peak or the valley period, its weight is greater than the
weight of the average period. This is done to enhance users’
attention to the two periods and reduce the probability of poor
trading behavior.

4.1.1. Algorithm to Assess Reputation of Buyer Based on
Behavior. Buyers in the MG community are mainly com-
posed of consumers who need to buy energy. When prosu-
mers have a seller reputation score of zero or the DER
power supply cannot meet their needs, they are also buyers.
In the algorithm to assess the reputation of the buyer, three
reputation events affect the buyer’s reputation: default events,
demand response events, and block generation events.
When the buyer and the seller reach the intention to
engage in a transaction through an auction and sign a con-
tract, the seller begins to transmit electricity to the buyer.
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When the electricity consumption of the buyer in the agreed
time slots exceeds the agreed transaction capacity, the seller’s
interests are undermined because the number of coins stipu-
lated in the contract is fixed.

Therefore, this paper uses the default contract as an
evaluation index for the buyer’s reputation. The buyer’s con-
tract reputation R{°" is assessed as shown in Formula (2):

Reon _H(Ti)> Q;] > 1?]9]]) (2)
-1 " .
0’ Q;] S Q;’}'On)

where R{}", is the contract reputation of buyer i at the end of
round t — 1, T; is the transaction time of buyer i, Q;-j is the

electricity consumption of i in the trading time slot, and
Qji" is the amount of electricity agreed in the contract.

When the buyer violates the contract, they must compensate
the seller according to the price of electricity of the power
trading center.

A demand response event is used to balance the energy
demand of the power supply system when power is in short
supply. Each MG issues the demand of reducing energy con-
sumption to its community and announces the total value by
which the energy consumption needs to decrease. Buyers
who are qualified to respond reduce their electricity consump-
tion according to the agreed response amount. The buyer’s
demand response reputation RP® is shown in Formula (3).

T 450 +0.7T; 4 50250 + 0-5T 42506509

b - 13
DR
RRRI = Ttt 1 0
0.5, e
(3)
where RDR | is the demand response reputation of buyer i at

the end of round ¢ -1, T, ;5 indicates the time when the
deviation between the response capacity and the agreed capac-
ity of buyer i is less than 5%, T ;59,59 indicates the time
when the deviation is in the range 5% ~25%, T 4 150509, indi-
cates the time when the deviation is in the range 25% ~50%,
and T}, indicates the total time buyer i needs to respond in
round t — 1 of the transaction. If r is 1, i responds as required,
and if r is 0, i does not respond.

The generation of blocks is inseparable from the consen-
sus algorithm. To encourage nodes on the network to partic-
ipate in the consensus process, the system assigns a certain
reputation to nodes that participate in the consensus process.
The consensus reputation R{ is calculated as follows:

R,y =k, (4)

where R, , is the consensus reputation of buyer i at the end
of round t — 1, and k; represents the number of times that
buyer i participates in the consensus process in round ¢ — 1.
o is always greater than zero, and its value depends on the
rate of block generation. The two are inversely proportional.

To sum up, before the buyer prepares to conduct a trans-
action in round ¢, we calculate their reputation according to
Formula (5):

t = init,

50
R = con .. (5)
R, | + R} 1+RR 1+R”1, t # init,

where R, is the reputation of buyer i at the end of round £ - 1,
R;; ) is the reputation of i in round ¢ - 1, and R is a judgment
function. When i is qualified to respond, R is 1 and is other-
wise 0. When buyer i is participating in the transaction for
the first time, their initial reputation is 50.

4.1.2. Algorithm to Assess Reputation of Seller Based on
Behavior. In the MG community, only prosumers can be
sellers. The algorithm to assess their behavior as seller uses
three reputation events as indicators: a default event, a feed-
back event, and a block generation event.

When the supply of electricity provided by the seller fails
to reach the trading capacity agreed with the buyer in the
contract, the buyer needs to purchase electricity from the
power trading center to meet their electricity demand. The
price of electricity offered by the power trading center is often
higher than the transaction price in the MG community and
causes losses for the buyer.

Therefore, whether a contract is default can be used as an
evaluation index to assess the seller’s reputation, the buyer’s
contract reputation R;On is as shown in Formula (6).

(7)), Q< Q™

con _
R]t 1™

(6)

where R}?", is the contract reputation of seller j at the end of

round ¢ — 1, T; is the transaction time of j, and Ql’-]- is their
electricity consumption in the trading time slot. When seller
7 defaults, they compensate buyer i for the extra cost of pur-
chasing electricity from the power trading center.

A feedback event is one where after a transaction between
buyer i and seller j, and i needs to provide feedback to j on the
quality of the power supply service, which is expressed by F;;.
The range of Fyis [-0.5,0.5], and the seller’s feedback reputa-

tion Rf is shown in Formula (7):

v Tl

=1 7 zi=1Ei (7)

In the formula, Rf .1 is the feedback reputation of seller j
at the end of round ¢ — 1, L is the number of buyers who give
feedback to seller j, and E; is the feedback equilibrium func-
tion used to balance the feedback value.

The value of E; can be only 0 or 1. To use E,, the average
value F, and standard deviation F; of the buyer’s feedback
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need to be calculated first. They are calculated, respectively,
by Formulae (8) and (9):

L

p:¥ (8)
L 2

o= Zizl(Fij_Fa) 9)
sd L ‘

Then, the equilibrium parameter ¢ is obtained from F,
and F_; as shown in Formula (10):

£=Fu_FSd' (10)

Finally, E, is assigned a value by Formula (11).

1, F,»jzs,
E = (11)

0, Fij <E.

The block generation events of the seller and the buyer
are identical, and the seller’s consensus reputation R]-C is
calculated as follows:

R, =ka, (12)

where th_l is the consensus reputation of seller j at the end
of round ¢ -1, and k; represents the number of times that

seller j participated in the consensus process in round f — 1.
We can then obtain the seller’s reputation in round t:

t = init,
RA =

50,
ot con F C
Ry +R% + R, + Ry,

13
t # init, 13

where R;, is the reputation of seller j at the end of round
t—1, and R;,  is their reputation in round ¢ —1. When j
participates for the first time in the transaction, their ini-
tial reputation is 50.

For both buyers and sellers, the range of values of the
reputation score is [0, 100]. Therefore, after calculating the
reputation of the user for participating in a given round
using the above formulae, their reputation score should be
recalculated through Formula (14) to restrict the range of
reputation scores:

100, Ry, > 100,
Ry =4 Ryjp» 0<R;;, <100, (14)
0, R.,.. <100,

i/jt

where R;;, is the reputation of the buyer/seller in round .
When the seller’s reputation is zero, they can participate
only in the transaction as a buyer. When the buyer’s reputa-
tion is zero, they are blacklisted and forbidden from partici-
pating in round t.
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4.2. Identity-Based Proxy Signcryption Scheme. The identity-
based proxy signcryption (IDPSC) algorithm [32] is an
improvement over the proxy signcryption algorithm. The
core idea is the same; that is, the right to signcryption of
the data can be entrusted to the proxy signcrypter, who can
then signcrypt the data instead of the original signcrypter.
After receiving the proxy signcryption data, the receiver can
regard the proxy signcrypter as the original signcrypter,
who becomes responsible for the data. The original proxy
signcryption algorithm uses traditional public key facilities
and encounters the problem of authenticating the user’s
identity when using the key generated by this facility to com-
municate. It thus needs a trusted third party to issue the
user’s identity certificate. When there are too many users,
the problem of certificate management becomes significant.
The IDPSC does not encounter this problem and thus is
more efficient.

In the MG community, the auctioning algorithm is often
used for transaction matching. It involves a large number of
communication processes. To ensure the confidentiality
and nonrepudiation of the communicated information, the
information needs to be signcrypted. In the proposed model,
the participants are DER installed by prosumers and smart
home manager installed by consumers, but these are unsuit-
able for data signcryption because of their hardware. To
solve this problem, we propose a secure IDPSC algorithm
for MG energy trading consisting of five subalgorithms:
those for system setup, key generation, proxy key generation,
proxy signcryption, and unsigncryption. The program
description is as follows:

4.2.1. System Setup. The primary function of the phase is that
the government initializes the system in order to provide
basic conditions for the operation of subsequent phases.
The core algorithm of this phase is Setup(1%) — (GP,
MSK), which is controlled by the authority. The authority
first enters the security parameter € into the system, which
generates two additive cyclic groups G and G; of order p
according to the parameter ¢, and defines four hash functions
H,:{0,1}" —G, H,:{0,1}' —2Z,, H;:Gy—
{0,1}", and H, : {0,1}" x Gy — Z;, where n is the byte
length of message M. For the cyclic group G, g is the gener-
ator; G and Gy satisfy the bilinear mapping relation e : G x
G — Gy. The authority then randomly selects element A €
Z, as the system’s master key and computes the system’s
public key PK,,;, = Ag. Finally, the master key MSK and the
system global parameter GP are output:

MSK = A,
{ .

GP={n,e,g,PK,,H,, H,, H;, H, }.

pub>

MSK is kept secret by the authority while GP is published
to the entire network. All nodes can access this information.

4.2.2. Key Generation. The primary function of the phase is to
generate public and private key pairs for users, and the core
algorithm is KGen(GP, MSK, ID) — (PK,p, SK;pp). The
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algorithm needs input a user ID; the authority audits it. If ID
fails to pass the audit, the authority refuses to generate the
key for the user. If the audit is passed, the authority outputs
the public-private key pair (PKp, SK;p) corresponding to
the ID:

{PKIDzHl(ID)’ (16)

SKip = APKp,

During the key generation process, each user can obtain
multiple public-private key pairs. The energy managers and
smart home managers deployed in the consumers’ houses
obtain exclusive public-private key pairs. In addition to
obtaining exclusive public-private key pairs for the energy
managers and smart home managers, prosumers also obtain
public—private key pair for the DER deployed by them. To
better explain our scheme, we define the public—private key
pair of the smart home manager and DER as (PK_;, SK_;),
which is the key of the original signcrypter. The key of the
energy manager is (PK,,,, SK , which is also the key
of the proxy signcrypter. The recipient’s key is represented
by the public-private key pair (PKy,5, SKyg) of the MG.

proxy )

4.2.3. Proxy Key Generation. This phase is the core of IDPSC
algorithm, and its main function is to entrust the data sign-
cryption right to the proxy signcrypter, which is represented
by PKGen(GP, w, SK,;, SK,,;qx,) — PSK,,. The process of
proxy key generation is performed by the user and can be
divided into three steps. The first step is performed by the
original signcrypter, such as smart home manager and
DER, who uploads a warrant w,; € (0,1)" (which records
the proxy expiration date, proxy content permissions, and
the identities of the original signcrypter and the proxy sign-
crypter) to the consortium blockchain. At this time, the
MG needs to update the value of w_; of each node in the stor-
age list in real time to verify the validity of the information
during unsigncryption.

The second step is to generate the delegation D,. Both
the private key SK ,; of the original signcrypter and the
private key SK, . of the proxy signcrypter belong to the
same user. In this step, the user can choose for the delega-
tion to be generated by either the original signcrypter or
the proxy signcrypter (energy manager). When the user
has too many original signcrypters, it is recommended that
the original signcrypter generate the delegation D,. The
process is as follows:

s=H, (@) (17)

D, =sSK.
In the third step, the proxy signer generates the proxy key.

PSK,, = Ky + D,- (18)

proxy

The informational interaction between the proxy sign-
crypter and the original signcrypter takes place on the home
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LAN, and so there is no need to verify the information with
the original signer.

4.2.4. Proxy Signcryption. In this phase, signcryption is
performed on plaintext, the result of which is the ciphertext
after signature and encryption, and the core algorithm is
PSigc(GP, Wyroxy> M, PRy, PSK, SKpypoxy) —> 0. When a
user wants to participate in an auction, their proxy signcryp-
ter needs to collect the quotation information M € (0, 1)"
from the original signcrypter and organize it. The proxy
signer randomly selects an element x € Z; and computes

the symmetric encryption key K:
K = H; (e(PK,y, PKy ) ") (19)

Then, the proxy signer calculates the symmetric
encrypted ciphertext C.

C=KeM. (20)

The proxy key PSK,, is then used to perform the proxy
signcryption.

V=e(g,PK,y)"
u=H,(CV), (21)

8= xPKyp — (USKppony + PSK, ).

Finally, the proxy signcrypter outputs the proxy sign-
cryption information 0 = (woy» - C,S) and sends it to
the MG. w,,,,, represents the original signcrypter’s war-
rant forwarded by the proxy signcrypter. Placing w,,oy,
in the proxy signcryption information o helps the MG
quickly find the original signcrypter corresponding to the

proxy signcryption information.

4.2.5. Unsigncryption. The primary function of this phase is
to help the information receiver recover the real and effective
plaintext information from the ciphertext. The algorithm is
expressed as UnSigc(GP, 0, SKyis, PKyg, PRy, PRy )-
When the MG conducts an energy auction, it needs the quo-
tation information M from the original signcrypter, which
exists in the received proxy signcryption information o.
The MG thus needs to perform the unsigncryption process.
If the warrant w,,,,, in the proxy signcryption information
o is inconsistent with that sent by the original signcrypter,
an error symbol L is returned. Otherwise, the MG performs
the following tasks to check the validity of the ciphertext C
in the proxy signcryption information o:

{ = H, (Wgri)s

V' =e(g, S)e(PK up PK oy )" e(PK

s
pub> proxy p Kori) :

pub>
(22)



12

Only when u = H,(C, V') is true does the MG receive the
ciphertext C; it then calculates the symmetric encryption key:

1
K’ = H3 (e(s’ PKMG)e(P proxy> SKMG)HJr (PKorl’ SKMG) )
(23)

Finally, the MG obtains the original signcrypter’s quota-
tion information M = K' @ C. If the content of M does not
fall within the scope specified in the warrant w_, the algo-
rithm outputs an error symbol L.

ori’

4.2.6. Proof of Correctness. We prove the correctness of this
scheme by proving the correctness of V' and K.
First, we prove the correctness of V'

puh’ proxy)ﬂﬂe(PK ub> PKorz)

proxy) e(/\g’ SPI{ori)

S)e(PK

S)e(Ag,

=e(g,S)e(g /\PKpmxy) e(g /\PKmey) (g, SAPK,,,;)
S)e(g, p
S) (

proxy) (g’ SKproxy) (g’ SSI(ori)

proxy + SKproxy +D, w)

g, xP - (‘uSKPmXY + PSKOP) )e(gs USK oy + PSKop)
xPKPub) =e(g,PK,) = V.
(24)

!
Then, we can prove the correctness of K.

!

1 s
K H3 (6 S PKMG proxy SKMG)‘M+ e(PKori’ SKMG) )

e(S, PKMG)e PKPmXY,APKMG)"
. APKy) e(sPK,» APKy )

ori?

pmxy
5(e S PKyg) ()LPK

5 (e(S, PKyg )e(uSK

PKy6)"e(APK
sroxy> PKag ) €(SK

sroxy> PKar ) €(SAPK o, PKyy,))
proxy? PKMG) e(sSKqy» PKMG))
e(S, PKM(,)C(MSKWOX, + SKproxy + Dy . PKy))
€(xPK - (USK prony + PSK ) PKyyr)€(USK prony + PSK o, PKiyc))
e(x pub> PKyig )

(PKpups PRyg) ") =K

proxy’>

3

3

H(
Hi (e
H,(
Hy(
Hi(
Hi(

e

3 pub>

(25)

The e(., .) in all of the above formulas refers to the bilin-
ear algorithm in Section 2.2.

4.3. Generation of Data Blocks. In the blockchain network,
the generation of blocks is closely related to the consensus
algorithm used on the blockchain, where consensus algo-
rithms used by different types of blockchains are different.
The system used in this paper is a 1 + N hybrid blockchain
system, which is essentially a transaction consortium block-
chain and N identity private blockchains. Because there are
two different types of blockchains, this system uses two con-
sensus algorithms to generate blocks at the same time,
namely, the Raft consensus algorithm [33] and the PBFT
consensus algorithm [34].

Wireless Communications and Mobile Computing

4.3.1. Consensus Algorithms of IPB. The private blockchain
built by the MG itself is highly centralized and has central
nodes, which coincides with the strong leadership of the Raft
consensus algorithm. We thus use the Raft consensus algo-
rithm on identity private blockchain. The strong leadership
of the Raft consensus algorithm is mainly manifested in the
fact that all log entries flow only from the leader server to
the backup server, which simplifies the management of repli-
cated logs [33]. There are three identities of the leader, candi-
date, and follower in the Raft consensus mechanism. In the
identity private blockchain constructed by the MG, the leader
is a node chosen by the MG from among its manager nodes,
other unselected MG manager nodes and authority nodes are
candidates, and followers are community user nodes in the
identity private blockchain. A candidate is a candidate for
leader. When the leader fails to operate normally, a new
leader is selected from among the candidates. Only when all
MG manager nodes fail does the authority node temporarily
act as leader. The process of generating blocks using the Raft
consensus algorithm can be simplified into three steps. In the
first step, the leader node reviews the reputation data of the
community users. Once the review is passed, it is sent to
the energy manager nodes of each community user for rein-
spection. In the second step, the energy manager node rein-
spects the data sent by the leader node and returns the
result to the leader node. In the third step, the leader node
packages the data passed by both validation and revalidation
into blocks and uploads them to the local private blockchain.
To prevent the MG manager node on the private blockchain
from tampering with the data, the hash value of the blocks on
the private blockchain is uploaded to the trading consortium
blockchain. In addition, the Raft consensus algorithm does
not affect the user’s reputation.

4.3.2. Consensus Algorithms of TCB. The PBFT consensus
algorithm is used in the transaction consortium blockchain.
A modified form of the original is used in this paper by
changing the mechanism of establishing the consensus com-
mittee. In the original algorithm, the consensus committee is
composed of preselected consensus nodes, the number of
nodes in the consensus committee is fixed, and the consensus
nodes do not change. In our modified PBFT algorithm, the
consensus nodes that form the consensus committee are
constantly changing. At the beginning of each round of trans-
action, the system selects the consensus nodes to form a new
consensus committee, and the working time of each consen-
sus commiittee is one trading cycle as planned by the system.
To encourage MG trading platforms to maintain good inter-
nal trading behavior, the system constructs a consensus com-
mittee according to the principle of “reputation first, quantity
first.” The essence is to select the highest ranked MG commu-
nity according to the selection principle. Reputation first in
the selection rules refers to the selection of the MG commu-
nity with the highest reputation score. Reputation depends
on its internal users and is calculated as follows:

!
2R+ Z;ile

Ry = T , (I+m)>H, (26)
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where [ represents the number of buyers in the MG commu-
nity at the time, m represents the number of sellers, and H is
the fixed number of nodes of the consensus committee. The
community with more users is preferred if two MG commu-
nities have the same reputation score. The same MG
community cannot be selected consecutively; when this
happens, the second-ranked MG community is responsible
for block production.

Once the consensus committee has been built, members
of the committee follow the same consensus process as in
the original PBFT consensus algorithm to generate the
blocks, as shown in Figure 6.

The distributed consensus process is divided into five
stages: request, preprepare, prepare, commit, and reply. At
the beginning of the request phase, the authority sends the
client’s request to the MG manager node. After receiving
the request, the algorithm enters the preprepare phase; this
stage requires the MG manager node to broadcast the
sequence of execution of the transaction to the user node
inside the consensus committee. In the prepare stage, the
user node has two behaviors for the received information:
one is to receive and forward the received information to
the nodes, and the other is to do nothing. Nodes in the sec-
ond state are called Byzantine nodes, such as producer 2 in
Figure 6. The trigger for the commit phase is to receive (H
— f) identical requests for information. If this condition is
satisfied, the commitment information is broadcast to the
entire network. f is the number of Byzantine nodes in the
consensus committee and needs to meet the condition f
< (H-1)/3. In the reply phase, the consensus nodes also
collect (H —f) identical commitment information items
before feeding it back to the authority. The verified informa-
tion is packaged into blocks and uploaded to the trading
consortium blockchain. Except for the MG manager node,
all consensus nodes can receive reputation rewards after the
block has been generated.

5. Analysis and Evaluation

5.1. Analysis of System Performance. To verify the security of
the MG energy trading mechanism based on the hybrid
blockchain, we theoretically analyzed the implementation of
various security features of this scheme. We also conducted
a feature comparison with some proposals in the literature,
and the results are shown in Table 2. It is clear that the pro-
posed scheme outperformed the other schemes.

(1) Privacy and confidentiality: In this paper, two types
of blockchains, the transaction consortium block-
chain and the identity private blockchain, were used
to store information. The user’s identity-related
information is stored in the identity private block-
chain. When the user transacts in the trading consor-
tium blockchain, the attacker cannot learn their
identity from the transaction information. To ensure
the confidentiality of the transaction information, we
use an identity-based proxy signcryption algorithm
in which the quotation submitted by users is
encrypted with a symmetric encryption key. Nodes
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TaBLE 2: Comparison of security features.

Security features

Ref. [35] Ref. [36] Ref. [37] Our scheme

Privacy

[

v
Confidentiality X
Transparency v
Traceability v/
Imtamperability v
N

Nonrepudiation

X <2 < 2. X X
X 2 < 2 X X
2 222 2 <2

()

in the consortium blockchain cannot understand
the quotation information contained in the cipher-
text without obtaining the symmetric encryption key

Transparency and traceability: As blockchain is a
shared ledger, all nodes share the same data, and
the transaction records generated by each node are
public. The generation of blocks in the blockchain
also follows transparent consensus rules. The consen-
sus node processes the transaction information and
generates new blocks according to the specific con-
sensus to render the data transparent. Blocks on the
blockchain are generated in chronological order,
and all transactions are open due to the transparency
of the blockchain. When there is doubt about a trans-
action, the information on it can be traced according
to the above conditions

Imtamperability: The difficulty of data tampering on
the blockchain is related to the consensus algorithm
used. In this paper, the Raft consensus algorithm
was used on the private blockchain and the PBFT
consensus algorithm on the consortium blockchain.
The central node of the private chain is powerful.
To prevent the central node from tampering with
the data, we store the block digest of the private
blockchain in the consortium blockchain. Therefore,
the scheme’s resistance to being tampered with is
implemented by the PBFT consensus algorithm on
the consortium blockchain. The PBFT algorithm is
the most commonly used consensus algorithm on
the consortium blockchain because of its high scal-
ability and low power consumption. When it is used,
the system can still work normally even if 33% of the
nodes in the system are Byzantine nodes [38]. In
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addition, the consensus nodes in this paper were
selected from among nodes with good reputation,
which yield more benefits. It is unrealistic for more
than a third of nodes with good reputation to go
against their own interests to jeopardize the stability
of the system

(4) Nonrepudiation: The nonrepudiation of information
is realized by a digital signature that is broadcast and
verified between nodes before being stored in the
blockchain. When a trade dispute arises, the nonrepu-
diation of the given trade can be realized by tracing the
trade signature in the blockchain. The identity-based
proxy signcryption scheme used in this paper can
not only encrypt the information but can also sign it.
Because the transaction entity does not have enough
computing power to carry out frequent signcryption,
we entrust the right of signcryption of the data to a
proxy signcrypter with strong computing power.
The signcryption information of the proxy signcryp-
ter is identical to that of the original signcrypter

5.2. Analyzing Validity of Algorithm to Assess Reputation
Based on User Behavior. Algorithms to assess reputation
based on user behavior can be divided into those based on
buyer behavior and seller behavior. The validity of the algo-
rithm considered here thus needs to be analyzed from the
perspectives of both the buyer and the seller. Because the
contract reputation scores of the buyers and sellers are closely
related to the peak and trough periods of trading time, this
paper used the peak-valley period division table as shown
in Table 3 for a more concise analysis of the validity of the
algorithm. Each trading cycle is 30 minutes long.

5.2.1. Analyzing the Validity of Algorithm to Assess Buyer
Behavior. To verify the validity of the algorithm to assess
buyer behavior, we considered a scenario in which three
buyers performed different behaviors over 24 hours. As
Figure 7 shows, when the buyer did not trigger a reputation
event, their score remained the same. From 3:00 to 3:30,
buyer A triggered a default event; as this was a valley period,
buyer A’s score dropped by 1.25. From 6: 00 to 6: 30, buyer C
triggered a default event. At this was the average period,
buyer C’s score dropped by 1. From 8:00 to 11:00, the user
entered the peak period of electricity consumption. When
power consumption was in short supply during the peak
period, the MG issued a demand response event. Both buyers
A and C activated the demand response event in this period.
From 8:00 to 10:00, buyer A continuously activated four
demand response events and maintained a capacity deviation
of less than 5%. Buyer A thus added 4 scores in total in this
period. From 8:30 to 10:30, buyer C also activated four
demand response events in a row, but the capacity deviation
the first two times was in the range of 5%-25% and was less
than 5% for the last two instances. Buyer C thus added 3.4
scores in total. From 10:00 to 10:30, the MG community
was selected to lead the block generation process, and buyer
C successfully triggered the block generation event and
earned a score of 0.45. From 14:30 to 15:00, buyer C trig-
gered the default event again, in the average period, and lost
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TaBLE 3: Peak and valley time division.

Period (hour)  Peak period  Average period  Valley period
(0-6] 0 0 1
(6-8] 0 1 0
(8-11] 1 0 0
(11-16] 0 1 0
(16-21] 1 0 0
(21-22] 0 1 0
(22-24] 0 0 1

1: current time belongs to this period; 0: current time does not belong to this
period.
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FIGURE 8: Reputation scores of three sellers.

1 point again. From 16:00 to 21:00, during the peak period
of electricity consumption, buyer A activated demand
response events two times, from 17:30 to 18:00 and from
19:00 to 19:30 and obtained 2 scores; buyer C activated only
once, from 18:30 to 19:00, and earned 1 reputation score.
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TaBLE 4: Comparison of computational overheads.

Scheme PKGen PSigc UnSige Total

Ref. [39] 2Ty 5T+ Tg Ty+Tg+5Tp 8T, +2Ty+5T,

Ref. [40] 2Ty + T+ Tp 3Ty +Tg Ty+Tp+4Tp 6T, +3T;+5Tp

Ref. [41] 2Ty +2Tp Ty+2Tg 4T)p Ty+4Tp+6T,

Our scheme Ty 2T, +2Tg 4Ty +2T, 3T, + 6T+ 2T,

T time needed for scalar multiplication operation on G; T: time needed for exponential operation on G; Tp: time needed for bilinear pairing operation.

From 20:00 to 20:30, the MG community was again eligible
for block generation, and buyer A triggered this block gener-
ation event to obtain 0.45 scores. Buyer B neither initiatively
triggered the default event nor the demand response event.
When the MG community obtained the block generation
qualification, buyer B’s reputation was not among the top
H-1; so, B could not trigger the block generation event, and
its reputation score remained unchanged at the initial value
of 50. The results show that all behaviors of buyers are objec-
tively reflected in their reputation scores.

5.2.2. Analyzing the Validity of Algorithm to Assess Seller
Behavior. To verify the validity of the algorithm to assess
seller behavior, we considered another scenario in which
three sellers performed different behaviors in 24 hours. As
Figure 8 shows, assuming sellers A and B had the same qual-
ity of power supply service, and seller C supplied better ser-
vice than them, and when the seller did not trigger a default
event, the reputation scores of 0.1 were obtained for A and
B by the feedback event at the end of each round. C obtained
0.2 reputation points through the feedback event. When the
seller triggered the default event, both A and B lost 0.25 rep-
utation points for the feedback event and C lost 0.15 reputa-
tion points. The occurrence of consensus events did not affect
the score of the feedback events. From 3:00 to 3:30, seller A
triggered a default event; as this was a valley period, seller A’s
score dropped by 1.5. From 6:00 to 6: 30, seller C triggered a
default event in the average period, and his/her score
dropped by 1.15. From 10:00 to 10:30, the MG community
was selected to dominate the block generation process, sellers
B and C triggered the block generation event together, and
seller B scored 0.55 while seller C scored 0.65. At 12:00,
and seller A updated the equipment. Following this, A and
C had the same quality of service, and the reputation scores
provided by the feedback event were identical to those for
C. From 14:30 to 15:00, seller B triggered the default event
in the average period, and his/her reputation score decreased
by 1.25. From 20: 00 to 20: 30, the MG community was again
eligible for block generation, and A and C triggered block
generation events together; both received 0.65 points. The
results show that all behaviors of sellers were objectively
reflected in their reputation scores.

5.3. Assessing the IDPSC Algorithm. The computational cost
of the proxy signcryption algorithm consists mainly of three
operations: proxy key generation, proxy signcryption, and
unsigncryption. In this section, our scheme is compared with
those proposed in Refs. [39-41] from the perspective of com-
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FIGURE 9: Comparison of computational overhead.

putational cost, and the results are shown in Table 4. Many
key parameters in the IDPSC algorithm can be used all the
time after one calculation. These parameters are calculated
in advance by the system and thus are not included in the
comparison of computational costs of the algorithms consid-
ered here. In Table 4, T, represents the duration of opera-
tion of scalar multiplication on G, T represents that of the
exponential operation on Gy, and T, represents the time
required for the bilinear pairing operation. To show the com-
putational cost of each scheme more clearly, we refer to the
operation time defined by He et al. [42] for calculation; that
is, the time required for the scalar multiplication operation
on G was 13.405 ms, that for exponential operation on G
was 2.249 ms, and the time required for the bilinear pairing
operation was 32.713 ms.

Figure 9 shows a comparison of the calculation costs of
the proposed scheme with certain other schemes. It is clear
that our scheme delivered the best performance on the proxy
key generation algorithm and the unsigncryption algorithm.
In the proxy signcryption algorithm, although our scheme
was not the best, only the one proposed by Yu et al. [41]
was superior to it. In terms of overall overhead, our method
was the best. Our overall overhead accounts for 43.27% of
Ref. [39],47.51% of Ref. [40], and 54.62% of Ref. [41]. In gen-
eral, it was more useful in practical application scenarios.

6. Conclusion

To address the problems of data storage and identity
management and transaction in the microgrid, this paper
proposed a secure transaction mechanism for it based on a
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hybrid blockchain. A combination of the identity private
blockchain and the transaction consortium blockchain is
used to store users’ identity information and trade informa-
tion separately to guarantee user privacy. Blockchain-based
features such as transparency and traceability provide a
transparent and open energy trading platform for users of
the MG community. In the process of energy transactions
in the microgrid community, both parties to the transaction
may have dishonest behaviors, and the occurrence of dishon-
est behaviors will result in property losses, which will reduce
the participation of users. A reputation evaluation algorithm
based on user behavior is used to constrain users’ MG trading
behavior on the identity private blockchain and is committed
to creating a favorable atmosphere for the energy trading
market. The smart home manager or DER, as a light node,
cannot afford the computing power required for frequent
signcryption. This paper proposes an identity-based proxy
signcryption algorithm to guarantee the confidentiality of
user quotations and the nonrepudiation of transactions. A
system analysis showed that the reputation evaluation algo-
rithm proposed here can objectively reflect all the behaviors
of users, and the identity-based proxy signcryption scheme
has advantages over competitors in data sharing.
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Recent advances in the Internet of Things (IoT) technologies have enabled ubiquitous smart devices to sense and process various
kinds of data. However, these innovations also raise the concern of efficient data transmission. Tackling the above issue is nontrivial
since the resource constraints and environmental randomness in IoT require a lightweight transmission scheme while guaranteeing
system stability. In this paper, we formulate the transmission scheduling problem of multi-interface IoT devices as a concave
optimization, aimed at accommodating the randomness of the IoT environment within the network capacity. By applying the
Lyapunov optimization technique, we divide the stochastic problem into a series of low-complex subproblems, which can be
individually solved per time slot, and develop a dynamical control algorithm that does not require a priori knowledge such as
link states. Theoretical analysis shows that our algorithms nicely bound the average queue length and are asymptotically
optimal. Finally, extensive simulation results verify the theoretical conclusions and validate the effectiveness of the proposed

algorithm.

1. Introduction

With the ubiquitously deployed smart devices, the Internet of
Things (IoT) technology has been facilitating the intelligence
of residential daily activities by providing advanced services
for transportation, agriculture, industrial manufacturing,
etc. [1-3]. However, the continuous growth of IoT applica-
tions with the proliferation of various devices has resulted
in an unprecedented explosion of network data traffic [4].
According to related report [5], the global IoT cellular traffic
is expected to grow to 1.7 exabytes per month by 2022, a two-
fold increase over 2020. This huge amount of data traffic
poses a critical challenge to the current networks [6, 7], mak-
ing it impractical to provide transmission guarantees.
Recent innovations of scalable communication systems
can empower the IoT devices to connect to heterogeneous
networks concurrently, enabling IoT devices to transmit data
through different networks in parallel [8]. In particular, an
IoT device equipped with multiple interfaces can use multi-

ple channels simultaneously in the physical link layer [9]
and deliver packets through Multipath TCP (MPTCP) in
the network layer [10]. As a result, the IoT devices with mul-
tiple data flows can be treated as a transmission scheduler
with a many-to-many traffic pattern. Namely, an IoT device
can adopt different kinds of data and category them into dif-
ferent types of flows, depending on priorities or require-
ments. Then, the transmission scheduler can choose to
deliver these data flows through either one link or multiple
links. In this regard, the IoT device performs like an input-
queued switch for data transmission. Moreover, this design
can also bring other advantages for IoT applications, such
as performance improvement and scalability support [11].
The novel transmission paradigm introduced by [8] also
raises the concerns of transmission scheduling for achieving
the desired transmission rate. For example, how many
packets of different flows should be transmitted through
which link, and how to adjust transmission rates for each
flow with system stability guaranteed. These concerns are
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further complicated with IoT devices’ mobility, as it brings
dynamical communication environments and stochastic link
conditions. Few efforts like [12] consider the stochastic mul-
tipath IoT scenarios, as it is not easy to determine the optimal
scheduling schemes. The essential reason lies in two
aspects. On the one hand, foresightedly optimize the
scheduling problems requires the full knowledge of envi-
ronmental information. However, because of the random-
ness of packet arrival rates and link states, it is almost
impractical to apply this kind of solution to IoT scenarios.
Although predicting the network state may be an alterna-
tive approach, it is inefficient in facing emergencies, i.e.,
traffic bursts, which would result in system instability.
On the other hand, most IoT devices are constrained with
limited computation and energy resources, incapable of
operating complex algorithms. Besides, it is also unneces-
sary to spare a large number of resources for determining
data transmission decisions. Thus, efficient online schedul-
ing solutions with low computation complexity are more
suitable for IoT devices.

This paper introduces a novel stochastic optimization
framework for multi-interface IoT devices to simulta-
neously achieve optimal transmission scheduling. We first
formulate the transmission scheduling problem as a sto-
chastic optimization with the objective of maximizing the
long-term transmission utility within the network capacity.
Then, we leverage the Lyapunov optimization technique to
develop a low-complexity scheduling algorithm. Our main
contributions are summarized as follows.

(1) We characterize the multi-interface IoT devices with
multiple traffics as a multiqueue model and decouple
the scheduling process into two subproblems: admis-
sion control and output rate control. Then, we for-
mulate the transmission scheduling problem as a
stochastic concave optimization, which includes the
randomness of network states and system stability
constraint

(2) By leveraging the drift-plus-penalty framework, we
divide the proposed stochastic problem into three
deterministic subproblems, which can be further sep-
arated based on their linearly coupling characteris-
tics. Then, we propose a low-complex transmission
scheduling algorithm and prove that it can provide
an upper bound of the queue length and achieve a |
O(V),0(1/V)] trade-off between the queue length
and the transmission utility

(3) Extensive simulation results demonstrate the effi-
ciency of our algorithms, which explicitly outperform
the benchmarks in terms of system stability, average
delay, and network utility

The rest of this paper is organized as follows. Section 2
reviews the related works. Section 3 describes the considered
model and formulates the scheduling problem. In Section 4,
we develop the scheduling algorithm and present the theoret-
ical analysis. Experimental results are shown in Section 5,
and the conclusion is given at last in Section 6.

Wireless Communications and Mobile Computing

2. Related Works

As transmission rate control plays a crucial issue in the
research literature of communication, there have been exten-
sive efforts in developing customized schemes for diverse
network paradigms in different aspects. For example, to deal
with the variation traffic requirements, the authors of [13]
consider the situation that the resources can be dynamically
shifted between cells and develop a dynamic resource alloca-
tion protocol. For device to device communication systems,
the authors of [14] try to maximize the weighted sum trans-
mission rate and use a two-step approach to solve the non-
convex mixed-integer problem of resource allocation and
subchannel assignment. In [15], the authors focus on the
information-centric network and present a multipath-aware
ICN rate-based congestion control algorithm to calculate
per-link rates for the multipath scenario. The authors of
[16] address the bandwidth sharing issues in a software-
defined network and design a distributed resource allocation
algorithm that can provide a trade-off between fairness and
cost. For data center networks, the authors of [17] formulate
the multiple rate control issue as a convex optimization prob-
lem and use their proposed transmission protocol to achieve
efficient bandwidth allocation.

In addition, there are also many research works jointly
considering the assignment of transmission and other kinds
of resources. In [18], the authors study the trade-off between
data rate performance and energy consumption in heteroge-
neous networks and introduce an energy-efficient scheduling
scheme to improve system performance. The authors of [19]
propose a low-complexity algorithm by difference-of-convex
programming to simultaneously optimize service level selec-
tion and transmission resource allocation in mobile edge
computing systems. By jointly considering task assignment,
transmission, and computing resources allocation, the
authors of [20] propose a multilayer data flow process system
that can provide low latency services for real-time applica-
tions. The authors of [21] consider a three-node relay system
and provide analytical solutions to the proposed optimiza-
tion problem for power assignment and relay location. The
authors of [22] formulate a delay-sensitive data offloading
algorithm to optimize the computing and communication
resources to minimize the execution delay and transmission
delay concurrently for fog networks.

3. System Model and Problem Formulation

3.1. Multi-Interface System Model. In this paper, we consider
the transmission scheduling problem in a typical multi-
interface IoT scenario. Each IoT device is equipped with mul-
tiple antennas and can deliver data through different links
concurrently. Their collected data are categorized into differ-
ent types, forming transmission flows, respectively. The
transmission scheduler operates at the IoT device and makes
transmitting decisions according to current network condi-
tion. Hence, the multi-interface IoT system can be viewed
as a model of a single node with multiple uplink channels.
Table 1 summarizes the notations used in this paper.
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TaBLE 1: Notations used in this paper.

Notation Description

M Number of data flows

N Number of available links

o™ (1) Arrived packet number of flow m at time ¢

u,(t) The transmission rate of link # at time ¢

ay(t) Number of packets from data flow m allocated to link # at ¢
uy' (t) The transmission rate of link # assigned to data flow m at ¢
Qy(t) Queue backlog of data flow m scheduled to link # at ¢
a, Time-average admitted packets of link n

D,(+) The utility function of link n

w, Weight factor of link n

Y,(t) Length of virtual queue for link #n

Y,(t) The auxiliary variable of link # at ¢

Vv Nonnegative penalty parameter

To facilitate the analysis of the above model and deal with
the time-varying link states, we assume that the system oper-
ates in discrete time with unit time slots ¢ € {0,1,2 --- }. At
every time slot, packets randomly enter the transmission
scheduler. We define o’ (t) as the amount of packets of flow
m (in the unit of packet number) that arrive at time ¢. For link
n, we use y,(t) to denote its maximum allowable rate, the
number of packets that can be transmitted at time ¢. To make
our model practical, we only assume «™(t) and ,(t) are
independent and identically distributed (i.i.d) over time and
rate-convergent, which means that equations (1) and (2)
hold with probability 1. Note that, in our work, the scheduler
does not need to know the average arrival rate «™ and trans-
mission rate g, previously.

t

= lim lz o™ (1) < 00, (1)

t 0
- 7=0

= lim Z th,(T) < 00. (2)

t—oo0 |
In addition, we assume a maximum arrival rate o™
and a maximum transmission rate y, ., regardless of the

time and the channel state, so that
OS(Xm(t) < ‘xm,max’o Snun(t) Sn"ln,ma.x' (3)

Our goal in this work is to design a dynamic, optimal
algorithm for the transmission scheduler to make the follow-
ing decisions strategically: (1) scheduling decision: how many
packets of flow m should be transmitted through link n at
each time slot? (2) Rate control: how does the device allocate
the transmission rate while ensuring system stability?

We next propose a multiqueue model to characterize the
scheduling problem and then develop an optimization

framework to solve the first problem. After that, we introduce
a virtual queue to cope with the second issue.

3.2. Queue Model and Optimization Objective

3.2.1. Queue Model. According to the above system, we
assume that the transmission scheduler holds multiple
queues for each transmitting link and flow, respectively, as
shown in Figure 1. Let Q(t) represent the queue backlog
of flow m scheduled to link # on time t. At each slot ¢, the
scheduler observes the arrived packets «,,(f) and then
chooses an admission schedule policy a, (t) = {al*(¢), a5’ (t)
, - aml(t)}. a(t) denotes the number of packets of flow m
allocated to link #. Besides, it also determines a transmission
vector u, (t) = {ul(t), u?(t), -, u™(t)} based on the current
link condition, where u!'(t) represents the transmission rate
of link # assigned to flow m. Hence, the queue length Q7' (¢)
evolves according to the following equation.

Q;(t+1) =max {Q(t) —u,/(£), 0} +a/(1).  (4)

To ensure system stability, we use the definition of queue
stability in [23], which is given as follows.

”th;anZZQ*" (5)

=0 n m

By definition, the queue length can be bounded by a pos-
itive constant, implying that the average queuing latency is
also constrained.

Additionally, the admission decision a_,(t) is made sub-
ject to the constraint, ™ (t) =Y, a’(t), implying that all
packets should be admitted. Similarly, u, (t) must satisfy 0
<Y, ul(t) <p,(t), which means that the delivered packet
rate could not exceed the link capacity at any time.
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FiGure 1: Hllustration of the queue model at the IoT device.

3.2.2. Optimization Objective. To introduce the optimization
objective, we define the time-average admitted packets on
link n, a,,.

MRAGE (6)

After that, we introduce a continuous, concave, and non-
decreasing utility function, @, (a,,), to represent our optimi-
zation target. According to [23], this kind of utility function
can be used to measure network fairness. Intuitively, this util-
ity can be the profit gained by transmitting packets through
link n or the reciprocal of transmission cost of link n. An
example of @, (-) can be given by @, (x) =log (1 + x), which
is also used in our simulation experiments. Hence, to achieve
long-time utility maximization, we choose to maximize the
weighted sum of all transmission utilities. Then, the formu-
lated scheduling problem can be as follows.

max Z ©, P, (a,), (7a)

st a”(t)=) ar(t), Vtmm, (7b)
0<) wri(t)<p,(t), Vtnm, (7¢)
All queues Q);'(t) are stable, (7d)

where w,, is the weight factor which can be used to dominate
the transmission fairness. Additionally, we assume that @, (-)
satisfies the Lipschiz condition, @,(x)-®,(y) <D|x-y|,
where D is a constant.

Intuitively, the above optimization problem is an integer
programming problem. It is hard to derive the optimal solu-
tion directly. Moreover, it requires the full knowledge of state
information of all time, which is almost impossible in the
realistic environment.

In the next section, we will leverage the Lyapunov optimi-
zation technique to decompose the scheduling problem and
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provide an online algorithm to approximate the optimal
solution with system performance guaranteed.

4. Dynamic Scheduling Algorithm

4.1. Problem Transformation with Virtual Queue. To cope
with the aforementioned transmission scheduling problem,
we introduce a vector of auxiliary variables, y(t) = {y,(t),y,
(t), -+ y,(t)}, with constraints 0 <y, (t) <p, ... Then, the
problem ((7a), (7b), (7¢), and (7d)) can be transformed as fol-
lows.

max Z wn®n()7n)’ (Sa)

s.tay (t),uy(t)eQ, Vt,n,m, (8b)
y,<d,, Vn, (8¢c)

0 < )}n(t) < /’ln,max’ Vt’ n, (Sd)
All queues Q;’(t) are stable, (8e)

where Q2 denotes the state space given by (7a) and (7b) that
arbitrary stationary algorithms can achieve. According to
[24], the auxiliary variables, y(t), are introduced to decouple
the variables from the optimization objective. Besides, in this
paper, the auxiliary variables can also simplify the optimiza-
tion problem by replacing multiple variables with a single
variable.

The explicit explanation of the problem transformation
can be as follows. According to the definition of (2, the con-
straint (8a), which is equivalent to (7a) and (7b), stands for
the feasible region of the problem ((7a), (7b), (7c), and
(7d)). Then, if we always choose y, (t) =Y, ar(t), (8b) and
(8¢c) are always satisfied, making these two problems the
same. This is because the queue stability requirement con-
strains that the average arrival rate cannot exceed the maxi-
mum transmission rate. Besides, as @, (-) is nondecreasing,
if the optimal solution of the problem ((8a), (8b), (8¢), (8d),
and (8e)) is obtained when constraint (8c) holds with
inequality, it provides a utility that is at least as good as the
optimal value of (7a), (7b), (7¢), and (7d). Therefore, the
scheduling policy determined by (8a), (8b), (8¢c), (8d), and
(8e) also solves (7a), (7b), (7¢), and (7d). Readers interested
in the proof of the transformation can refer to [24-26].

To satisfy (8c), we introduce a virtual queue Y, (t) for
each link 7, with an arrival rate of y, () and a departure rate
of ¥, a(t), which evolves as

Y, (t+1)=max {Yn(t) - Z ay (t) + yn(t),O}. 9)

n

According to [23], if this virtual queue is stable, the time-
average value of ), al’(t) is greater than or equal to the time-
average value of y  (t), which ensures (8¢), and so the optimi-
zation objective will also be large.
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4.2.  Problem  Decomposition via  Drift-plus-Penalty
Minimization. Next, we solve the problem ((8a), (8b), (8¢),
(8d), and (8e)) via the drift-plus-penalty framework, aimed
at developing a dynamic scheduling algorithm that can pre-
serve the queue stability and solution optimality.

Let O(t) 2 [Q(#), Y(¢)] be the collective vector of all QF'(
t) and Y ,(t) queues. Then, we define the following quadratic
Lyapunov function.

%[ZZ (@Y <t>>2]~ (o)

n

Denote A(O(t)) = L(O(t + 1)) — L(O(t)) as the one-step
conditional Lyapunov drift. According to [23], we can deter-
mine our scheduling policy by minimizing the following
drift-plus-penalty expression at each time slot.

A(@’(t))-V[E{Z wn®n()’n(l‘))|®(t)}a (11)

where V is a nonnegative penalty parameter that will affect
the utility delay trade-off. Instead of minimizing equation
(11), our algorithm minimizes its upper bound, which has
the following expression.

AO(t)) - V[E{chb v, (t

)
fpeenimen)

+ZZQM (OE{ (a2 (1) - ul'()) | ©(1)}
+y mw{ (m -y amt)) |®<t>},

where B is a positive constant satisfying
e s (g201))|

As al(t), ul(t), and y,(t) are all bounded, it is easy to
prove that such a constant b always exists for all ¢. For exam-
ple, an upper bound of B can be defined as 1/2(1 + |[M|)(|N
[[M|aZ . +|N|p2,.)), where o, and u__denote the maxi-
mum value of the arrival and transmission rate, respectively.

Our dynamic algorithm is given to make scheduling deci-
sions by minimizing the right hand of equation (12) in each
time slot £, based on the observed queue states, Q' (¢) and
Y, (t). Furthermore, by observing the form of equation
(12), the scheduling decisions for a'(t), ul'(t), and y,(t)
are linearly coupled. Thus, we can decompose the scheduling
problems into the following three subproblems auxiliary var-
iable selection, admission control, and transmission rate
allocation.

(12)

S

l\)li—‘

(1) Auxiliary Variable Selection. The auxiliary variables
can be chosen by minimizing the following
expression:

~ Vo, @(y,(1)))

min Z

s.t. 0<y, ()<

(14)

ll/l n,max "’

As y(t) is linearly coupled, y,(t) can be separable with
each other. Besides, given that @, (y,(t)) is continuous and

concave, we can provide a closed-form solution of (14),
[(D:l(Y )/ (Vw, ))]M”mx where (D::l(‘) is the inverse of @,
(-)’s derivative and ||’ , denotes min (max (x, y), 2).

(2) Admission Control. By omitting the terms containing
a*(t), the admission control can be determined by
solving the following problem:

min )| Y (Q () - Y, (1)ay (1))
s.t. a(t) = Z a, (t).

(15)

In the case of the separable objective, problem (15) can be
divided into m independent subproblems, each for one flow.
The optimal solution can be as follows.

Y,(1),

2 (6) = { o™ (t), argmin(Q'(t) - 16)

0, otherwise,

(3) Transmission Rate Allocation. Similarly, the trans-
mission rate allocation variable, u!'(f), can be

obtained by maximizing the following expression:

max Z Z Qy(t)u

17
st 0y ull(t) < 1)

Intuitively, the transmission rate allocation algorithm
always trends to serve the longest queue.

The scheduling problem can be described by Algorithm 1.
At every time slot ¢, the scheduler receives the packets, a™(¢),
and observes the current states of all queues, Q"' (¢) and Y, (¢)
. Then, it makes scheduling decisions by solving (14), (15),
and (17). After that, it updates the virtual queues Y, (¢)
according to equation (9) and the actual queues Q' (¢)
according to equation (4), with the derived y,(t), al'(t),
and ul(t).
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Y, (0) =0 for all n and m;
In each time slot t:

11: Update all queues according to (4) and (9).

Initialization: Set ¢ =0 and choose a nonnegative penalty parameter V; set up transmission queues Q!'(0) =0 and virtual queues

1: The scheduler receives the arrived packets a™(t) and observes the current queue states Q7 (¢) and Y, (¢);

2: Solve (14), (15), and (17) to obtain the decision variable y, (1), alf'(t), and u'(¢) as follows;
3: forn € Ndo

4:y, (1) — @) (Y, (0/(Vo,)ly™

5:ull (1) «— w, (1), if m = argmax(Q}'(t));

6: end for

7: form € Mdo

8: alf(t) «— o™ (1), if n=argmin(Q}(¢) - Y7'(¢))

9: end for

10: Assign packets to queue Q!V'(t) according to a}’(t), and deliver packets through link n based on u'(¢);

ArcoriTHM 1: Pseudocode of the proposed algorithm.
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FIGURE 2: Queue length of the weighted round robin, weighted
random, and myopic algorithm.

4.3. Performance Analysis. Here, we provide the performance
of our dynamic algorithm, with respect to the queue length
and utility.

Theorem 1. Suppose the problem ((8a), (8b), (8¢c), (8d), and
(8e)) is feasible, all queues are initially set to be zero, and the

above algorithm is used in each time slot t with a fixed V; then:

(a) All queues QI'(t) are stable for all t. Specifically, the
following equation holds:

T
limsup%Z ZZQT(t)S w, (18)

where D is the Lipschiz constant, R represents the region of y, €

is a positive constant, and |W| denotes the 1-norm of the
weight factor.

(b) The utility achieved by the proposed algorithm satisfies

t—00

B
liminf | ®%* - D(q, -, 19
imin < ;wn (an)> <y (19)
where ®°" is the maximum utility of the problem ((7a), (7b),
(7¢c), and (7d)).
Proof. According to Theorem 4.5 in [23], the feasibility of the
problem ((7a), (7b), (7¢), and (7d)) implies that for any 6, &

> 0, there exists a scheduling policy 7, (), @ (), and u (t
), which yields

Using 6 =0 and plugging the above into equation (12)
yield

A(O(t)) - VE{Z wnCD,,(yn(t))} <B-VO™. (21

Summing up the above equation of all ¢, t < T, and divid-
ing both side by T, we can have

%Z (“"’"‘-[E{;wn@n(n<t>>}> <2 SO0

(22)
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FIGURE 3: Average delay of the weighted round robin, weighted
random, and myopic algorithm.
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FIGURE 4: Average utility of the weighted round robin, weighted
random, and myopic algorithm.

As @, (+) is concave and nondecreasing, based on Jensen’s
inequality, the following equation can be derived.

Plugging the above equation into equation (22) and tak-
ing liminf | of both sides prove part (b).

To prove part (a), we can use y,(t)=E{Y, a7 (t)}.
Then, according to the queue stability constraint, we have
the following equations.

E{ar (-1} <,
E{®,(7,(1)} =, (e)-

(24)

Plugging these two equations in equation (12), we can
have

AO(t)) - V[E{Z wn®n(yn(f))} SB-VO,(e)—£). ) Q(1).

n n m

(25)

Rearranging the terms of the above equation and using
telescoping yield

M~

T T
ey YN QUHSBT-VY Y w,D,()+V Yy [E{Z wn(D"(yn(t))\G(t)}.

t=0 n

0

(26)

Consider that @, (-) satisfies the Lipschitz condition.
Then, the following equation can be derived.

> W(Py(y,(1) = Pu(e)) DY @, [y, (1) ~¢]
<|W|DR,

Using this in equation (26) and dividing both sides by T,
we can derive for all £ >0

%Z Y Y Q) < B+ V|8W|DR N L(@;;O)) )

t=0 n m

Finally, taking limsup,__,  of both sides proves part (a).

Theorem 1 demonstrates that the control parameter V'
dominates the performance of our algorithm. In particular,
the upper bound of the queue length grows linearly with V.
This situation implies we can choose a small V to achieve a
short queue length, which corresponds to a short queuing
delay according to Little’s theory. Besides, it also confirms
that the gap between the achieved utility and the optimal
one is bounded by O(1/V). The gap can be made arbitrarily
small by increasing V, which declares that increasing V can
approximate the optimal solution of (8a), (8b), (8¢c), (8d),
and (8e). Overall, we can conclude that our algorithm
achieves the trade-off between the queuing delay and the
transmission utility with [O(V), O(1/V))]. This feature shows
that improving the transmission utility is at the expense of
increasing the queuing delay.

Additionally, consider that (14), (15), and (17) are inde-
pendent. All these subproblems can be solved in parallel. This
situation indicates that the overall complexity of our algo-
rithm depends on that of each subproblem. Furthermore,
by observing their forms, the complexity of solving (14),
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FIGURE 5: Average queue length, average delay, and average utility with different average arrival rates (varying from 60 to 240).

(15), and (17) is related to the number of data flows and links,
M and N. In particular, the computation complexity is
bounded by O(MN). Normally, N is constant in practical
scenarios, and M varies with the number of data types, which
is relatively small. Thus, the complexity of our algorithm is
acceptable.

5. Simulation Results

This section presents the simulation results of the proposed
algorithm, named myopic algorithm. For comparison, we
also simulate two other heuristic algorithms as benchmarks:

(1) weighted round robin: the scheduler admits and sends
packets of different flows in turn and the time slice of each
flow is determined based on its average arrival and transmis-
sion rates, and (2) weighted random: the scheduler admits
and transmits packets of different flows according to a given
probability distribution, proportional to the average arrival
and transmission rates.

5.1. Experimental Setting. In this work, we consider a 5x 3
wireless transmission scheduler with five input ports, each
admitting one certain flow, and three output ports, each
delivering packets through one wireless link [8]. Hence, there
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are fifteen queues Q7 (t), representing that packets arrived
from input port m must be delivered to output port n, for
me{1,2,3,4,5} and n € {1, 2,3}. The arrival processes fol-
low uniform distributions, i.i.d. over time slots, varying from
60 to 240. Considering that link states are time-varying,
transmission rates of all links are arbitrarily distributed,
iid. over time slots with average rates {30,90,150}. We use
log (1 +x) as the utility function for all links and, respec-
tively, set the maximum arrival rate and transmission rate
to twice the average rates of the two. We implement a soft-
ware scheduler with Python and deploy all algorithms in it.
To better evaluate the proposed algorithms, we run these
three algorithms simultaneously with the same instantaneous
arrival and transmission rates. Note that all simulations are

over 5000 time slots, and each data point in the figures is
averaged based on 10 times independent runs.

5.2. System Performance. In this section, we verify the system
performance with respect to queue length, average delay, and
achieved utility, with V =100.

Figure 2 plots the queue length of the three algorithms
over time slots. The results confirm that our algorithm out-
perform the other two algorithms. In particular, the weighted
random algorithm varies dramatically over time, while the
other algorithms are relatively stable. This is because only
the weighted random algorithm schedules the packet ran-
domly, without considering the environment state. Defi-
nitely, it can only guarantee that the queue length cannot
grow indefinitely.

Figure 3 compares the average delay between the three
algorithms. We can see that the myopic algorithm achieves
the lowest average delay, followed by myopic weighted round
robin, and the weighted random algorithm shows the worst
performance. This situation is consistent with the queue
length. Little’s theory, N=AT, can provide a reasonable
explanation that the average delay grows proportionally with
the arrival rate.

In our simulation, we also measure the achieved utility,
shown in Figure 4, calculated by the number of packets.
Obviously, all these three algorithms converge to a stable
value, and our proposed algorithms show a better perfor-
mance than the benchmarks. The former situation demon-
strates the system’s stability. The latter is because our
proposed algorithms leverage the utility function as targets
while the benchmarks can only be designed to ensure system
stability. Moreover, the weighted random algorithm con-
verges the slowest. Similar to the queue length, this phenom-
enon is also induced by the weighted random algorithm’s
randomicity.

5.3. Impact of Algorithm Parameters. In this section, we
investigate the impact of the arrival rate and V on system
performance.

Figure 5 reveals how the queue length, average delay, and
achieved utility vary with the arrival rate. Figure 5(a) shows
that the queue length increases with the increase in A. In par-
ticular, the weighted random algorithm grows the fastest,
followed by the weighted round robin algorithm, and our
proposed algorithm has the shortest queue lengths.
Figure 5(b) shows the same trend as Figure 5(a). These two
subfigures demonstrate that our proposed algorithm can
always provide queuing delay guarantees. As for
Figure 5(c), it reveals that the achieved utility also grows as
A rises. However, the increasing rates of the proposed algo-
rithm decrease with A. This trend can be explained as follows.
When A is small, the primary objective is to maximize the
utility. However, when A is large, system stability becomes
essential. Otherwise, the queue length will grow infinitely.
As a comparison, the weighted round robin and weighted
random algorithms show an increasing trend almost linearly.

Figure 6 shows the average queue length under different
values of V. Obviously, for all cases, the queue length con-
verges to be stable. In particular, we can see that, when V
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grows, the stable queue length also increases. Besides, the
increasing rates of the stable queue length and V have a linear
approximation relationship. Figure 7 depicts the average util-
ity under different values of V. Similar to the queue length, all
average utilities finally remain stable and increase with the
growth of V. However, the growth rate of the average utility
is inversely proportional to that of V. Hence, these two fig-
ures together confirm the correctness of the aforementioned
theorems.

Another observation from these two figures is that a
larger V results in a higher convergence rate. As shown in
Figure 6, the convergence time of V =300 is more than
1500 time slots, which is almost three times that of V =50.
Moreover, in Figure 7, when V =300, the average utility
remains stable after the 3000th time slots, and when V =50,
the algorithm reaches its stable value around the 1000th time
slots. Therefore, it is necessary to choose V carefully when
deploying our algorithms in practical systems.

6. Conclusion

In this paper, we investigate the transmission scheduling in
IoT. We propose a generic optimization problem and solve
it via the Lyapunov optimization technique. Both theoretical
proofs and simulation results confirm that our approach can
achieve the optimal utility while guaranteeing system stabil-
ity and constraining average delay. In the future, we will con-
tinue our work in two aspects. (1) Extend our algorithms into
more scenarios, ie., delay-sensitive scenarios, where the
delay requirement of a specific flow must be satisfied for all
times. (2) Improve the performance of our proposed algo-
rithm, i.e., investigating how to choose parameters dynami-
cally to provide real-time transmission resource allocation.
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Feature representation learning is a key issue in artificial intelligence research. Multiview multimedia data can provide rich
information, which makes feature representation become one of the current research hotspots in data analysis. Recently, a large
number of multiview data feature representation methods have been proposed, among which matrix factorization shows the
excellent performance. Therefore, we propose an adaptive-weighted multiview deep basis matrix factorization (AMDBMF)
method that integrates matrix factorization, deep learning, and view fusion together. Specifically, we first perform deep basis
matrix factorization on data of each view. Then, all views are integrated to complete the procedure of multiview feature learning.
Finally, we propose an adaptive weighting strategy to fuse the low-dimensional features of each view so that a unified feature
representation can be obtained for multiview multimedia data. We also design an iterative update algorithm to optimize the
objective function and justify the convergence of the optimization algorithm through numerical experiments. We conducted
clustering experiments on five multiview multimedia datasets and compare the proposed method with several excellent current
methods. The experimental results demonstrate that the clustering performance of the proposed method is better than those of

the other comparison methods.

1. Introduction

With the rapid development of computer technology, the
collected multimedia data from many research fields, such
as computer vision, image processing, and natural language
processing, always have features with high dimension and
complex structures. These high-dimensional data can not
only provide abundant information but also bring some
problems such as the “curse of dimensionality” [1, 2]. There-
fore, how to effectively deal with high-dimensional data has
become a widespread concern [3]. Dimensionality reduction
is an efficient way to solve this issue, which can map the
original data to a low-dimensional space and obtain a low-
dimensional representation derived from the hidden infor-
mation in the original data [4].

In recent years, many dimensionality reduction methods
have been proposed for multimedia data [5]. The matrix fac-
torization method has become one of the research hotspots

owing to its simple theoretical basis and easy implementa-
tion. Principal component analysis (PCA) [6], independent
components analysis (ICA) [7], vector quantization (VQ)
[8], etc. are well-known matrix factorization methods that
can obtain a low-rank approximation matrix by decompos-
ing a high-dimensional data matrix, and they can effectively
extract a low-dimensional representation from high-
dimensional data. However, these methods do not utilize
any constraints on the matrix elements during the process
of matrix decomposition. It means that the results allow neg-
ative elements, which give rise to the loss of physical meaning
in low-dimensional representations. To solve this problem,
Lee et al. added nonnegative constraints into matrix decom-
position and proposed a nonnegative matrix factorization
(NMF) [9] method. The low-dimensional feature representa-
tions obtained by NMF method are part-based so that they
have strong interpretability. Consequently, NMF has
attracted the wide attention of researchers. There are a large
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number of improved algorithms based on NMF have been
emerged, which have achieved great success in computer
vision, natural language processing, speech recognition,
DNA sequence analysis, and other areas [10-13].

NMF decomposes the original nonnegative data matrix
into the product of a nonnegative basis matrix and a nonneg-
ative coefficient matrix (also called low-dimensional feature
matrix). The original data can be expressed as a linear com-
bination of basis matrices, and the combination coefficients
can form the coefficient matrix. Since NMF uses nonnegative
constraints, it reflects the intuitive notion of combining parts
to form a whole and has better interpretability than other
methods. The obtained experimental results indicate that
NMEF has achieved good performance on image and docu-
ment clustering tasks. Nevertheless, the traditional NMF
method only considers the nonnegativity constraints of the
elements, which may result in the obtained basis matrix
having poor sparseness and independence. To solve the
above problems, researchers have imposed additional con-
straints on the basis matrix or the coefficient matrix and
proposed a series of improved methods. For instance,
Hoyer [14] designed a sparsity measurement criterion and
proposed an NMF variant with sparsity constraints
(NMF-SC). Moreover, to enhance the independence of the
obtained basis matrices and low-dimensional representa-
tion, Choi [15] proposed orthogonal nonnegative matrix
factorization (ONMEF), which imposed orthogonal con-
straints on the basis matrix and the coeflicient matrix.
However, the above methods have nonnegative limitations
on the original data, thereby limiting the applicability of
these NMF-based algorithms. Therefore, Ding et al. [16]
proposed a semi-nonnegative matrix factorization (SNMEF).
Different from traditional NMF, SNMF relaxed the limita-
tions on the original data and coeflicient matrix and only
imposed a nonnegative constraint on the basis matrix.
The methods mentioned above have better capabilities than
their predecessors for feature extraction and achieved better
results in real-world tasks, but they only extracted shallow
features [17].

In recent years, deep learning has exhibited outstanding
performance in feature representation tasks [18-20]. There-
fore, many researchers have introduced deep learning into
matrix factorization and proposed a large number of deep
feature representation methods [21-27]. Ahn et al. [21] pro-
posed multilayer nonnegative matrix factorization (MNMF).
Different from traditional NMF-based approaches, MNMF
decomposed the coefficient matrix several times to obtain
an underlying part-based representation that can extract
deep hierarchical features from the original data. In addition,
to expand the application scope, Trigeorgis et al. [22] inte-
grated deep factorization and semi-NMF to propose a deep
semi-nonnegative matrix factorization (deep semi-NMF)
method. However, both MNMF and deep semi-NMF only
considered the deep decomposition of the coefficient matrix
for the training data. For the new test data, the basis matrix
was used to obtain the deep low-dimensional representation.
Therefore, the basis matrix directly affected the results of the
deep low-dimensional representation. To obtain a more
accurate deep low-dimensional representation of the original
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data matrix, Zhao et al. [23] applied deep factorization to the
basis matrix and proposed a deep NMF method based on
basis image learning.

With the rapid development of the Internet and data
collection technology, a large amount of multiview multi-
media data can be easily acquired [28-30]. For example,
an object can be shot from different views. An image
can be described with different types of features such as
color, texture, and shape. These multiview multimedia
data can provide different information for each view, but
they also contain potential correlations among these differ-
ent views. Furthermore, they contain more information
than single-view data. It is possible to simply integrate
multiview data into single-view data, which ignores the
differences and potential correlations between the various
views of the data [28-30].

Consequently, extensive multiview data dimensionality
reduction methods have been proposed [31-33]. Liu et al.
[34] proposed a multiview NMF (multi-NMF) method which
established the relationship between different perspectives by
learning the common coefficient matrix among different
views. Subsequently, Chang et al. [35] introduced a new reg-
ularization term into the multi-NMF and used it for clothing
image clustering. Inspired by ONMEF, Liang et al. [36] pro-
posed NMF with coorthogonal constraints (NMFCC) for
multiview multimedia data clustering. Additionally, to con-
sider the correlations between multiple views, Zhan et al.
[37] jointly optimized the graph matrix and concept factori-
zation process and proposed an adaptive structure concept
factorization (ASCF) method for multiview clustering.
Although the above methods can handle multiview multime-
dia data well, they still belong to the class of feature represen-
tation method based on shallow factorization [38, 39]. The
underlying deep features in the multiview data are still not
available. Therefore, Zhao et al. [40] maximized the mutual
information between various views, which forced the non-
negative representation of the last layer in each view to be
as similar as possible. Then, the deep semi-NMF method
was applied to multiview multimedia data clustering. Differ-
ent from the existing studies, to adaptively provide feature
weights for different perspectives in the multiperspective
deep feature representation procedure, Huang et al. intro-
duced an adaptive-weighted framework into the multiview
deep semi-NMF and proposed an adaptive-weighted multi-
view clustering method based on deep matrix factorization
[41]. Unlike the literature [40], it can adaptively assign
weights to different views in a multiview deep feature repre-
sentation. However, these methods still consider only the
deep decomposition of the coefficient matrix. Therefore, an
adaptive-weighted multiview deep basis matrix factorization
(AMDBMF) is proposed for multimedia data clustering in
this paper. Different from the above methods, AMDBMF
first decomposes the basis matrix using a deep way on the
data of each view simultaneously and then integrates the
low-dimensional features of all view through the adaptive
weighting mechanism to extract more accurate multiperspec-
tive deep low-dimensional representations. The flowchart of
the proposed AMDBME approach is shown in Figure 1. At
last, we perform extensive experiments on five publicly
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FiGURE 1: The flowchart of the proposed AMDBME approach.

available multiview multimedia datasets. These experimental
results show that the proposed AMDBME approach outper-
forms the existing related approaches.

The remainder of this paper is organized as follows.
“Related Works” describes the related algorithms including
NMF and deep semi-NMF briefly. “Adaptive-Weighted
Multiview Deep Basis Matrix Factorization” introduces the
adaptive-weighted multiview deep basis matrix factorization
(AMDBMEF) algorithm in detail. The experimental results
and analysis are discussed in “Experiments and Analysis.”
Finally, the conclusions are given in “Conclusions and Future
Work.”

2. Related Works

2.1. Nonnegative Matrix Factorization. Suppose that the given
multimedia data can be represented asX = [x,, -+, x] € RPN,
where D is the dimensionality of the data and N is the number
of samples. Each sample can be represented as a D-dimen-
sional feature vector x;(1 < j<N). NMF is aimed at finding
two low-ranking nonnegative matrices W = [w,, -, w ] €
RP*d and H = [hy, -+, hy] € R”N(k<<Nandd<<D) that fulfill
X =~ WH. After obtaining W and H, the original data can be
expressed as x;= Zilwihlj, that is, each sample can be
expressed as a linear combination of the basis matrix W =
[wy, -+, wy], and the coefficient vector is h;. Therefore, the
matrices W and H are called the basis matrix and coeffi-
cient matrix, respectively. The objective function of NMF
is defined as follows:

min || X - WH||%
W.H

stW=>0,H>0,

where |||| is the Frobenius norm operation.

According to the Karush-Kuhn-Tucker (KKT) condition,
the update formulas for variables W and H are as follows:

(XH'),
Wy=W; >
(WHHT),
(WTX) . )
H;=H N

U (WTWH)

2.2. Deep Nonnegative Matrix Factorization. The traditional
NMF method can remove redundant information and reveal
the hidden semantic features of multimedia data, but it can-
not learn an effective feature representation for the data.
For example, a facial image contains various changes such
as posture, lighting, and expression changes. Therefore,
Trigeorgis et al. [22] pointed out that the coefficient matrix,
as a low-dimensional representation of high-dimensional
data, should be able to continue to be decomposed so that
more abstract low-dimensional features can be obtained.
Thus, these processes of deep factorization are defined as

X=W,H,,

H, = W,H,,
(3)

H_,=WH,

where W; and H; represent the factorization results of the i
-th layer. It can be seen from Eq. (3) that deep NMF performs
a procedure of matrix factorization at each layer and uses the
decomposed coefficient matrix as the input data of the next
layer to continue decomposing. Consequently, the process
of deep matrix factorization performed on the data is
expressed as

X= W1W2"'WZH1. (4)
The objective function of deep NMF is defined as follows:
min | X - W, W, -« W,H|}. (5)

Similar to that of NMF, the update formula can be
defined as follows:

wi= (¥") " WIXH] (B ) _1,

[PTX]P™ + [T 8H, (6)

Hi=tie \/ [ETX]™E S [PTE P,

1

where ¥ = W, --- W,_, H, denotes the reconstruction of the
i-th layer’s feature matrix, and the symbol © represents the
dot product of matrices. [A]"* =]|A|+ A/2 represents a
matrix operation that restrains all the negative elements to
zeros and keeps the positive elements unchanged. On the
contrary, [A]"® = |A| — A/2 turns the positive elements to be
zeros while the negative elements are to be nonnegative.



3. Adaptive-Weighted Multiview Deep Basis
Matrix Factorization

First, an adaptive-weighted multiview deep basis matrix fac-
torization (AMDBMF) method is proposed, which incorpo-
rates the nonnegative matrix factorization and deep
learning into a unified framework. Next, an optimization
algorithm with an iterative updating rule is designed to solve
the objective function of AMDBMEF. Then, an adaptive-
weighted fusion mechanism is provided. Finally, we provide
the complexity analysis of the proposed algorithm.

Suppose that X = [X, -+, Xy] denotes a multimedia data
set which contains N samples. Each sample x,(i=1, -+, N) is
described by M views. Thus, the m-th view’s features for this
sample can be represented as x*(m =1, ---, M). The features
of all samples in this view can be represented as X" = [x]",
ey 2],

3.1. Objective Function. First, matrix factorization is per-
formed on the features in each view of the multimedia data,
and the objective function can be defined as

min || X" - W"H"||}
WH (7)
s.tW">0,H" >0,

where W™ and H™ denote the basis matrix and the coeffi-
cient matrix of the m-th view’s features, respectively.

Then, the deep factorization is performed on W™. The
process is defined as follows:

X"~ WIH™,
W' = W'HY,
...... (8)
Wi, = WL HI,
Wy, = WiHY

where W7, WJ', .-, Wi*,, W" and HY,HY,---,H’,H"
denote the basis matrices and coefficient matrices for each
layer in the m-th view, respectively.

By combining it with Eq. (8), Eq. (7) is further rewritten
as follows:

s 2
min | X" = WY H[HY, - HYHY |

s.t.Wi'>0,H;" > 0.

Finally, to fuse the data from multiple perspectives, the
final objective function is defined as

M
min > |[X" -~ W/'H["H}", -+ HyH'|[;

st.W"=0,H">0.
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3.2. Optimization. From Eq. (10), we can find that the objec-
tive function is nonconvex for all variables, but it is convex
for each of them on their own. Therefore, we design an iter-
ative update algorithm to find the local optimal solution of
the objective function. To solve this problem, one variable
is updated while the other variables are fixed. The detailed
updating rules are described as follows.

The optimal objective function for variables W}" and H}"
can be defined as

min || X" - W'H'H", - Hy HY'||}
WibHY (11)
s.t.Wi">0,H]" 2 0.

Let A" = H",
fied as

-+ HY'HY', and then Eq. (11) can be simpli-
. 2
[nin, || X" - WH AL ||
[
= tr((X" — W'H AT (X"~ WPH] AT )
=t _2XmTWmHmAm AT THmTWmTWm H™ A
=tr P Ay Ay By W W Ay

st.W">0,H">0.

(12)
The Lagrangian function of Eq. (12) is expressed as

QW' HY") = ||X" = WIH" AL |7 + tr(y["H)") + tr(n" W),

(13)

where y]" and #}" are Lagrange multipliers.
Taking the partial derivatives of Eq. (13) with respect to
W7" and HY", and setting these derivatives to zero, we have

Op(Wy', HI") _ 9||X™ = WI"HJ' AT\ [ dtr(n" W)

= 0,
oWy oW oWy
Op(Wy', HI") _ 9|IX™ - WI'H" AT\ [} otr(yI"H") _
OH]" OH]" OH]" '
(14)

According to the KKT condition (yf”H}“)ij =0 and
(" W}”)ij =0 [41], the update rules of variables W}" and
HJ" are as follows:

XAy, HpT
W;ﬂ = W;” © mypgm am am TpymT’
Wl Hl Al—lAl—l Hl (15)
T T
H"™=H™ ® Wlm XmAﬁl
l l mTy rmeym aom am T’
Wl Wl Hl Al—lAl—l

where the symbol ® represents the dot product of matrices.
Finally, the algorithmic steps of the proposed method are
given in Algorithm 1. To make it easier to understand,
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Input:

Initialize:

Pretrain:

form=1:Mdo
for/=1:Ldo

Wy, Hy = NME(WY,, k)
end for
end for

Update:

Repeat
form=1:M do
forl=1:Ldo
if [ ==
=1
else

A= HY', - HYHY
end

end for
end for

Output:

Multiview nonnegative matrix X = [Xl,XZ, e, XM ---,XM]
The hidden features of each layer {d,,d,, --

The basis matrix for each view {W}"},1=1,2,---,L,m=1,2,--,M
The coefficient matrix for each view {H}"},1=1,2,---,L,m=1,2,--,M

Update Wi" = W' o XA TH T/ W HI AT A TH T
Update H" = Hl" @ W TX" A Tywi T winHP AR AT
Until Reach the convergence condition or the maximum number of iterations

The basis matrix for each view {W}"},1=1,2,---,L,m=1,2,--, M
The coefficient matrix for each view {H}"},1=1,2,---,L,m=1,2,--,\M

'dl’ e dL}

ArgoriTHM 1: The optimization algorithm.

Figure 2 depicts the block diagram of the proposed optimiza-
tion algorithm.

3.3. Feature Confusion. After obtaining the basis matrix and
coefficient matrix of each layer for each view through the
optimization algorithm, an adaptive-weighted fusion mecha-
nism is adopted to obtain a low-dimensional representation
of the multiview data, and the weight calculation is

1
o , (16)

2\/IX" = WP HHY, - HYHY %+

where ¢ is a small constant.
Then, & is normalized by Eq. (17)

(xm
m _
"= -l (17)
Do

Finally, since the low-dimensional representation of each
view is expressed as H" = H" A"}, the fusion of the low-
dimensional features derived from the multiview data can
be expressed as

M
H* = o"H". (18)
m=1

Input training data and
parameters

,

Algorithm initialization
and sett =1

I

’ Pretrain W, H ‘
[«
v
’ Update the matrix A ‘

’ Update the matrix W ‘
¢ t=t+1

’ Update the matrix H ‘

Output the matrices W
and H

F1GURE 2: The block diagram of the proposed optimization algorithm.
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TaBLE 1: Statistical information about the different datasets.
Datasets Size (N) Classes (C) Views (V) Feature dimension of each view
d d, ds dy ds
3sources 169 6 3 3560 3068 3631 — —
BBC 685 5 4 4659 4633 4465 4684 —
BBC Sport 544 5 2 3183 3203 — — —
Reuters 1200 6 5 12000 12000 12000 12000 12000
Wikipedia 693 10 2 128 10 — — —
100 90
80
80 70
60
3 60 & 501
Q 2 404
O
< 407 “ 304
204
204 10 1
0
0 3sources BBCsport  Reuters Wikipedia
3sources BBCsport  Reuters Wikipedia L
=1
L=1 =2
B L=2 =3
=3
(a) (b)
100
80 4
£ 60
Z
2 404
20
0
3sources BBCsport  Reuters Wikipedia
L=1
B L=2
=3

FIGURE 3: The influence of factorization layer L on the clustering results, (a) ACC, (b) NMI, and (c) purity.

3.4. Complexity Analysis. Clearly, the proposed algorithm can
be divided into two stages: pretraining and fine-tuning. For
convenience, suppose that the number of iterations is T, M
is the number of data views, and L is the number of layers.
The number of features for all views is D, and the number
of low-dimensional representations for each layer is K. In
the pretraining process, the complexity of a single view is O
(TDNK). Therefore, the complexity of the whole pretraining
process is O(TMLDNK). For the fine-tuning part, the main
computational complexity is derived from updating A}",,

", and HJ", which requires O(TM(L-1)NK?),
O(TMLDNK), and O(TMLDNK) complexity, respectively.

Since D > >K, the total computational complexity of the pro-
posed algorithm is O(TMLDNK).

4. Experiments and Analysis

4.1. Datasets. Five commonly used multiview multimedia
datasets from the Internet are used in the experiments to
verify the effectiveness of the proposed method.

4.1.1. 3sources. This dataset includes a collection of 416 news
events and 948 related news reports from February to April
2009 from three well-known news media outlets, including
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F1GURE 4: The influences of feature dimension D on clustering results, (a) ACC, (b) NMI, and (c) purity.

BBC, Reuters, and Guardian. In the experiments, 169 news
items reported by all three news media outlets are used.
These news events include six categories: business, entertain-
ment, health, politics, sports, and technology (http://mlg.ucd
.ie/datasets/3sources.html).

4.1.2. BBC [42]. This dataset contains 685 news articles col-
lected from the BBC News Network between 2004 and
2005. Each article is divided into four parts, and the data con-
sist of five kinds of news: business, entertainment, politics,

sport, and technology (http://mlg.ucd.ie/datasets/segment
html).

TaBLE 2: The optimal parameter groups in our proposed algorithm.

Datasets ACC NMI Purity
3sources {3, 50} {3, 50} {3, 50}
BBC {2,110} {3, 110} {2,110}
BBC Sport {2, 90} {3, 50} {2, 90}
Reuters {3, 110} {2, 110} {2, 70}
Wikipedia {3, 10} {2, 130} {2, 130}
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TaBLE 3: The ACCs (%) of the AMDBMEF and single-view methods
on different datasets.
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TaABLE 7: The NMIs (%) of different multiview methods on different
datasets.

Methods  3sources BBC BBC Sport Reuters Wikipedia Methods  3sources BBC BBC Sport Reuters Wikipedia
NMF 55.03 46.39 61.75 73.57 56.71 MVCF 60.64 4533 46.01 65.92 49.24
DBMF 76.98 63.84 80.24 67.67 57.11 DeepMVC 56.50 52.58 52.58 73.76 55.45
AMDBMF 79.29  82.86 87.65 90.61 60.12 GMC 54.80  48.52 72.26 70.43 36.14
NMFCC 61.91 53.95 67.38 73.92 56.00
AMDBMF 69.78 63.97 71.21 83.63 56.84

TaBLE 4: The NMIs (%) of the AMDBMEF and single-view methods
on different datasets.

Methods  3sources BBC BBC Sport Reuters Wikipedia
NMF 51.90 18.74 40.45 66.84 51.23
DBMF 67.16  56.71 66.80 59.47 54.89
AMDBMF  69.78  63.97 71.21 86.63 56.84

TaBLE 5: The purities (%) of the AMDBMF and single-view
methods on different datasets.

Methods  3sources BBC BBC Sport Reuters Wikipedia
NMF 72.01 48.66 64.67 75.34 60.75
DBMF 81.72 73.74 83.62 69.98 59.60
AMDBMF 82.84 82.86 87.65 91.13 63.49

TaBLE 6: The ACCs (%) of different multiview methods on different
datasets.

Methods ~ 3sources BBC BBC Sport Reuters Wikipedia
MVCF 69.94 63.18 66.82 63.42 54.04
DeepMVC  65.68  72.12 7212 76.25 60.46
GMC 69.23  69.34 80.70 66.58 44.88
NMEFCC 69.82  73.40 83.09 76.04 61.46
AMDBMF 79.29  82.86 87.65 90.61 60.12

4.1.3. BBC Sport [42]. This dataset includes 737 news articles
from the BBC Sport network from 2004 to 2005. These news
articles cover six fields, such as track, field, cricket, football,
rugby, and tennis (http://mlg.ucd.ie/datasets/segment.html).

4.1.4. Reuters [43]. This is a dataset that includes 1200
English articles from six types of samples, and each article
has been translated into French, German, Italian, and
Spanish (http://lig-membres.imag.fr/grimal/data.html).

4.1.5. Wikipedia [43]. This dataset consists of specific Wiki-
pedia material with 2669 articles in 29 categories (http://
www.svcl.ucsd.edu/projects/crossmodal/). In the experi-
ments, we select a subset of the 10 most popular categories
containing a total of 693 samples. The detailed statistical
information about the different datasets is given in Table 1.

4.2. Metrics. In the experiments, we select three commonly
used clustering evaluation indicators [44]: accuracy (ACC),
normalized mutual information (NMI), and purity to evalu-
ate the performance of the proposed method.

TaBLe 8: The purities (%) of different multiview methods on
different datasets.

Methods  3sources BBC BBC Sport Reuters Wikipedia
MVCF 7852  64.64 68.36 68.84 57.17
DeepMVC 75.15 72.12 72.12 78.00 63.64
GMC 74.56 69.34 84.38 67.25 48.20
NMEFCC 78.70 73.45 83.09 78.96 64.86
AMDBMF 82.84 82.86 87.65 91.13 63.49

Assuming that the clustering result of x; is /; and that the
corresponding true label is t;, then the clustering accuracy
(ACCQC) [45] is defined as

YiL,8(t map(l;))

ACC= , 1
CcC N (19)
where the function &(-) is defined as follows:
Ox,y)=1 x=
(%) y (20)
O(x,y)=0 x#y.

The function map(-) maps the clustering result to the
corresponding true label. The Kuhn-Munkres algorithm
[46] is employed to find the best mapping result.

Assume that L and T are the clustering result and the true
label set, respectively. The mutual information (MI) between
them is defined as

plpt))

MI(L,T)= ) P(lvti)’logzm’

LieL,t;eT

(21)

where p(1,) and p(¢;) represent the probabilities that a sample
is randomly selected from the dataset belonging to [; and ¢;,
respectively. p(l;, t;) represents the joint probability of a sam-
ple randomly being selected from the dataset belonging to /,
and t;. Let H(L) and H(T) represent the entropies of L and
T, respectively. Since the value range of mutual information
is between 0 and max (H(L), H(T)), the normalized mutual
information (NMI) is defined as

MI(L, T)
max (H(L), H(T))

NMI = (22)
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Wikipedia.

Purity is a straightforward and transparent evaluation
method that is defined as follows:

|

k
purity = Z|C| (23)
i=1 |

| —

where k represents the number of clusters, |C?| is the number
of elements in the most numerous category in cluster C;, and
|C;| is the number of elements in cluster C;.

4.3. Experimental Results and Analysis. In the first experi-
ment, to test the influences of the parameters on the pro-
posed method, we set the number of factorization layers L
and the feature dimension D of each layer to {1,2,3} and
{10, 30, 50, 70, 90, 110, 130}, respectively. Furthermore, we
adopt a grid search to find the optimal parameter value.
In the experiment, the low-dimensional features obtained
by the proposed algorithm are clustered by the K-means
algorithm. Since the initialization of the K-means algo-
rithm has an impact on the clustering results, we repeat
the random initialization process with 10 times and report
the mean value. First, the optimal feature dimension of
each layer is fixed, and the numbers of layers are changed.
As shown in Figure 3, in most cases, when the number of
layers is set to 1, the result of each measure is poorer than
the rest. However, as the number of layers increases, the
performance also increases. It shows that the deep factor-
ization helps to improve the performance of the proposed
method.

Then, the numbers of layers are fixed, and the dimension
of the feature is changed. The result is shown in Figure 4. It
can be seen that as the dimensionality increases, the cluster-
ing performance also improves in most cases. However, this
trend is not always maintained, and the clustering perfor-

mance decreases or remains stable as the dimensionality
increases once the performance reaches the optimal level.
The details of the optimal parameter groups in our proposed
algorithm are listed in Table 2.

The second experiment is conducted to verify that the
fusion of multiview information is beneficial for improving
the clustering performance of the proposed method. First,
we perform traditional NMF and deep basis matrix factoriza-
tion (DBMF) for the data of each view. Then, we obtain the
low-dimensional features of the multiview data by fusing
the features of different views with equal weight. Finally,
the proposed AMDBMEF method is compared with the above
two methods. The comparison results are listed in Tables 3-5.
According to the tables, the performance of the DBMF
method is better than that of the traditional NMF method,
which indicates that more abstract features can be obtained
through the deep factorization. The performance of the pro-
posed AMDBMF method is better than that of the DNBMF
method, which verifies that the adaptive fusion of different
views is beneficial for extracting more robust low-
dimensional features from multiview data.

The third experiment compares the performance of the
proposed AMDBMF method with those of some currently
popular multiview algorithms, including MVCF [37],
DeepMVC [41], GMC [47], and NMFCC [36]. MVCF uti-
lized the correlation information between the views obtained
by jointly optimizing the graph matrix of the data of each
view. DeepMVC used a nonparameterized adaptive learning
method to obtain the weights between views. NMFCC intro-
duces orthogonal constraints into the basis matrix and coef-
ficient matrix. The best results yielded by the different
multiview learning methods on different datasets are shown
in Tables 6-8. It can be seen that the performances of the
proposed method are significantly better than those of the
other comparison methods in most cases. Since these
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methods use different mechanisms to fuse multiview data
information, all the methods present different performances
on different databases. Therefore, how to effectively integrate
fusion mechanisms is still an open problem.

The final experiment verifies the convergence of the pro-
posed optimization algorithm. The convergence curves of the
proposed method on different datasets are given in Figure 5.
As seen from the figures, the iterative update rules in Algo-
rithm 1 decrease the objective function value obtained by
our proposed method. Moreover, we can also see that our
proposed method converges very quickly on these datasets.

5. Conclusions and Future Work

To efficiently learn the feature representations of multiview
multimedia data, this paper proposes a new deep nonnega-
tive matrix factorization method with multiview learning.
Unlike traditional methods, the proposed method deeply
decomposes the basis matrix, so it not only can learn the
component representation of the original data but also can
learn more abstract deep features. Furthermore, to effectively
fuse the available multiview data information, this paper
introduces an adaptive feature fusion mechanism.

To solve the shortcoming of information fusion for mul-
tiview data, a large number of fusion mechanisms have been
proposed, and they achieve different performances on differ-
ent datasets. Therefore, how to effectively integrate different
mechanisms to improve the feature representation ability of
a given approach is one of the key research tasks to be
addressed in the future. Moreover, we will apply our method
to other fields such as medical image procession and medical
text analysis [48].
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Community discovery can discover the community structure in a network, and it provides consumers with personalized services
and information pushing. It plays an important role in promoting the intelligence of the network society. Most community
networks have a community structure whose vertices are gathered into groups which is significant for network data mining and
identification. Existing community detection methods explore the original network topology, but they do not make the full use
of the inherent semantic information on nodes, e.g., node attributes. To solve the problem, we explore networks by considering
both the original network topology and inherent community structures. In this paper, we propose a novel nonnegative matrix
factorization (NMF) model that is divided into two parts, the community structure matrix and the node attribute matrix, and
we present a matrix updating method to deal with the nonnegative matrix factorization optimization problem. NMF can achieve
large-scale multidimensional data reduction processing to discover the internal relationships between networks and find the
degree of network association. The community structure matrix that we proposed provides more information about the network
structure by considering the relationships between nodes that connect directly or share similar neighboring nodes. The use of
node attributes provides a semantic interpretation for the community structure. We conduct experiments on attributed graph
datasets with overlapping and nonoverlapping communities. The results of the experiments show that the performances of the
F1-Score and Jaccard-Similarity in the overlapping community and the performances of normalized mutual information (NMI)
and accuracy (AC) in the nonoverlapping community are significantly improved. Our proposed model achieves significant
improvements in terms of its accuracy and relevance compared with the state-of-the-art approaches.

causes of the network. Furthermore, community detection
algorithms are the key to understanding complex network

The science of networks is a modern discipline spanning the
natural, social, and computer sciences, as well as engineering.
There are different kinds of networks in the real world, such
as citation networks, social networks, and collaboration net-
works [1]. Community detection algorithms are important
methods for analyzing the networks’ structure and under-
standing the node semantics, which play important roles in
the era of network intelligence [2-5]. First, analyzing the
community structure of the network is helpful for people to
study the composition and evolution of the whole network,
and it can better explain the intrinsic characteristics and

systems and have important applications in different net-
works in various fields. For example, they are very useful
for social networks to recommend friends and groups to
users by analyzing the inherent structure and characteristics
of their social network and clustering the user nodes. Com-
munity detection is very useful in the application of disease
spread analysis, e.g., it can be used in reality epidemic spread-
ing [6].

Most existing community detection algorithms analyze
the network by using the original network topology informa-
tion [7-15]. Girvan and Newman [7] analyzed the
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community structures in social and biological networks.
Newman and Leicht [8] analyzed the mixture models of net-
works. Rosvall and Bergstrom [9] revealed the community
structure of complex networks utilizing the maps of random
walks. Xie et al. [1] proposed a method for uncovering over-
lapping communities in social networks named SLPA via a
speaker-listener interaction dynamic process. Coscia et al.
[12] proposed a local first discovery method for overlapping
communities. He [13] utilized the Markov random field
approach for community detection in a specific network.
Clauset et al. [14] and Li et al. [15] analyzed the community
structure in large scale networks. Cui and Wang [16] used the
key bicommunity and intimate degree uncover the overlap-
ping community structures in bipartite networks.

However, for some networks, there are not only network
topology information but also node attribute information
that is a semantic interpretation of the community structure.
For example, papers in citation networks contain titles,
abstracts, and keywords that may be represented using
binary-valued vectors. We binarize the categorical input so
that they can be thought of as vectors in Euclidean space
(we call this embedding the vector in Euclidean space).

Such networks with node attributes are named attributed
graphs [17, 18]. It is a great challenge to discover the commu-
nity structure with node attributes in an effective way. To
characterize a community, the existing community detection
methods mainly rely on the original network topology. The
missing and meaningless information in the network topol-
ogy often leads to poor results. The node attributes of a net-
work may carry essential community information that is
complementary to the network topology information. There-
fore, even though two nodes are not directly connected, they
may belong to the same community according to the node
attributes. Several algorithms that consider both structural
and attribute information have been proposed in [17, 19-
22]. Yang and Leskovec [17] used the nonnegative matrix
factorization approach to find the overlapping communities
in large scale networks. Atzmueller et al. [19] proposed an
exhaustive subgroup discovery method for description-
oriented community detection. Wang et al. [20] proposed a
semantic community identification method to find the com-
munity structures in large attribute networks. Huang et al.
[21] analyzed the attributes of community networks. Yang
etal. [22] proposed a discriminative approach that combined
links and content for community detection. However, all of
those methods assign each edge of the attribute graphs the
same value. This will lose information about the network.
For example, edges that form densely connected subgraphs
are much more likely to be in the same community than
edges that connect separate subgraphs. Thus, utilizing the
original network topology directly causes indiscriminate
penalizing of node pairs, whether they are in densely con-
nected structures or not. It means that we should assign the
different characteristic nodes various values.

Nonnegative matrix factorization (NMF) is an effective
method in community detection. Some scholars have studied
it. Luo et al. [23] proposed a symmetric NMF method via
pointwise mutual information-incorporated that has highly
accurate. Lu et al. [24] used the NMF method to improve
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density peak clustering in community detection. Zhang and
Zhou [25] studied the structure of deep NMF in community
detection. Wang et al. [26] used the constraint NMF to detect
the community in dynamic networks. These studies laid the
foundation for our experiments.

The state-of-the-art methods (e.g., CDE [27]) use both a
community structure matrix and a node attribute matrix in
the NMF framework, and CDE also considers the densely
connected subgraphs. However, CDE only considers the rela-
tionship between two nodes directly connected while they
analyze the community structure matrix. This behavior will
lose information about the community structure.

Scholars have proposed some important methods for
large-scale community detection such as neighborhood,
maximal subgraph, intimate degree, and core-vertices [28];
these studies provide important ideas for our paper. More
importantly, the main contributions of this paper are as
follows.

(1) We propose a novel method that generates the com-
munity structure matrix, which retains the relation-
ship between two nodes that are directly connected
or share the same neighbors

(2) We combine node attribute information and com-
munity structure information in an effective way.
Then, we propose our method, named Community
Detection with Community Structure and Node
Attributes (CDCN)), to identify the network commu-
nities with semantic annotation and community
structures using nonnegative matrix factorization
framework [29, 30]

@3

~

Extensive experiments were conducted on public
datasets to demonstrate the effectiveness of CDCN,
and its accuracy and performance were better than
those of the state-of-the-art methods

The remainder of the paper is organized as follows. Sec-
tion 2 briefly summarizes the three different types of commu-
nity detection models. Section 3 describes the community
detection model, deduces its theory and formula, and
describes the solution algorithm for our model. Section 4
conducts extensive comparative experiments to evaluate the
effectiveness of our proposed CDCN model on real graph
datasets with the ground-truth communities delineated. Sec-
tion 5 presents the conclusions of this paper and discusses
future research directions.

2. Related Works

This section will briefly summarize the three different types
of community detection models that use different informa-
tion to determine the network information. We briefly sum-
marize the three types of community detection models in
Table 1.

The first type of community detection method focuses on
the original network topology. GN [7] was built around the
idea of using centrality indices to find community bound-
aries. NMM [8] was used to find the mechanism of
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TABLE 1: A brief summarization of community detection.

Types

Representative works

Original network topology

Node attributes
Both original network topology and node attributes

GN [7], NMM [8], InfoMap [9], CPM [10], SLPA [11], DEMON [12],

SNMEF [31], NetMRF [13], SBM [32], and SPAEM [33]
CAN [34], SMR [35], and NC [36]

COMODO [19], PCL-DC [22], SCI [20], BIGCLAM [17], and CDE [27]

probabilistic mixture models and the expectation maximiza-
tion algorithm to understand the structure of networks. CPM
[10] is a clique percolation method, and it consists of two
steps. The first step is to construct the vertices of the k-clique
graph, and the second is to find the connected components
and set-union vertices within each connected component to
get a new community. SLPA [11] was presented as general
framework for detecting and analyzing both individual over-
lapping nodes and entire communities. In it, the nodes
exchange labels according to dynamic interaction rules. The
stochastic block model (SBM [32]) is the simplest node-
based community detection model. The nodes of the network
randomly fall into K communities, which are denoted as z;
€{1,2,---,k}, and the edges are independently generated at
a probability Wy - McDaid et al. [37] improved Bayesian

inference for the stochastic block model for large networks.

However, the above community detection methods
directly utilized the original network topology and ignore
the inherent community structures (e.g., node attributes).
The missing and meaningless information in the network
topology often leads to poor results. Therefore, the second
type of method focuses on node attributes, and it includes
some classical or state-of-the-art clustering methods. Strictly
speaking, those methods are not community methods, but
they could use node attributes information to discover com-
munities. Thus, in this paper, we also regard them as related
work. CAN [34] was proposed as a clustering model to learn
the data similarity matrix by assigning the adaptive and opti-
mal neighbors for each data point based on the local dis-
tances. SMR [35] uses for the kernelized random walks on
the global KNN graph and the Smooth Representation Clus-
tering to improve the clustering result. NC [5, 36] uses the
eigenvectors of the matrix representations of the network to
solve the community detection problem.

The third type of community detection method considers
both the original network topology and node attribute infor-
mation. Several algorithms that consider both structural and
attribute information have been proposed in [17, 19-22].
However, all of those methods assign each edge of the attrib-
uted graph the same value. This will lose information about
the network. The state-of-the-art method SCI [20] uses both
the community structure matrix and the node attribute
matrix in NMF framework, and CDE [27] encodes the inher-
ent community structures for community detection via the
underlying community memberships. However, they only
considered the relationship between two directly connected
nodes when they analyze the community structure matrix.

Nonnegative matrix factorization (NMF) [38] is an effec-
tive means of data dimensionality reduction. It can discover
the hidden information and the relationship between multi-

dimensional data and lay the foundation for data mining
and knowledge discovery. At present, NMF has been widely
used in data mining [39], image retrieval [40], community
discovery [41], hotspot prediction [42], social network pri-
vacy protection [43], signal processing [44], and other fields.
In terms of community discovery [45, 46], NMF can find the
associations between networks based on network node attri-
butes, which is an important community detection method
[47]. Many scholars have studied the application of NMF in
community detection and provided some ideas for the
research of our paper.

Different from all those methods, we combine node attri-
bute information and community structure information by
generating the community structure matrix, which retains
the relationship between two directly connected nodes or
nodes that share the same neighbors. This method can more
accurately find the relationships between networks. The
topology diagram of the three methods can be seen in
Figure 1.

Figure 1 shows an unweighted graph with two communi-
ties, where the different shapes stand for the nodes of differ-
ent communities. Figure 1(a) is the result of using the
adjacency matrix directly, and Figure 1(b) is the community
structure embedding matrix of the CDE model. They both
focus on the relationship between two directly connected
nodes. Figure 1(c) shows the community structure matrix
of our models, where the dotted lines are the correlations of
the nodes that share the same neighbors but are not directly
connected. In other words, compared with existing models,
we can not only express the node relationship using a contin-
uous numerical value, but we can also describe the relation-
ship between nonadjacent nodes. Otherwise, the isolated
nodes (cold nodes) have no neighbor nodes. It increases the
scale of the system and can be ignored when constructing
the adjacent matrix. In this paper, the influence of the iso-
lated node on the system is not considered.

3. CDCN: The Community Detection Model

In this section, we propose a novel algorithm for community
detection that combines the community structure and node
attribute information. We will introduce the community
structure, node attributes, the overall model, and the algo-
rithm in detail.

3.1. Community Structure Part. The community structure
part models the network structure. Given an undirected net-
work G = (P, E) with n nodes P and e edges E, we could get a
binary-valued adjacency matrix A from G. If node i and node
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b) Embedding matrix of CDE

(¢) Community structure matrix of our models

FIGURE 1: The community structure matrix of different methods.

j have a direct connection, the value of A;; is 1, and otherwise,
it is 0, where i=(1,2,---,n) and j= (1,2, ---, n).

As one of the state-of-the-art methods, SCI directly
regards the binary-valued adjacency matrix A as community
structure matrix. It will degrade the effectiveness of the com-
munity detection model without embedding the adjacency
matrix due to the sparsity of A. The CDE model is proposed
as a novel community structure embedding method to quan-
tify the structural closeness of nodes to offer a good depiction
of the inherent community structures in graphs. Though
CDE solved the problem of the sparsity of the adjacency
matrix, it still has limitations in that CDE only considers
the relationship between two directly connected nodes when
it analyze the network structure. Both SCI and CDE will lose
the relationship information between nodes that are not
directly connected.

We start with a concise and reasonable observation
regarding whether two nodes belong to the same community.
They may be surrounded by the similar environment that
means the two nodes may share the similar neighbor nodes.

Therefore, we measure the similarity in a community
memberships as follows:

Similarity (i, ) = log (PI(JI,()Z;J.()]Q, (1)

where P(i,j) can be expressed by Jaccard(i,j)/D, and
Jaccard(i, j) is the Jaccard index value if node i and node j.

P(i) =d,/D, where d(i) = ZJ]'=1Ai,j is the degree of node i and
D=Y! d, is the total degree for network G. The Jaccard
index value can be expressed as follows:

INOINING) |

NHUNG) | @

Jaccard(i, j) =

where i=1,2,--,m; j=1,2,---,n; and N(i) is the neighbor-
ing nodes of node i.

According to the similarity of the node community mem-
ber ships, we could get a community structure matrix S €
R™", where S; ; = Similarity (i, j).

In our daily lives, if two people like the same movie, can
we think that they share similar hobbies? That may be right
but insufficient if the movie is popular and everyone would
like it. Thus, if the movie is unfashionable, we could be sure
that the two people share similar hobbies. Obviously, this is
also suitable for community detection. If two nodes have a
same cold neighboring node (few nodes are connected to
it), it will make a great contribution to the similarity between
the two nodes. In other words, we should add a penalty to the
hot neighboring nodes (many nodes are connected to it). By
replacing Jaccard(i, j) with L(3, j), P(i, j) can be expressed as
L(i, j)/D; L(i, j) = (X 1/(1 + N(t,)))/IN(i) | UIN(j)|, where
P is the count of [N(i) [N [N(j)|, t, € IN(i) N IN(j)], and p
=(1,2,--,P); N(t,) is the count of #,. If N(t,) =0, Jaccard
(i, j) and L(i, j) will be the same.

Figure 1(a) illustrates an unweighted graph with two
communities. It uses the SCI method. The edge value is 1 if
two nodes are directly connected, and it cannot describe
which edges are more important when detecting two com-
munities’ structure. Figure 1(b) is the result of the embedding
method of CDE. It can assign more weights to the edges that
form densely connected subgraphs while assigning less
weight to the connection between two communities.
Figure 1(c) is the display of our proposed community struc-
ture matrix. We show more information about the network
structure by considering the relationships between nodes that
are directly connected or share similar neighboring nodes.

We define UeRN*K as the probability distribution
matrix between nodes and communities. U;; stands for the

propensity of node i belonging to community j, where i = (
1,2,--,N) and j=(1,2,--,K). The community structure
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matrix S € R n x n can be approximately decomposed into the
multiplication between the probability distribution matrix U
and its transpose. For a formal model, the following holds:

. 2
min[$ - U, (3)

where S, ; = Zf:IUi)kU,Zj. The process implies that if node i
and node j have similar community memberships, they have
a high similarity.

3.2. Community Node Structure Part. We define T € RN*F as
the node attribute matrix, where N is the count of the nodes
in network and F is the feature dimension of a node. The attri-
butes of a node are in the form of an N -dimensional binary-
valued vector, and T, represents the vector of node i, where
i=(1,2,+--,N). The node attribute function is as follows:

: _ 2
g [T = UM (4)

where M € RE*F andT;; = YK, UMy .

The node attribute matrix T is decomposed into two
matrixes, U and M. As mentioned above, U is the probability
distribution matrix between nodes and communities, U,
stands for the propensity of node i belonging to community
k, M is the probability distribution matrix between nodes fea-
ture and communities, and M ; is the weight of the j-th node
attribute feature for community k.

In this way, we can use the node attribute information to
divide the communities.

3.3. The CDCN Model. In this subsection, we will elaborate
the overall model of our CDCN method. There are two parts
of our method, which include the community structure part
and the node attribute part.

We combine the community structure part in equation
(3) and the node attribute part in equation (4) together.
Therefore, our proposed model is written as follows:

Jmin [[S—UU |+ al|T - UM}, (5)

where « is a positive parameter that adjusts the weight for the
two items. If « > 1, it means that we are more inclined to the
node attribute information; in contrast, we are more inclined
to the network topology information.

To make the model more generalized, we do not strictly
restrict the symmetric decomposition of S. In regard to the
original model in equation (3), it can be equivalently con-
verted into the following:

min [|S-UV”|

2
U=0,V=0 P st. U=V, (6)

where V is a surrogate variable for U. For further relaxation,
equation (5) can be changed to the following:

L(U,V,M)= _min
U20,V>0,M>0

2 2
+af|T = UMz + B|U = V]

2
Is—u v,

where 8 is a positive parameter to adjust the closeness
between U and V. The higher it is, the closer the two vari-
ables are.

In practice, it is common to set f3 to a moderate value for
real applications. In this way, we can enhance the generaliza-
tion ability of the model. This means that we do not need to
limit the community structure matrix S to be decomposed
into the same matrix. In other words, we relax the matrix
decomposition condition.

In summary, we use the same variable U to combine the
two parts, the community structure matrix and the node
attribute matrix, and to make the model more generalized,
we do not strictly restricted the symmetric decomposition
of S. In this way, we get the optimization function of the
model.

As for the detection of overlapping communities, we
identify that node v; belongs to the j-th community when
U;; is higher than a predefined threshold &. Following CDE,

we set ¢ = 0.1 in our paper.

3.4. The Algorithm for CDCN. In this subsection, we will
share the solution algorithm for our proposed model. The
learning process algorithm for CDCN can be seen in
Algorithm 1.

The matrix U,V and M, in Algorithm 1 can be
derived from the following derivation. According to equation
(7), take the derivatives of L(U, V, M) with respect to U, V,
and M, we can get the formulas (8), (9), and (10), respec-
tively:

L(U,V,M
% =2UV'V =28V +a(2U"MM" - 2TM")
+pB2U -2V),
(8)
OL(U, V,M
%zzvuTU—zsUﬂs(zV—zU), (9)
dL(U, V, M)

Sp =a(2UTUM-2U"T). (10)

Based on this, the updating rules for the variables are
given as follows:

U U _ OL(U, V,M) 11
mk < Yk = Pmk oU B > ( )
oL(U, V, M)
mG — mG - emk - s (12)
oL(U,V,M
Mg My - ¢kf(aka)> (13)

where p,,, 0,,, and ¢, denote the step sizes for the (mk)th
element of matrix U, the (mk)th element of matrix V and the
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iterations maxIter.
Output:the probability distribution matrix U.
Begin

tion matrix
U(o) - (0’ 1)N><K) V(o) - (0’ 1)N><K
MO ~ (0, 1)Fi=0
Whilei < maxlIterdo
U, Ui ([SV+aTMT + BV)/[UVTV + aUTMMT + BU]);
Ve — Vo ([SU + BUYVUTU + BV)));
My — My ([UTT)/[UTUM]);
End While.
End

Input:network graph G, node attributes matrix T, hyper-parameters « and 3, number of communities K and maximum number of

According to network graph G and Eq.(1), generate the community structure matrix and randomly initialize the probability distribu-

ArcoriTHM 1: The learning process: CDCN.

(kf)th element of matrix M, respectively, in the gradient
descent methods. If we set p, , = U,,./2(UVTV + aUTMM"
+BU), O, =V, /2(VUTU + BV), and ¢ = My2aU"U
M, then the following holds:

[SV+aTM" + V]
Uk = Upk > (14)
[UVTV +aU™MMT + BU]
[SU + BU]
14 Vo e ——
kT kT Ty BV (15)
My — by LT (16
— .
Y Y uTuM]

The algorithm for the optimization (7) is summarized in
Algorithm 1. Note that the updating with variable step sizes
will naturally maintain the nonnegative constraints. Because
the number of nodes N is far greater than the number of node
features F, the time complexity is O(KN?).

4. Experiments and Analysis

In this section, we have conducted extensive comparative
experiments to evaluate the effectiveness of our proposed
CDCN model on real graph datasets with ground-truth
communities.

4.1. Datasets. We consider 7 widely accepted network
ground-truth community datasets, i.e., Karate, Polbooks,
Football (http://www-personal.umich.edu/ mejn/netdata/),
Citeseer, WebKB (http://lings.cs.umd.edu/projects/projects/
Ibc/), Facebook (http://snap.stanford.edu/data/ego-
Facebook.html), and HEP-TH (http://snap.stanford.edu/
data/cit-HepTh.html). The network statistics are reported
in Table 2. The Citeseer network consists of 3312 scientific
publications with 4732 edges. The number of node attribute
features in Citeseer is 3703. The WebKB network includes 4
subnetworks (i.e., Cornell, Texas, Washington, and Wiscon-
sin), and each subnetwork consists of 5 communities. There

are 877 web pages with 1608 edges, and each webpage is
annotated by 1703-dimensional binary-valued word attri-
butes. Karate, Polbooks, and Football are nonoverlapping
communities without node attributes. The HEP-TH (high
energy physics theory) citation graph is from the ePrint arXiv
and covers all the citations within a dataset of 27770 papers
with 352807 edges, and we believe that the papers published
in the same journal belong to the same community. There are
some communities that contain very few nodes; therefore, we
exclude these communities (less than 10 nodes) and then get
the dataset of 20048 papers with 236230 edges.

The node attributes of Cornell, Texas, Washington, Wis-
consin, Citeseer, and Facebook are binary vectors where the
elements are either 0 or 1. The node attributes of HEP-TH
are dense vector with a dimension of 300. We extract the
paper titles and abstracts and then the train word vector
model [41] to get the vector.

We compare different methods in these networks to prove
the effectiveness of our community structure matrix. The
detailed information of the datasets can be seen in Table 2.

4.2. Evaluation Methods. The compared methods may
include nonoverlapping and overlapping communities, and
so we choose different evaluation metrics.

(i) For nonoverlapping communities:

In terms of the measures to evaluate the quality of non-
overlapping communities, we use two evaluation metrics.
We adopt the same evaluation procedure used in [17] that
every detected community is matched with its most similar
ground-truth community.

The first metric is the accuracy (AC [48]). Given a net-
work containing |V | nodes, for each node, predict; is the
community label we obtain by applying different algorithms,
and real; is the ground-truth label provided by the datasets.
The accuracy is defined as follows:

Y, 0(real;, map(predict;))

C
V1

, (17)
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TaABLE 2: Dataset statistics. |V | : number of nodes; |E | : number of
edges; f: number of node attribute features; K: number of
communities.

Datasets [V |E | f K
Karate 34 156 — 2
Polbooks 105 882 — 3
Football 115 1226 — 12
Cornell 195 283 1703 5
Texas 187 280 1703 5
Washington 230 366 1703 5
Wisconsin 265 459 1703 5
Citeseer 3312 4536 3703 6
Facebook 4039 88243 10 193
HEP-TH 20048 236230 300 537

where 8(x, y) is the function § that equals 1 if x =y and it
equals 0 otherwise, and map(predict;) is the mapping func-
tion that maps each community label real; to the equivalent
label from the datasets. The best mapping can be found by
using the Kuhn-Munkres algorithm [49].

The second metric is the normalized mutual information
(NMI [48]). In clustering applications, mutual information is
used to measure the similarity of two sets of clusters. Given
the discovered communities C of the results of community
detection methods and a set of ground-truth communities
C*, their mutual information metric NMI(C, C*) is defined
as follows:

NMI(C,C*) = Z p(ci,c]’-‘).log

cieC,c;eC*,

where p(c;) and p(c;) denote the probabilities that a node
arbitrarily selected from the network belongs to the commu-
nity ¢; and c;, respectively, and p(c;, ;) denotes the joint
probability that this arbitrarily selected node belongs to clus-
ters ¢; and ¢; at the same time.

(ii) For overlapping communities:

We compare a set of detected communities M with the
ground-truth communities M s as in [15], and the evaluation
function is as follows:

2|2* Zmaxé(c;‘,c-)+ !

] J
decr CJEC

27C] rcr}ealc)(é(ci eC), (19)

c;eC 7

where (¢}, cj) is the similarity measure between communi-
ties ¢ and c;. We consider a standard metric §(.) to quantify

the similarity between a pair of communities, and the simi-
larity score will be between 0 and 1.1 indicates the perfect
recovery of the ground-truth communities.

4.3. Parameter Sensitivity Analysis. In this section, we per-
form the parameter sensitivity analysis of CDCN on the Wis-
consin and Washington dataset. The number of nodes in
these two is appropriate, which makes it easier to see the
effect. Our algorithm has two hyperparameters: « is a non-
negative constant that controls the balance between the orig-
inal network topology information and node attribute
information, and f is a nonnegative constant for the relaxa-
tion of matrix U. For each hyperparameter value, we
repeated the experiments ten times and took the average of
the ten results. The results of other datasets are similar. These
two parameters are also applicable to other datasets because
they have similar topological structures and network charac-
teristics. The results of the two parameters can be seen in fol-
lowing figures.

Figures 2 and 3 illustrate that CDCN achieves better per-
formances in the range of « = 0.15 through a = 0.3, and spe-
cifically, CDCN achieves the highest AC and NMI scores
when « = 0.2. This indicates the different importance of the
original network topology information and the node attri-
bute information. In terms of the parameter f3, we set « =
0.2 and vary f3 from 0 to 0.05.

Figures 4 and 5 illustrate that CDCN achieves the highest
AC and NMI scores when f3=0.02. These results indicate
that if we use both node attribute information and commu-
nity structure information, we will get better results for real
networks.

4.4. Experimental Setups. We compared our algorithm
against six topology based methods, ie., SNMF, SLPA,
DEMON, CPM, Louvain, and InfoMap; three node attributes
based methods, i.e., CAN, SMR, and NC; and three methods
that consider both network topologies and node attributes,
i.e., PCL-DC, SCI, and CDE.

As with the experiments in [27], it is hard to compare the
quality of community results when the numbers of commu-
nities are different for baseline methods. Therefore, we set
the number of detected communities K as the number of
ground-truth communities. We applied our proposed
method and other baseline methods on the public datasets,
repeat the tests ten times, and take the average of the ten
results.

For all baseline methods, we set their parameters by
default to achieve the best results for those methods. For
example, for CDE, we set a =1, =2, and «=5, and for
SCI, we set @ =50 and 3= 1. For more information, please
refer to their papers. Regarding the parameters of our CDCN
approach, maxIter is set tol00 to achieve convergence, and
the hyperparameters o and f are set as 0.2 and 0.02, respec-
tively. Our algorithms are implemented in python, and all
experiments are performed on a PC with Windows 7,
Intel(R) Core(TM) i7-4790 CPU @ 3.60 GHz and 24 GB of
main memory.

4.5. Evaluation on Nonoverlapping Communities. In this sub-
section, we evaluate the results on nonoverlapping commu-
nities. We report the ACs and NMIs of all methods in
Table 3. The results indicate that CDCN outperforms all
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FiGure 2: Fixing $=0.01 then varying « from 0 to 0.5 on the
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FiGure 3: Fixing $=0.01 then varying « from 0 to 0.5 on the
Washington dataset.
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FIGURE 4: Fixing a=0.2 then varying f from 0 to 0.05 on the
Wisconsin dataset.

comparison algorithms for the nonoverlapping community
detection task.

The baseline comparison methods include InfoMap,
CPM, SLPA, Louvain, DEMON, SNMF, CAN, SMR, NC,
PCL-DC, SCI, and CDE. The real datasets include Cornell,
Texas, Washington, Wisconsin, and Citeseer. All the datasets
are independent of each other, and there is no connection
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FIGURE 5: Fixing a=0.2 then varying 8 from 0 to 0.05 on the
Washington dataset.

between them; therefore, they are nonoverlapping communi-
ties. We apply our method to the above datasets by using the
different baseline methods.

Compared with the algorithms that focus on the original
network topology or node attributes, the results show that
combining both the original network topology and the inher-
ent community structure information together will result in
making great improvements. For example, among the algo-
rithms that focus on the original network topology or node
attributes, the highest ACs on Cornell, Texas, Washington,
Wisconsin, and Citeseer are, respectively, 0.446, 0.545,
0.508, 0.471, 0.314, and 0.168, and ACs on our methods are
0.569, 0.641, 0.695, 0.694, 0.544, and 0.215, respectively.
The values increased by 0.123, 0.096, 0.187, 0.223, 0.230,
and 0.047, respectively. The same as the AC, our method also
greatly improved the NML

The experiments results can be seen in Table 3. From
Table 3, we can see that compared with the PCL-DC, SCI,
and CDE models that combine both original network topol-
ogy information and node attribute information, obviously,
PCL-DC, SCI, and CDE will lose the information on the rela-
tionships between nodes that are not directly connected, and
our model considers the relationships between nodes that
share the same neighbors. The results in Table 3 prove this.
In Table 3, CDE gets the best results compared with PCL-
DC and SCL The highest ACs of CDE on Cornell, Texas,
Washington, Wisconsin, Citeseer, and HEP-TH are, respec-
tively, 0.499, 0.498, 0.568, 0.645, 0.474, and 0.201. Our model
improves the AC values by 0.07, 0.143, 0.127, 0.049, 0.07, and
0.014, respectively. Regarding the AC, compared with the
methods that combine both the original network topology
information and node attribute information, there are also
huge improvements in the results.

4.6. Evaluation on Overlapping Communities. Some scholars
have proposed effective methods in the detection of overlap-
ping communities, such as subspace decomposition, maxi-
mal cliques, maximal subgraph, and the clustering
coeflicient. Li et al. [50] proposed a method to measure the
performance of the overlapping communities. They are the
state-of-the-art methods in recent years. With reference to
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TaBLE 3: The performances of different community detection algorithms on nonoverlapping communities measured by the AC and NMI.

Metric Datasets InfoMap CPM SLPA Louvain DEMON SNMF CAN SMR NC PLC-DC SCI CDE CDCN
Cornell 0.2 0.446 0.239  0.266 0.377 0371 0.446 0.415 0317 0348 0354 0.449 0.569
Texas 0214 0471 0.523  0.269 0.475 0.496 0.545 0.470 0.540 0.369  0.488 0.498 0.641
AC Washington ~ 0.143 0469 0434 0.204 0.381 0410 0491 0.508 0.456 0.408 0.401 0.568 0.695
Wisconsin 0.152 0471 0.262  0.223 0.430 0.386 0.471 0471 0422 0354 039 0.645 0.694
Citeseer 0.053 0.178 0.090 0.238 0.208 0.309 0.212 0.211 0.314 0452 0327 0474 0.544
HEP-TH 0.041 0.123 0.091  0.135 0.113 0.168 0.135 0.162 0.143  0.193  0.184 0.201 0.215
Cornell 0.147 0.05 0.138 0.109 0.051 0.061 0.045 0.061 0.084 0.081 0.073 0311 0.358
Texas 0.102  0.077 0.040  0.059 0.043 0.097 0.021 0.09 0.115 0.068 0.097 0.252 0.328
NMI Washington ~ 0.117  0.006 0.158  0.087 0.079 0.035 0.046 0.117 0.038 0.103  0.086 0.341 0.406
Wisconsin 0.111 0.027 0.106  0.078 0.047 0.070  0.037 0.070 0.077  0.071 0.069 0.406 0.427
Citeseer 0214 0199 0214 0.228 0.166 0.096 0.003 0.007 0.003  0.221 0.083 0.208 0.263
HEP-TH 0.035 0.092 0.084 0.112 0.093 0.137 0.114 0.123 0.114 0.152  0.145 0.179 0.191

these methods, we proposed evaluation metrics under over-
lapping communities.

For the overlapping communities, we use the F1-Score
and Jaccard-Similarity to evaluate the partitioned results of
all the methods, except the clustering methods that could
not discover the overlapping communities. The tested net-
work is the complete Facebook data, and it contains 10 differ-
ent ego-networks with manually identified circles. We select
4 representative ego-networks from them. The experiment
results can be seen in Table 4.

The baseline comparison methods include InfoMap,
CPM, SLPA, Louvain, DEMON, SNMF, PCL-DC, SCI, and
CDE. The real datasets include FaceBook Ego-network 107,
FaceBook Ego-network 698, FaceBook Ego-network 1912,
FaceBook Ego-network 3908, and FaceBook. There are some
intersections between datasets, and some overlapping areas
appear; therefore, there are overlapping communities. We
apply our method to the above datasets by using the different
baseline methods.

Ego-network 107 has the most nodes, Ego-network 698
has the fewest nodes, Ego-network 1912 has the highest
intensive degree, and Ego-network 3908 has lowest intensive
degree.

As shown in Table 4, CDCN achieves the best perfor-
mances on all the tested networks. In addition, it also shows
that our model greatly improves community detection by
combining both the original network topology and the inher-
ent community structure information together. For instance,
the highest F1-Score among the methods that focus on net-
work topology information is 0.517, and the highest F1-
Score among the methods that combine both the original
network topology and the inherent community structures
information together is 0.474 on FaceBook ego-network
107. Compared with those methods, our model achieves an
F1-Score of 0.539. The other ego-network results are similar
with those of FaceBook ego-network 107. On the complete
Facebook data, our model gets an F1-Score of 0.372, which
is greater than the best results of the other methods. For the
Jaccard-Similarity, the results in Table 4 also indicate that
CDCN outperforms all comparison algorithms.

4.7. Evaluation on Nonnode Attributes Communities. There
are some communities without node attributes, and it is hard
to divide these communities using the majority methods that
use node attributes. However, it is easy to deal with the prob-
lem using CDCN since we could use only the community
structure part of our method. Therefore, our method will be
simplified as follows:

L(U, V)= min

20
U>0,V20 (20)

IS~ UVT||2F +BIU- V|3

The update formulas are changed into the following:

mk " [UvTV + U’
Vo v [SU + BU] (22)

To prove the usefulness of our community structure
matrix, we add two more baselines, which are called Adj-
Mat and Emb-Mat. Adj-Mat just replaces the community
structure matrix S in equation (20) with the adjacency matrix
of network. Similarly, Emb-Mat just replaces the community
structure matrix in equation (20) with the embedding matrix
of CDE. Then, the optimization algorithm is changed, as
shown in Algorithm 2.

The baseline comparison methods include InfoMap,
CPM, SLPA, Louvain, DEMON, SNMF, Adj-Mat, and
Emb-Mat. We assessed the NMI and AC values on the karate,
football, and polbooks datasets.

In addition, in this part, we compare our method with the
methods that focus on the original network topology and that
do not node attribute information on four datasets. The four
datasets are nonoverlapping communities, and so, we use AC
and NMI to evaluate the partitioning result of all the
methods. The results can be seen in Table 5.

As shown in Table 5, the results indicate that CDCN out-
performs all comparison algorithms for the nonoverlapping
community detection task. The NMI reached 1.0, 0.916,
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TaBLE 4: The performances of different community detection algorithms on overlapping communities measured by the F1-Score and Jaccard-

Similarity.
Metric Datasets InfoMap SLPA Louvain DEMON SNMF PCL-DC SCI CDE CDCN
FaceBook ego-network 107 0448 0510  0.264 0.517 0.378 0384 0405 0474 0.539
FaceBook ego-network 698 0.636 0.628  0.588 0.576 0.612 0.345 0.239 0.574 0.640
F1-Score FaceBook ego-network 1912 0.372 0.323  0.366 0.328 0.378 0.312 0316 0322 0379
FaceBook ego-network 3908 ~ 0.579  0.528  0.567 0.387 0.410 0421  0.388 0471 0.580
FaceBook 0330 0351 0321 0.214 0.134 0224 0213 0324 0372
FaceBook ego-network 107 0372 0.410  0.205 0.421 0.267 0304 0294 0369 0432
FaceBook ego-network 698 0.556 0529  0.482 0.464 0.487 0256  0.141 0.441 0.571
Jaccard-Similarity FaceBook ego-network 1912 0.286 0272 0.251 0.229 0.249 0.200  0.202 0215 0.290
FaceBook ego-network 3908 ~ 0.432  0.441  0.421 0.313 0.287 0310  0.268 0.352  0.441
FaceBook 0206 0213  0.242 0.178 0.169 0.182  0.168 0.224 0.262

Output:the probability distribution matrix U.
Begin

tribution matrix

U e (0, )M v e(0,1)V*5i=0
Whilei < maxIterdo

Update U according to Eq.(21);
Update V" according to Eq.(22);
End While

End

Input:network graph G, hyper-parameters 3, number of communities K and maximum number of iterations maxIter.

According to the network graph G and Eq.(1), generate the community structure matrix and randomly initialize the probability dis-

ArLgoriTHM 2: The optimization process of CDCN.

TaBLE 5: The performances of the different community detection algorithms on nonoverlapping as community measured by the AC and

NMIL
Metric Datasets InfoMap CPM SLPA Louvain DEMON SNMF Adj-Mat Emb-Mat CDCN
Karate 0.581 0.652 0.658 0.569 0.429 0.836 0.825 0.912 1.0
NMI Football 0.901 0.855 0.582 0.713 0.463 0.894 0.875 0.903 0.909
Polbooks 0.412 0.538 0.498 0.547 0.383 0.508 0.487 0.524 0.570
Karate 0.894 0.888 0.820 0.741 0.688 0.970 0.962 0.970 1.0
AC Football 0.918 0.897 0.613 0.716 0.546 0.891 0.867 0911 0.923
Polbooks 0.695 0.819 0.785 0.823 0.740 0.743 0.724 0.798 0.838

and 0.570 on the karate, football, and polbooks datasets,
respectively, which are better than the above methods. The
AC value reached 1.0, 0.909, and 0.838 on karate, football,
and polbooks datasets, respectively, which are also better
than the above methods. Furthermore, the results compared
with the Adj-Mat and Emb-Mat also show the great useful-
ness of our community structure matrix.

5. Conclusions

Community detection has been widely used in recommenda-
tion systems, social networks, and network security. Efficient
and fast community detection algorithms contribute to the
development of intelligent networks. Based on the analysis
of the network characteristics, in this paper, in order to solve

the problem of community detection in attributed graphs, we
propose a novel method to generate the community structure
matrix, which retains the relationship between two directly
nodes connected or nodes that share the same neighbors,
and named it CDCN. We combine node attribute informa-
tion and community structure information in an effective
way in the nonnegative matrix factorization framework. We
used two indicators named AC and NMI on nonoverlapping
communities and two indicators named F1-Score and
Jaccard-Similarity on overlapping communities to evaluate
our method. On nonoverlapping communities, the AC and
NMI values of CDCN are better than those of other methods.
On overlapping communities, the Fl-score and Jaccard-
Similarity value of CDCN are better than those of other
methods. The extensive experimental results demonstrated
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that our algorithm can effectively discover the communities
in real networks.

Data Availability

The original dataset used in this work is available from the
corresponding author on request.
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Severe weather and long-term driving of vehicles lead to various cracks on asphalt pavement. If these cracks cannot be found and
repaired in time, it will have a negative impact on the safe driving of vehicles. Traditional artificial detection has some problems,
such as low efficiency and missing detection. The detection model based on machine learning needs artificial design of
pavement crack characteristics. According to the pavement distress identification manual proposed by the Federal Highway
Administration (FHWA), these categories have three different types of cracks, such as fatigue, longitudinal crack, and transverse
cracks. In the face of many types of pavement cracks, it is difficult to design a general feature extraction model to extract
pavement crack features, which leads to the poor effect of the automatic detection model based on machine learning. Object
detection based on the deep learning model has achieved good results in many fields. As a result, those models have become
possible for pavement crack detection. This paper discusses the latest YOLOV5 series detection model for pavement crack
detection and is to find out an effective training and detection method. Firstly, the 3001 asphalt crack pavement images with the
original size of 2976 x 3978 pixels are collected using a digital camera and are randomly divided into three types according to
the severity levels of low, medium, and high. Then, for the dataset of crack pavement, YOLOV5 series models are used for
training and testing. The experimental results show that the detection accuracy of the YOLOv5] model is the highest, reaching
88.1%, and the detection time of the YOLOv5s model is the shortest, only 11.1 ms for each image.

1. Introduction

Asphalt pavement is damaged by natural disasters such as
long-term exposure to the sun, rain erosion, and natural
weathering. And asphalt pavement is also damaged by
human error such as rolling of vehicles, pavement materials,
construction quality, and later maintenance level. All of these
causes have different degrees of impact on pavement perfor-
mance [1]. If these damaged roads cannot be found and
maintained in time, the service life of the highway will be

shortened, the service level of the highway will be reduced,
and even traffic accidents may be caused [2].

At present, pavement detection is mainly manual detec-
tion that has some disadvantages, such as taking a long time,
requiring more manpower, obstructing the highway, intimi-
dating the safety of inspectors, and interfering with the detec-
tion results by human factors. With the rapid development of
a highway, it is difficult to meet the detection requirements of
a large-scale highway and has completely failed to meet the
needs of highway development [3].
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In order to improve the service level of a highway and
realize the automatic detection of damaged pavement, some
researchers propose the research of automatic detection of
pavement based on visual technology. In the past, people
used digital image processing technology for crack detection
[4]. This method mainly detects by comparing the gray
value difference between the crack road and its back-
ground. However, the detection rate is low due to the
complex background of pavement, various lighting, and
the diversity of crack types [5, 6]. Therefore, this method
can only be used as auxiliary detection.

In recent years, with the extensive use of machine learn-
ing, especially deep learning in the industrial field, it is possi-
ble to use deep learning models for automatic detection of
crack pavement [7-9]. Cha et al. [10] proposed a crack pave-
ment detection algorithm based on the convolutional neural
network (CNN). The algorithm constructs an object classifier
based on CNN and uses two sliding windows to scan the
image to detect the crack area. However, due to the complex
background interference of the photo image, the detection
model cannot detect the internal features of the crack. To
solve the problems existing in the above detection methods,
Chen and Jahanshahi [11] improved the traditional convolu-
tional neural network and proposed a crack detection algo-
rithm combining the convolutional neural network with
naive Bayesian (NB-CNN) data fusion. In this method, the
convolution neural network and naive Bayes are integrated,
which greatly increases the complexity of the model and the
number of parameters and makes the model more difficult
to train. It can detect the target objects in different scale
images because the FCN detection model [12] combines the
image features of different volume layers. So, Yang et al.
[13] proposed using the full convolution network (FCN) with
encoding and decoding structures for pavement crack detec-
tion. FCN can collect features of different layers, where the
shallow features can concentrate on spatial information and
deep features can locate the objects, and finally fuse different
features to achieve a damage prediction map. On this basis,
many detection models are proposed for crack pavement
detection [14-17]. All of the above methods can achieve good
results for crack pavement with single background and sim-
ple topology, but not for complex pavement.

Crack pavement detection belongs to the field of vision-
based automatic detection. In order to improve the accuracy
and robustness of crack pavement automatic detection and
realize the industrial automatic detection of crack pavement,
we use the excellent detection models in other fields and trans-
fer them to the detection of crack pavement. Zhou et al. [18]
propose an effective method to automatically perform the rec-
ognition and location of concealed cracks based on 3D
ground-penetrating radar (GPR) and deep learning models.
This proposed method by paper [18] using YOLOV4 is feasible
for the detection of concealed cracks. YOLOVS5, officially
released in June 2020, has become one of the most popular
object detection models and is the state-of-the-art model in
many fields [19]. To see the effectiveness of YOLOv4 in pave-
ment detection, this paper discusses the feasibility and imple-
mentation method of the models in the detection of crack
pavement based on YOLOV5 series models.

Wireless Communications and Mobile Computing

First of all, we classify the crack pavement by analyzing
the damage situation and damage degree and collect the data
according to this category. We collected more than 3000
samples and randomly divided them into the training set, test
set, and verification set.

Then, we test the detection models of YOLOVS5s,
YOLOv5m, YOLOV5], and YOLOv5x in the YOLOVS5 series
and find that the recognition rate of all detection models is
above 85%. However, as YOLOV5s is a lightweight detection
model, its detection speed is far better than the other three. In
terms of both recognition rate and efficiency, we think that
YOLOV5s can meet the needs of practical engineering.

The paper is organized as follows. In Section 2, we intro-
duce related works. Thereafter in Section 3, we demonstrate
the detection model. Experiments are presented in Section
4. We concluded with a discussion in Section 5.

2. Related Works

2.1. Automatic Detection Based on Image Processing. The
early methods [20-22] usually assumed that the crack
pixel is generally darker than the surrounding and then
used various threshold processing algorithms to extract
the gray of the crack area. Because the threshold segmen-
tation method is simple and fast, it has been widely used
in early image segmentation. Early researchers proposed
a variety of automatic detection algorithms based on
threshold segmentation from different views. Li and Liu
[21] proposed the threshold technique of adjacent differ-
ence histogram for automatic recognition of cracks in
images. This method maximizes the difference between
the two types of pixels (crack and noncrack) and achieves
better experimental results than the traditional threshold
method. Paper [22] detected crack pavement by processing
the binary image obtained by the connected domain algo-
rithm (directional segmentation expansion algorithm) and
got good results.

Because the threshold segmentation method only con-
siders the gray information of the image and ignores the spa-
tial information of the image and is sensitive to noise, this
algorithm is often combined with other methods to improve
the segmentation accuracy. Gavilan et al. [23] found that the
noncrack features in the image will present false positives.
Therefore, in order to obtain the crack area, it is proposed
to eliminate the false positive cracks in the noncrack image
by calculating the average gray value of the pixels corre-
sponding to the inner and outer contours of the linear object
in the image. Li and Mao [24] firstly segmented the image
into several complementary overlapping subimage regions.
Then, the neighborhood difference histogram was used to
segment and fuse the cracks in each subimage region. Lastly,
the crack region is obtained in the images. This method is
effective in a small range of complex fractures, but not in a
large area of complex background.

The traditional threshold extraction method lacks the
description of global information and is sensitive to noise.
The detection effect depends on the selection of the thresh-
old. However, in practical application, the road background
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is complex and there are many noises, so there are few algo-
rithm models applied in practice.

2.2. Automatic Detection Based on Machine Learning. The
machine learning method based on feature engineering has
been successfully applied in many fields. The crack pavement
has significant texture characteristics. Lots of researchers
obtain the texture features of images from different views
and use the classification technology of machine learning to
detect the crack pavement automatically. Hu et al. [25] pro-
posed a new automatic crack pavement detection method
based on texture analysis and shape description. It is found
that the texture features of the crack pavement are uneven.
Therefore, that paper proposed to use six texture features
and two translation invariant shape descriptors to describe
the irregular texture and uneven illumination features of
the image and then use the SVM classifier to classify the
image into cracks and noncracks. Cord and Chambon [26]
proposed a general crack detection method based on super-
vised learning, which can be applied to all types of defects
in those images. The paper thought that the pavement with
cracks presented strong texture information. The texture fea-
tures of the crack pavement fluctuated in the local range and
showed uniformity in the global range. Therefore, this paper
uses linear and nonlinear filters to describe the image texture
information. The image characteristics of different scales are
analyzed by using morphological transformation, linear fil-
tering, and nonlinear filtering. Finally, the AdaBoost classi-
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FiGure 3: FPN&PAN structure.

fier will be used to learn and classify the above texture
information, so as to obtain the pavement damage area.
The experiment shows that this method can improve the per-
formance of crack detection to a certain extent but cannot
complete the fine extraction of cracks. Shi et al. [27] proposed
crack forest, a method for asphalt crack pavement extraction
using random structure forest. The detection framework was
structured based on the representative and distinguishing
overall channel features. And it combined the framework
with random forest. This model can be trained in small data-
sets with full supervision. In addition, the proposed two fea-
ture histograms are used to express the cracks and eliminate
the noise labeled as cracks. Although this method can over-
come a small part of the road noise interference, it is still
unable to meet the real complex background crack extrac-
tion. Hoang and Nguyen [28] used the support vector
machine (SVM), artificial neural network (ANN), and ran-
dom forest (RF) to train and verify the performance of the
machine learning algorithm in the dataset. The feature set
composed of projective integral and fracture properties can
get the most ideal results.
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F1GURE 4: The P-R curve of the YOLOv5s model.
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FIGURE 5: Crack pavement datasets.

In a word, the detection model based on the machine
learning algorithm greatly depends on the manually
extracted image features including texture and color. And
different feature extraction models need to be designed for

TaBLE 1: Basic concept in the evaluation indicators.

Symbol Description
TP refers to the number of cracks that are correctly
TP :
classified as cracks
TN refers to the number of backgrounds that are correctly
N .
classified as backgrounds
PP FP refers to the number of backgrounds that are
incorrectly identified as backgrounds
N FN refers to the number of cracks that are incorrectly

identified as the background

different scenes, different lighting, and so on. Asphalt road
is widely distributed, and the road surface includes all kinds
of debris and other noises. So, it is difficult to extract effective
features with a unified feature model for cracks in complex
and changeable road environment, which leads to poor
robustness of the detection model. All in all, the detection
model based on machine learning can only be applied in a
small scope, not universal.

2.3. Automatic Detection Based on Deep Learning. In recent
years, with the development of deep learning technology, it
is possible to detect crack pavement automatically based on
the deep learning model. Combined with DCNN, by learning
different crack samples, the performance of automatic crack
detection has been significantly improved. Some people used
the methods of object detection [29, 30] or image segmenta-
tion [31, 32] to complete the crack extraction. These methods
cannot complete the pixel-level detection of cracks and also
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F1GURE 6: The P-R curve of the YOLOv5m model.

cannot accurately determine the damage category and sever-
ity in the subsequent measurement and evaluation. Zhang
et al. [33] proposed a pavement automatic detection system
named crack net based on the convolution neural network.
The system is aimed at the pixel-level extraction of cracks
and realized the automatic detection of 3D asphalt crack
pavement. Unlike conventional CNN, crack net did not have
any pooling layer to reduce the output of the previous layer.
Crack net ensured the accuracy of crack extraction by using
the constant image width and height technology in all net-
work layers. Compared with the traditional crack detection
method based on machine learning, the extraction accuracy
of this method is obviously better than the traditional
method. Inspired by crack net, Fei et al. [34] proposed an effi-
cient deep network named crack net-v based on crack net,
which was used for pixel-level crack automatic detection of
asphalt pavement 3D image. Compared with the original
crack net, crack net-v had a deeper structure and fewer
parameters, which improves the calculation accuracy and
efficiency. Crack net-v used the same space size for all layers,
so that supervised learning could be carried out at the pixel
level. The efficiency of crack net-v further revealed the advan-
tages of deep learning technology in pixel-level pavement
crack automatic detection. Zou et al. [35] proposed an end-
to-end trainable deep convolution neural network for auto-
matic crack detection, named deep crack, by learning the
advanced features of crack representation. The multiscale
deep convolution features learned from different convolution
layers are fused together to form a linear structure. The image
features obtained by this method had more detailed repre-
sentation characteristics in large-scale feature maps and
more comprehensive representation characteristics in
small-scale feature maps. The deep crack network which is
constructed on the encoder-decoder architecture of SEG net
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F1GURE 7: The P-R curve of the YOLOv5] model.
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F1GURE 8: The P-R curve of the YOLOv5x model.

fused the convolution features generated in the encoder net-
work and decoder network with the same scale. The deep
crack could complete the pixel-level crack extraction.

In a word, the detection effect of the detection model
based on deep learning is much better than that of the
machine learning model based on feature engineering. Com-
bined with the current best object detection model, and
applying it to the detection of crack pavement, it will greatly
improve the efficiency of pavement detection.
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3. Model Introduction

At present, object detection models based on deep learning
can be divided into two schools.

(1) Two-stage model: generating candidate regions and
classifying candidate regions by CNN (RCNN Series
(36])

(2) One-stage model: categorizing objects and locating
them in one step (YOLO Series)

Following RCNN [36], Fast RCNN [37], and Faster
RCNN ([38], YOLO is another framework proposed by Ross
Girshick for the problem of object detection speed. It has
been updated to the fifth edition.

YOLOV5 consists of four parts: input, backbone, neck,
and prediction. The details are shown in Figure 1 [39]. Com-
pared with the well-known YOLOv3 [40], YOLOv5 has made
the following improvements in the above four parts:

(1) In the input module, mosaic data enhancement and
adaptive anchor frame calculation are added

(2) Focus and CSP structure are added in the backbone
module

(3) FPN and PAN structure is added in the neck module
(4) GIOU_Loss is used in the prediction module

There are four versions of YOLOVS5, including YOLOV5s,
YOLOv5m, YOLOV5], and YOLOv5x. The original author
thinks that the network structure of the above four versions
of the model is from small to large, the corresponding detec-
tion accuracy is from low to high, but the detection speed is
from fast to slow. That is to say, YOLOv5s has the smallest
network, the least speed, and the lowest AP accuracy. If the

detected objects are mainly large objects, the network can
quickly detect the detected objects. YOLOv5s cannot detect
small objects if there are a lot of small cracks in the crack
pavement.

In order to find out which model has the best combina-
tion of detection accuracy and efficiency, this paper uses the
four models in YOLOV5 for road detection.

3.1. Input Module

3.1.1. Mosaic Data Enhancement. Yun et al. [41] proposed a
new data enhancement method, CutMix, to enhance the
diversity of samples by mixing two images and clipping them.
The mosaic data enhancement method proposed by
YOLOvV5 mixes and stitches four images based on CutMix
to produce a new image. Learning the new mosaic image is
equivalent to learning four pictures at the same time, which
improves the learning efficiency. Meanwhile, because the
BN calculation is also four pictures at the same time, the
minibatch in the training can be set to a smaller value. In a
word, YOLOV5 can use one GPU to speed up the training
without changing the detection accuracy.

The implementation steps of mosaic data enhancement
are as follows:

(1) Four images are randomly read from the dataset at a
time

(2) Hlip left and right, zoom in and out, and change the
brightness, saturation, and hue gamut of the four
images

(3) The transformed image is combined with pictures
and bounding boxes. The first picture is placed on
the top left, the second picture is placed on the bot-
tom left, the third picture is placed on the bottom
right, and the fourth picture is placed on the top right
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TABLE 2: Performance comparison table of 4 detection models.

Model Precision Recall mAPO0.5 Time Model parameters Net layers
YOLOV5s 0.891 0.512 0.851 11.1ms 7,063,542 283
YOLOvV5m 0.908 0.556 0.872 24.2ms 21,056,406 391
YOLOV51 0.908 0.569 0.881 40 ms 46,631,350 499
YOLOv5x 0.9 0.582 0.873 67.7 ms 87,244,374 607
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FiGure 10: The detection chart of the YOLOv5s model.

in four directions. They are spliced into a new pic- The YOLOv5 model believes that many pictures have dif-
ture, which contains a bounding box and other  ferent aspect ratios. So, the sizes of black edges at both ends
contents are different after the picture is scaled and filled. If there are

more black edges filled, there will be information redun-
dancy, which will affect the training speed.

Therefore, the author improves the traditional fixed-size
scaling and adopts the adaptive method of adding the least
black edges for the YOLOv5 model. The specific methods
are as follows:

(4) When the bounding box (or the picture itself) of a
picture exceeds the dividing line between two pic-
tures, we need to remove the part that exceeds the
dividing line or the part of the picture for edge
processing

3.1.2. Adaptive Anchor Calculation. YOLOV5 sets the initial

anchor for each image. In the process of network training, ey Calcul.at'e th.e scale: If the ratio of length to width of
the prediction bounding box is output based on the initial Fhe Orlgmal 1mage is not ﬁx'ed, there may be two scal-
anchor. And then, the bounding box is compared with the ing ratios; the smaller one is chosen

real ground truth. The gap between those is calculated. Lastly, (2) The length and width of the scaled image are calcu-
the network parameters are updated backward and iterated. lated, respectively

3.1.3. Adaptive Image Scaling. Since different images are dif- (3) Calculate the number of the black edge filled.
ferent in length and width, the common way is to scale the YOLOVS5 is filled with gray pixels instead of black
original image to a standard size and then send it to the pixels, that is (114,114,114). At the same time,
detection network for the traditional object detection YOLOVS5 does not use the way of reducing the black

algorithms. edge in training but uses the traditional way of filling,
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FiGure 11: The detection chart of the YOLOv5m model.

that is, reducing image to the size of 416 x 416. In the
test phase, the black edge reduction method is
adopted to improve the speed of object detection
and reasoning when the model reasoning is used

3.2. Backbone Module

3.2.1. Focus Structure. Focus is mainly used for image slic-
ing, as shown in Figure 2. We slice the 4 x4 x 3 image
into a 2 x 2 x 12 feature map.

For YOLOV5, the 608 x 608 x 3 image is sliced into a
304 x 304 x 12 feature map. Then, the feature map is convo-
luted by 32 convolution cores once and finally becomes a
304 x 304 x 32 feature map.

3.2.2. CSP Structure. The author thinks that the problem of
excessive reasoning is caused by the repetition of gradient
information in network optimization. Cross stage partial net-
work (CSPnet) [42] integrates the change of gradient into the
feature graph from beginning to end, which can reduce the
amount of calculation and ensure accuracy.

Two CSP structures are designed in YOLOv5. Taking the
YOLOv5s model as an example, the CSP1_X structure is
applied to the backbone network; another kind of CSP2_X
structure is used in the neck. After adding CSP, the training
speed of the model is improved. The main advantages of
the CSP structure are as follows:

(1) Enhance the learning ability of CNN and make it
lightweight while maintaining accuracy

(2) Reduce computing bottlenecks

(3) Reduce memory cost

3.3. Neck Module. For object detection, in order to better
extract fusion features, some layers are usually inserted in
the backbone and output layer, which is called the neck.
YOLOv5 adopts the FPN+PAN structure in the neck
module.

The high-level convolution layer has abstract description
meaning for a large object. However, due to the lack of pixel
information, object features cannot be described for small
objects. FPN [43] combines convolution features of different
layers for images, which can not only satisfy the abstract
description of large objects but also ensure the feature details
of small objects. YOLOvV5 uses FPN in the neck layer to
ensure that objects are not missed.

In order to improve the detection accuracy of small
objects, FPN uses the low-level features of the image.
Although low-level features help to detect objects, it is more
and more difficult to accurate the position of the object using
the features combining the underlying structure feature with
the top-level feature. Path aggregation network (PANet) [44]
shorts the information path between low-level and top-level
features through the bottom-up path enhancement and the
whole feature level that is enhanced by using accurate low-
level positioning signals. The model connects the feature
grid with all feature layers, so that the useful information
in each feature layer can be directly propagated to the fol-
lowing subnetwork.
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YOLOV5 uses FPN and PANet in the neck to ensure
detection accuracy and positioning accuracy. The details are
shown in Figure 3.

3.4. Prediction Module. In YOLOV5, Leaky ReLU is used in
the middle/hidden layer of the model. The final detection
layer uses sigmoid as the activation function. In order to
increase the detection of occluded overlapped objects,
YOLOV5 uses DIOU-nm. The default optimization method
of the model is the gradient descent method. The loss func-
tion of the model consists of three parts: object score loss, cat-
egory probability loss, and bounding box regression loss.
Among them, logits loss is used for object score loss, cross-
entropy loss is used for category probability loss, and GIOU
[45] loss is used for bounding box regression loss.

4. Experimental Analysis

4.1. Dataset Acquisition. The Federal Highway Administra-
tion (FHWA) divides pavement cracks into three categories,
including fatigue crack, longitudinal crack, and transverse
crack. When we take pictures of crack pavement, we pay
attention to various types of sample collection. At the same
time, for each type of crack degree is different, we will take
samples of crack severity that is divided into high, medium,
and low. In practical engineering, there are lots of interfer-
ence in the pavement that is often accompanied by sign lines,
fallen leaves, oil, garbage, and light. These interferences have
a great impact on detection accuracy. In order to ensure that
the training data samples cover all kinds of conditions as far

as possible, we also consider the above interference factors in
the process of data acquisition.

Under the condition of combining all the above crack
types and interference factors, we took 3001 photos of crack
pavement with a Nikon camera. The picture is 2976 x 3968
pixels. Considering the existence of various types of crack
and interference in practical application, we did not conduct
separate model training for each type of crack data in the
training process. The data was randomly divided into 1920
training datasets, 480 verification datasets, and 601 test data-
sets. The specific sample data is shown in Figure 4.

In Figure 5, the first line is fatigue crack type data, the sec-
ond line is transverse crack type data, and the third line is
longitudinal crack type data. For the fatigue crack, due to
the large damage area, there is ambiguity in many places.
So, this type of data is difficult for machine detection. For
transverse and longitudinal cracks, these types of data have
the characteristics of thin and long, and many damaged areas
are difficult to distinguish by human eyes. Therefore, the
detection model is another challenge for the detection of a
small crack.

4.2. Experimental Environment. All the algorithms in this
paper were programmed by Python3. The models were
implemented by using the classical deep learning-based
pytorch framework and trained on the Ubuntu experimen-
tal platform, Intel® Xeon® Gold 5218 CPU@ 2.30 GHz
processor, 260 GB RAM, and NVIDIA Tesla P100-PCIE
16 GB GPU. Pytorch was born to carry out quick experi-
mentation, Nvidia driver version is 4450.51.05, CUDA ver-
sion is 11.0, and it is also able to quickly convert its ideas
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FiGure 13: The detection chart of the YOLOvV5] model.

into results. For this reason, pytorch can quickly and effi-
ciently compare the visualization results of different crack
detection algorithms.

4.3. Model Testing. In order to test the performance of the
YOLOv5 model in crack pavement detection, we test it on
the dataset described in Section 4.1. In this paper, accuracy,
recall, and F1 score are used to quantify different crack clas-
sification algorithms. These three indicators were calculated
with TP (true positive), TN (true negative), FP (false posi-
tive), and FN (false negative), respectively. The specific defi-
nitions are shown in Table 1.

The formula for precision, recall, and F1 score is as fol-
lows:

.. TP
Precision= ———,
TP + FP
TP
Recall= —— | 1
T TP IEN v

Precision x Recall
Fl-score=2X —MMM .
Precision + Recall

Since there are many types of crack pavement and the
degree of different types of crack is different, it is easy to pro-
duce imbalance between different types of datasets under the
premise of certain datasets. Both precision and recall in the
P-R curve consider the detection rate of positive samples,
which reduces the error between evaluation criteria due to
data imbalance. The detection effect of the model is described
by the P-R curve (see Figures 4 and 6-8 for details).

In the process of training, four pretraining weights
(YOLOV5s, YOLOv5m, YOLOvV5], and YOLOv5x) provided
by YOLOVS5 are used for training. In the test process, ensure
that the superparameter settings and training weights are the
same, such as the learning rate and momentum parameters.
The training losses of the four models are shown in
Figure 9. It can be seen from the figure that in the process
of the same number of iterations, the model with deep layers
has better training effect and faster convergence.

The network layers of v5s, v5m, v5l, and v5x, which are
provided by YOLOV5, increase from small to large, and the
network parameters also increase from small to large. In
order to obtain the influence of different size models on the
detection effect, we use four models to compare and analyze
the crack datasets collected in this paper. The details are
shown in Table 2.

According to Table 2, it can be seen that the model with
the highest detection accuracy is YOLOV5l; mAP reaches
0.881. However, the detection accuracy between all the four
models is not very different, and the maximum difference is
within 0.03. The smallest network model is the YOLOv5s
model, which has only 283 layers. Because the model level
of YOLOV5s is the smallest, the parameters are the least
among all models, only 7,063,542. Due to the different sizes
of the model, in the detection process, the small model takes
less time. On the contrary, the large model takes more time.
Therefore, for the four models mentioned above, the least
time-consuming model is YOLOv5s. For each 640 * 640
image, the detection practice only takes 11.1ms, while
YOLOv5l takes 40ms. The most time-consuming is
YOLOV5x, which reaches 67.7 ms. For the above four models,
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in order to test the detection effect of the models on the actual
project, we use the above four models to test in the datasets
shown in Figure 5, and the effect is shown in Figures 10-13.

5. Conclusions

Pavement crack is very difficult to detect because of many
categories and larger influence of the surrounding environ-
ment. The existing pavement crack detection models fail to
detect the cracks because the features of objects are difficult
to be extracted by many convolution and pooling operations.
Combined with one of the state-of-art object detection
models YOLOV5, we discuss the possibility of transferring
this model to crack pavement detection. The experimental
results show that the detection accuracy of the YOLOvV5
series models is above 85%. The shortest time-consuming
YOLOv5s model only needs 11.1ms to detect 640 x 640
pixels. Therefore, if we pay attention to the detection rate in
the actual project, we can choose to use YOLOV5L. If we need
to consider both the detection rate and detection efficiency,
we can choose the YOLOv5s model. However, no matter
which model is used, it can only be used as an aid.

Automatic crack pavement detection is one of the diffi-
cult research contents in the field of object detection. The
detailed features of the crack pavement have semantic rele-
vance with its surrounding road surface. And the subsequent
semantic segmentation technology can be combined to fur-
ther improve the model detection accuracy. Meanwhile,
YOLO is an object detection framework based on anchors.
Although YOLO has done a lot of optimization in reducing
the amount of computation compared with an anchor-free
model, YOLO still needs a lot of computing resources in
the training process. The detection rate of the traditional
detection model based on anchors is higher than that of the
anchor-free model. How to improve the detection rate and
reduce the resources is a problem that many engineering
applications need to consider. Centernet2 [46] adopts an
anchor-free framework, and the detection rate of this model
is higher than that of all existing models based on anchors.
The proposal of centernet2 provides direction for our next
work. In order to meet the requirements of a lightweight
model in practical engineering, we will study the detection
based on anchor-free in the future.

Data Availability

The datasets we used in this paper enable us to shoot with a
Nikon camera. We took 3001 photos of crack pavement.
The picture is 2976 x 3968 pixels. Considering the existence
of various types of crack and interference in practical applica-
tion, we did not conduct separate model training for each
type of crack data in the training process. The data was ran-
domly divided into 1920 training datasets, 480 verification
datasets, and 601 test datasets.

Conflicts of Interest

The authors declare that they have no competing interests.

11

Acknowledgments

This work was supported by the Science and Technology
Project of Jiangxi Provincial Department of Education under
Grant nos. GJJ200305 and GJJ191689 and the Natural Sci-
ence Foundation of Jiangxi Province under Grant no.
20202BABL202016.

References

[1] V.P.Tran, T. S. Tran, H. J. Lee, K. D. Kim, J. Baek, and T. T.
Nguyen, “One stage detector (RetinaNet)-based crack detec-
tion for asphalt pavements considering pavement distresses
and surface objects,” Journal of Civil Structural Health Moni-
toring, vol. 11, no. 1, pp. 205-222, 2020.

X. Z. Xiang, Y. Q. Zhang, and A. El Saddik, “Pavement crack
detection network based on pyramid structure and attention
mechanism,” IET Image Processing, vol. 14, no. 8, pp. 1580-
1586, 2020.

[3] H. N. Nguyen, T. Y. Kam, and P. Y. Cheng, “An automatic
approach for accurate edge detection of concrete crack utiliz-
ing 2D geometric features of crack,” Journal of Signal Process-
ing Systems, vol. 77, no. 3, pp. 221-240, 2014.

[4] Z.Y. Yang, “The design of glass crack detection system based
on image preprocessing technology,” in 2014 IEEE 7th Joint
International Information Technology and Artificial Intelli-
gence Conference, pp. 39-42, Chongqing, China, 2014.

[5] Y.Yi, J. Wang, W. Zhou, Y. Fang, J. Kong, and Y. Lu, “Joint
graph optimization and projection learning for dimensionality
reduction,” Pattern Recognition, vol. 92, pp. 258-273, 2019.

[6] Y.Yi,Y.Chen,]. Wang, G. Lei, J. Dai, and H. Zhang, “Joint fea-
ture representation and classification via adaptive graph semi-

2

—

supervised nonnegative matrix factorization,”  Signal
Processing-Image Communication, vol. 89, article 115984,
2020.

[7] D.Ma, H. Y. Fang, B. H. Xue, F. M. Wang, M. A. Msekh, and
C. L. Chan, “Intelligent Detection Model Based on a Fully
Convolutional Neural Network for Pavement Cracks,”
CMES-Computer Modeling in Engineering ¢ Sciences,
vol. 123, no. 3, pp. 1267-1291, 2021.

[8] Y. Wang, K. Song, J. Liu, H. Dong, Y. Yan, and P. Jiang,
“RENet: rectangular convolution pyramid and edge enhance-
ment network for salient object detection of pavement cracks,”
Measurement, vol. 170, article 108698, 2021.

[9] Y.Yi,]. Wang, W. Zhou, C. Zheng, J. Kong, and S. Qiao, “Non-
negative matrix factorization with locality constrained adap-
tive graph,” IEEE Transactions on Circuits and Systems for
Video Technology, vol. 30, no. 2, pp. 427-441, 2020.

[10] Y.]J. Cha, W. Choi, and O. Biiyiikdztiirk, “Deep learning-based
crack damage detection using convolutional neural networks,”
Computer-Aided Civil and Infrastructure Engineering, vol. 32,
no. 5, pp. 361-378, 2017.

[11] F. C. Chen and M. R. Jahanshahi, “NB-CNN: deep learning-
based crack detection using convolutional neural network
and naive Bayes data fusion,” IEEE Transactions on Industrial
Electronics, vol. 65, no. 5, pp. 4392-4400, 2018.

[12] J.Long, E. Shelhamer, and T. Darrell, “Fully convolutional net-
works for semantic segmentation,” in 2015 IEEE Conference on
Computer Vision and Pattern Recognition (CVPR), pp. 3431-
3440, Boston, MA, USA, 2015.



12

(13]

(14]

(15]

(16]

(17]

(18]

(19]

(20]

(21]

(22]

(23]

(24]

(25]

(26]

(27]

(28]

(29]

X. Yang, H. Li, Y. Yu, X. Luo, T. Huang, and X. Yang, “Auto-
matic pixel-level crack detection and measurement using fully
convolutional network,” Computer-Aided Civil and Infrastruc-
ture Engineering, vol. 33, no. 12, pp. 1090-1109, 2018.

F. Yang, L. Zhang, S. Yu, D. Prokhorov, X. Mei, and H. Ling,
“Feature pyramid and hierarchical boosting network for pave-
ment crack detection,” IEEE Transactions on Intelligent Trans-
portation Systems, vol. 21, no. 4, pp. 1525-1535, 2020.

H. Chen, H. Lin, and M. Yao, “Improving the efficiency of
encoder-decoder architecture for pixel-level crack detection,”
IEEE Access, vol. 7, pp. 186657-186670, 2019.

Z. Fan, C. Li, Y. Chen et al., “Ensemble of deep convolutional
neural networks for automatic pavement crack detection and
measurement,” Coatings, vol. 10, no. 2, p. 152, 2020.

X. Z. Xiang, Y. Q. Zhang, and A. E. Saddik, “Pavement crack
detection network based on pyramid structure and attention
mechanism,” IET Image Processing, vol. 14, no. 8, pp. 1580-
1586, 2019.

S. Zhou, Y. Bi, X. Wei et al., “Automated detection and classi-
fication of spilled loads on freeways based on improved YOLO
network,” Machine Vision and Applications, vol. 32, no. 2,
2021.

E. U. Rahman, Y. Zhang, S. Ahmad, H. I. Ahmad, and
S. Jobaer, “Autonomous vision-based primary distribution
systems porcelain insulators inspection using UAVs,” Sensors,
vol. 2, no. 3, 2021.

Q. Li, Q. Zou, D. Zhang, and Q. Mao, “FoSA: Fx seed-growing
approach for crack-line detection from pavement images,”
Image and Vision Computing, vol. 29, no. 12, pp. 861-872,
2011.

Q. Q. Li and X. L. Liu, “Novel approach to pavement image
segmentation based on neighboring difference histogram
method,” in 2008 Congress on Image and Signal Processing,
pp. 792-796, Sanya, China, 2008.

F. Liu, G. Xu, Y. Yang, X. Niu, and Y. Pan, “Novel approach to
pavement cracking automatic detection based on segment
extending,” in 2008 International Symposium on Knowledge
Acquisition and Modeling, pp. 610-614, Wuhan, China, 2008.
M. Gavilan, D. Balcones, O. Marcos et al., “Adaptive road
crack detection system by pavement classification,” Sensors,
vol. 11, no. 10, pp. 9628-9657, 2011.

Q. Q. Liand Q. Z. Mao, “Land-borne pavement rapid test and
measurement,” Journal of Transport Information and Safety,
vol. 27, no. 1, pp. 7-10, 2009.

Y. Hu, C. X. Zhao, and H. N. Wang, “Automatic pavement
crack detection using texture and shape descriptors,” IETE
Technical Review, vol. 27, no. 5, pp. 398-405, 2010.

A. Cord and S. Chambon, “Automatic road defect detection by
textural pattern recognition based on AdaBoost,” Computer-
Aided Civil and Infrastructure Engineering, vol. 27, no. 4,
Pp. 244-259, 2012.

Y. Shi, L. Cui, Z. Qi, F. Meng, and Z. Chen, “Automatic road
crack detection using random structured forests,” IEEE Trans-
actions on Intelligent Transportation Systems, vol. 17, no. 12,
pp. 3434-3445, 2016.

N. D. Hoang and Q. L. Nguyen, “A novel method for asphalt
pavement crack classification based on image processing and
machine learning,” Engineering with Computers, vol. 35,
no. 2, pp. 487-498, 2019.

H. F. Li, J. P. Zong, J. J. Nie, Z. L. Wy, and H. Y. Han, “Pave-
ment crack detection algorithm based on densely connected

(30]

(31]

(32]

(33]

(34]

(35]

(36]

(37]

(38]

(39]

[40]

[41]

[42]

(43]

(44]

Wireless Communications and Mobile Computing

and deeply supervised network,” IEEE Access, vol. 9,
pp. 11835-11842, 2021.

H. Maeda, Y. Sekimoto, T. Seto, T. Kashiyama, and H. Omata,
“Road damage detection using deep neural networks with
images captured through a smartphone,” 2018, http://arxiv
.org/abs/1801.09454.

X. Wang and Z. Hu, “Grid-based pavement crack analysis
using deep learning,” in 2017 4th International Conference on
Transportation Information and Safety (ICTIS), pp. 917-924,
Banff, AB, Canada, 2017.

B. Kim and S. Cho, “Automated vision-based detection of
cracks on concrete surfaces using a deep learning technique,”
Sensors, vol. 18, no. 10, p. 3452, 2018.

A. Zhang, K. C. P. Wang, B. Li et al., “Automated pixel-level
pavement crack detection on 3D asphalt surfaces using a
deep-learning network,” Computer-Aided Civil and Infrastruc-
ture Engineering, vol. 32, no. 10, pp. 805-819, 2017.

Y. Fei, K. C. P. Wang, A. Zhang et al., “Pixel-level cracking
detection on 3D asphalt pavement images through deep-
learning-based CrackNet-V,” IEEE Transactions on Intelli-
gent Transportation Systems, vol. 21, no. 1, pp. 273-284,
2020.

Q. Zou, Z. Zhang, Q. Li, X. Qi, Q. Wang, and S. Wang, “Deep-
Crack: learning hierarchical convolutional features for crack
detection,” IEEE Transactions on Image Processing, vol. 28,
no. 3, pp. 1498-1512, 2019.

R. Girshick, J. Donahue, T. Darrell, and J. Malik, “Rich fea-
ture hierarchies for accurate object detection and semantic
segmentation,” in 2014 IEEE Conference on Computer
Vision and Pattern Recognition, pp. 580-587, Columbus,
OH, USA, 2014.

R. Girshick, “Fast R-CNN,” in The 15th IEEE International
Conference on Computer Vision (ICCV’15), pp. 1440-1448,
Santiago, Chile, 2015.

S. Ren, K. He, R. Girshick, and J. Sun, “Faster R-CNN: towards
real-time object detection with region proposal networks,”
IEEE Transactions on Pattern Analysis and Machine Intelli-
gence, vol. 39, no. 6, pp. 1137-1149, 2017.

D. B. Jiang, “Easy to understand Yolo series: Yolov5 core basic
knowledge complete explanation,” https://blog.csdn.net/
nan355655600/article/details/107852353.

R.Joseph and F. Ali, “YOLOV3: an incremental improvement,”
2018, http://arxiv.org/abs/1804.02767.

S. Yun, D. Han, S. Chun, S. J. Oh, Y. Yoo, and J. Choe, “Cut-
Mix: regularization strategy to train strong classifiers with
localizable features,” in 2019 IEEE/CVF International Confer-
ence on Computer Vision (ICCV), pp. 6022-6031, Seoul, Korea,
2019.

C.-Y. Wang, H.-Y. M. Liao, Y.-H. Wu, P.-Y. Chen, J-
W. Hsieh, and L-H. Yeh, “CSPNet: a new backbone that can
enhance learning capability of CNN,” in 2020 IEEE/CVF Con-
ference on Computer Vision and Pattern Recognition Work-
shops (CVPRW), pp. 1571-1580, Seattle, WA, USA, 2020.
T.-Y. Lin, P. Dollar, R. Girshick, K. He, B. Hariharan, and
S. Belongie, “Feature pyramid networks for object detection,”
in 2017 IEEE Conference on Computer Vision and Pattern Rec-
ognition (CVPR), pp. 936-944, Honolulu, HI, USA, 2017.

S. Liu, L. Qi, H. Qin, J. Shi, and J. Jia, “Path aggregation net-
work for instance segmentation,” in 2018 IEEE/CVF Confer-
ence on Computer Vision and Pattern Recognition, pp. 8759—
8768, Salt Lake City, UT, USA, 2018.


http://arxiv.org/abs/1801.09454
http://arxiv.org/abs/1801.09454
https://blog.csdn.net/nan355655600/article/details/107852353
https://blog.csdn.net/nan355655600/article/details/107852353
http://arxiv.org/abs/1804.02767

Wireless Communications and Mobile Computing

[45] H. Rezatofighi, N. Tsoi, J. Y. Gwak, A. Sadeghian, I. Reid, and
S. Savarese, “Generalized intersection over union: a metric and
aloss for bounding box regression,” in 2019 IEEE/CVF Confer-
ence on Computer Vision and Pattern Recognition (CVPR),
pp. 658-666, Long Beach, CA, USA, 2019.

[46] X.Y. Zhou, V. Koltun, and P. Krihenbiihl, “Probabilistic two-
stage detection,” 2021, http://arxiv.org/abs/2013.07461.

13


http://arxiv.org/abs/2013.07461

