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-e models of time-varying network have a profound impact on the study of virus spreading on the networks. On the basis of an
activity-driven memory evolution model, a time-varying spatial memory model (TSM) is proposed. In the TSM model, the
cumulative number of connections between nodes is recorded, and the spatiality of nodes is considered at the same time.
-erefore, the active nodes tend to connect the nodes with high intimacy and close proximity. -en, the TSMmodel is applied to
epidemic spreading, and the epidemic spreading on different models is compared. To verify the universality of the TSM model,
this model is also applied to rumor spreading, and it is proved that it can also play a good inhibiting effect.We find that, in the TSM
network, the introduction of spatiality and memory can slow down the propagation speed and narrow the propagation scope of
disease or rumor, and memory is more important. We then explore the impact of different prevention and control methods on
pandemic spreading to provide reference for COVID-19 management control and find when the activity of node is restricted, the
spreading will be controlled. As floating population has been acknowledged as a key parameter that affects the situation of
COVID-19 after work resumption, the factor of population mobility is introduced to calculate the interregional population
interaction rate, and the time-varying interregional epidemic model is established. Finally, our results of infectious disease
parameters based on daily cases are in good agreement with the real data, and the effectiveness of different control measures
is evaluated.

1. Introduction

-e transmission period of COVID-19 coincided with the
Spring Festival travel rush on the eve of the Chinese New
Year, during which a large population movement occurred
throughout the country, expanding the spread of the virus
and accelerating its spread [1, 2]. -e Chinese government
adopted series of control measures to cut off the trans-
mission path of the virus. After February 4, the number of
reported daily cases in China began to decrease, indicating
that the measures were working. Because of the certain
negative impact on the lives of residents and social economy,
some regions and enterprises began to return to work after
February 10, and the population mobility rate rose. -e
flowing of population made it more difficult to control the
epidemic, so it was of great significance to study the way and
modes of transmission of COVID-19.

From previous studies, we can learn about some epi-
demiological and clinical characteristics of COVID-19 [3, 4].
Compared with SARS and H1N1, the transmission of
COVID-19 is stronger. -e infection source is mainly a
patient infected by COVID-19. A number of studies have
proved that asymptomatic infected persons may also be the
source of infection and that person-to-person contact is the
main cause of virus transmission. -rough analysis of early
cases of COVID-19, Li et al. found that only 8.6% of the cases
developed after January 1 were related to the seafood
wholesale markets in South China, and human-to-human
transmission had occurred among close contacts since mid-
December 2019 [5]. Previous research has confirmed that
contact is the main way for the spread of the virus, but in
order to prevent and control the transmission of COVID-19
more effectively, further modeling and research are needed
for the transmission dynamics of the virus.
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Many scholars have studied the development and pol-
icies of COVID-19 for further prevention and control from
the perspective of epidemic dynamics [6, 7]. Jia et al. [8] used
the location data of mobile phone to track the flow of people
from Wuhan to other areas and analyzed the transmission
process of the pandemic based on the data. Kraemer et al. [9]
used mobility data from Wuhan and case data including
travel history to analyze the influence of travel restrictions
on the spread of COVID-19 in China and found that travel
restrictions in the early stages of the pandemic could be
effective in preventing the importation of the virus.
Moreover, complex network is an important tool for sim-
ulating transmission dynamics of virus or information on
networks and can provide theoretical basis and guidance for
it. COVID-19 has been analyzed using complex networks by
some scholars [10]. Basnarkov [11] studied the Susceptible-
Exposed-Asymptomatic-Infectious-Recovered (SEAIR) ep-
idemic spreading model to capture two characteristics:
delayed start and its appearance before onset of symptoms.
Some scholars have used multilayer networks to analyze the
COVID-19 epidemic from the individual characteristics of
different countries, such as social activities and economic
characteristics [12, 13]. Wang et al. [14] proposed a disease
model based on two-layered multiplex networks, demon-
strating that the epidemic prevalence and the epidemic
outbreaks can be suppressed by the diffusion of positive
preventive information and be promoted by the diffusion of
negative preventive information. In addition, the dynamics
of multiple information transmission and epidemic co-
evolution under the influence of mass media are discussed in
[15].

-e spread of COVID-19 is mostly analyzed from the
perspective of overall population flow for epidemic pre-
vention and control measures, but the establishment and
transmission mode of interpersonal social network of
COVID-19 spreading are lacking. In this paper, from the
construction of a disease transmission network, we try to
study COVID-19 from the perspective of transmission
dynamics on the time-varying network.

In most real networks, individual attributes, such as
activity and location, all change over time and lead to
changes in network topologies on the macroscopic view.
-erefore, it is more appropriate to use time-varying net-
works to simulate the structure of real networks [16]. Time-
varying networks are widely used [17–19]. According to
characteristics of social networks, N perra et al. verified
degree distribution and weight distribution of nodes in the
aggregated static network met the power-law distribution.
-e ratio of the number of activities of node i to the number
of activities of all nodes in a period of time was defined as the
activity of node i, and it was found that the distribution of
activity also met the power-law distribution. -erefore, N
perra et al. proposed the activity-driven model to describe
time-varying networks [20]. Many scholars have proposed
improvements and optimizations to the time-varying net-
work model, to make it more in line with the real network
and dynamic characteristics, and mainly applied it to the
epidemic transmission and the information transmission in
social networks [21]. Some scholars set properties for nodes,

such as attractiveness and willingness [22–29] or introduced
external factor to the process of propagation [30–32].

We first try to build a network model closer to the real
network. In the real network, the process of node connecting
is not completely random, but the result of the non-Markov
process with memory. Especially in social networks, social
reinforcement derived from memory is the main feature of
social contagions. It is of great practical significance to add
memory mechanism [33–40] in time-varying networks.
Moreover, it is known that, in our daily life, we tend to have
more contact with the people around us or those close to us,
while there is little work to consider spatial factors on the
basis of the activity model.

Considering these characteristics, spatiality, activity, and
memory of node are introduced into the construction of
network and a time-varying spatial memory (TSM) model is
proposed, which can better reflect real network character-
istics. -e TSM model is applied to the epidemic spreading
to provide a reference for the spread, management, and
control of the COVID-19 epidemic. Considering that in-
fectious disease is the virus in biology, while rumor is the
virus in sociology, this model is also applied to rumor
spreading to prove the universality of the TSM model.
Moreover, a time-varying interregional epidemic model
under the influence of floating population is proposed to
explore the impact of interregional population after
returning to cities, and the influence and effect of different
epidemic control measures are compared.

-e remaining sections in this paper are organized on
the basis of the following organization. In Section 2, a time-
varying spatial memory model considering spatiality and
memory of nodes is proposed based on the RP model. In
Section 3, SEIR spreading and its simulation of the prop-
agation of COVID-19 under the influence of floating
population are studied. -e TSM model is applied to the
spread of the epidemic and also rumor, and the effect of
control measures is analyzed in Section 4. In Section 5, an
empirical study on the impact of returning to work in the
epidemic situation is conducted. Last, conclusion is
explained.

2. Time-Varying Spatial Memory Network
Model Based on the RP Model

A model based on activity driven is proposed by N Perra
et al., introducing the memory of nodes [40]. In this model,
each node records all nodes that have been connected with it
before time t to form set R. When active nodes establish
edges at time t, the probability of selecting nodes in set R
increases with the increase of the number of nodes in it.
However, for nodes belonging to set R, the probability of
being selected is the same, which is also the limitation of the
memory model. In the actual network, if the cumulative
number of edges between pairs of nodes is taken as the edge
weight, the weight will reflect the intimacy between nodes
and have a great influence on the preference probability of
connecting edges. For example, in social networks, the more
the connections between individuals, the closer the rela-
tionship. Although some nodes have been connected, they
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may be only accidental. Obviously, we are more likely to
spread information to friends and acquaintances and we
cannot simply assume that the two categories are the same as
in the RP model.

Meanwhile, both the spatiality and memory of nodes in
time-varying networks will affect network structure. In
social networks, for example, when we want to connect with
others, we tend to choose the ones closer to us. Although the
online social network is currently booming, if the distance
between nodes is similar, the two are often in the same
community. Distance is still one of the driving factors for
node connection. On the other hand, we prefer to share with
our close friends and partners when we get the news, rather
than randomly choose one of the people we know.

-erefore, we consider both spatiality and memory of
nodes in the model of time-varying networks. Nodes do not
only record whether they have established a connection with
other nodes but also record the total number of interactions
with other nodes from the first time step and are more
inclined to connect to nodes that are closer to them. -ese
preferences are reflected in the preference probability of the
destination node selected. -e network model, named as the
time-varying spatial memory (TSM)model, is constructed as
follows:

(1) An activity ai is assigned to each node at the be-
ginning of constructing the network, which is subject
to the power-law distribution.

(2) In each discrete time step Δt, the initial state of
network Gt is composed of N disconnected nodes.

(3) Each node becomes active with probability aiΔt. -e
active node creates m edges and connects to other
nodes. Inactive nodes can only receive edges. -e
probability of node i choosing node j to establish
edges is as follows:

Pij �

n

n + C
·

W
α
ij/d

2
ij 

j∈R W
α
ij/d

2
ij 

⎛⎝ ⎞⎠, j ∈ R,

C

n + C
·

1/d2
ij 

j∉R,j≠i 1/d2
ij 

⎛⎝ ⎞⎠, j ∉ R,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

where R is the set of nodes that have been connected
to node i. n is the number of nodes in set R. C is the
bias constant, and C � 1 is set here. Wij is the cu-
mulative number of edges between node pairs, dij is
the Manhattan distance between node i and node j,
and α is the proportion parameter. -e larger the
value of α is, the greater the influence of node
memory on preference probability is.
As the number of connected nodes increases, the
probability of connecting new nodes decreases. In
[40], the author used (C/(n + C)) to define the
probability of connecting a new node and showed
that there would be a probability of (n/(n + C)) to
connect an old node. In addition to the difference
between the old and the new nodes, the probability of

connecting the given two nodes increases as their
intimacy increases, and whether it is a new node or
an old node, the probability of creating an edge
between two nodes decreases as the distance between
them increases. So, after choosing the new node or
the old node by probabilities (C/(n + C)) and
(n/(n + C)), we set the probability of choosing a
particular node as proportional to intimacy and
inversely proportional to distance. Also, we use a
parameter α to adjust the ratio between intimacy and
distance.
According to the formula for the probability of
connecting edges,

(1) -e active node i first decides whether to select
the destination node in set R according to the
probability Poldneighbor(n) � (n/(n + C)).

(2) If so, the destination node is selected according
to the intimacy and distance between each node
in set R and node i. Otherwise, the closer node is
randomly selected as the destination in the
remaining new nodes.

(4) At the next time step t + Δt, all edges in the network
Gt are deleted and the second step is repeated to get
the network Gt+Δt at the next time step.

We analyze the degree distribution of the network
generated by the TSM model and set N � 1000, L � 32,
m � 3, a< 0.8, and α � 0.5. A network of 2000 time steps is
generated, and every 400 time steps, the degree distri-
bution of the current time step and the degree distri-
bution of the integrated network superimposed at all
times (including and excluding repeated edges) are
recorded, as shown in Figure 1. Figure 1(a) shows the
degree distribution of a single time step. As can be seen
from the figure, the degree distribution of each time step
is similar, and nodes with a degree value of 0 account for
about 50% of the total nodes. Figure 1(c) shows the degree
distribution of the integrated network. As time goes by,
the number of edges in the network increases, and there
are fewer nodes with small or large degree value, while
there are more nodes with intermediate degree value. As
can be seen from the figure, because the node activity in
the network is the power-law distribution, it is difficult to
be active for some nodes, and their cumulative degree
values change slightly over time, while the degree values
of nodes with higher activity increase significantly over
time. Also, because the node considers the memory at-
tribute when selecting the destination node, the difference
between different time steps becomes smaller as time goes
by. Figure 1(e) shows the degree distribution including
the number of repeated edges, as there are repeated edges
between a pair of nodes in the integrated network. In
addition, we record the distribution of degree when the
activity of nodes is set as 0.1, as shown in Figures 1(b),
1(d), and 1(f ). -e node distribution of a single time step
in Figure 1(b) is similar to that in Figure 1(a), while in
Figures 1(d) and 1(f ), due to the same node activity, the
degree value increases evenly.
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Figure 1: Degree distribution of the network. (a) -e degree distribution of a single time step. (c) -e degree distribution of the integrated
network excluding repeated edges. (e)-e degree distribution of the integrated network including repeated edges. N � 1000, L � 32, m � 3,
a< 0.8, and α � 0.5. (b) -e degree distribution of a single time step when a � 0.1. (d) -e degree distribution of the integrated network
excluding repeated edges when a � 0.1. (f ) -e degree distribution of the integrated network including repeated edges when a � 0.1.
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Because the TSM model comprehensively considers
three driving attributes of nodes that affect the network
topology and the proportion of driving factors that can be
adjusted by parameter, it can be used as a general model
framework for studying a complex system and its dynamic
behaviors. -e dynamics on the model also can apply to the
spread of an epidemic and rumor.

3. SEIR Spreading

-e epidemic model SEIR divides population into four
categories: susceptible (S), exposed (E), infectious (I), and
recover (R), and the four groups of individuals will trans-
form or die at a certain rate. With the development of the
epidemic and the improved control of COVID-19 after
February 1, a variant of the SEIR model containing probable
and isolated individuals [41] is adopted in this paper.
Sk, Ek, Ik, Pk, Jk, Rk, respectively, label and quantify sus-
ceptible, exposed, infected, probable, isolated, and recovered
individuals at time t. -en, the total population in the area k

at time t is

Ptotal � Sk + Ek + Ik + Pk + Jk + Rk. (2)

Probable individuals Pk are quarantined individuals with
confirmed epidemiological contact with a source of COVID-
19. It is assumed that all quarantined individuals include
susceptible individuals and exposed individuals. When the
exposed individuals develop symptoms, they become iso-
lated individuals Jk, but their contact is reduced due to
quarantine. So, even if they are exposed, they are not in-
fectious, and after quarantine observation, asymptomatic
groups will become susceptible groups and exposed groups
will become isolated. Isolated population Jk: infected per-
sons become the isolated population through isolation or
hospitalization, losing the ability to infect the susceptible
population, which will be diminished due to recovery and
disease-induced death.

We also consider the influence of population mobility.
We suppose there are several geographical regions in ad-
dition to the current region, each region can be regarded as a
community, and people from the same community are
homogeneous; that is, they have the same biological and
epidemiological parameters. According to the control
measures for COVID-19, the time is divided into the period
of strict control from February 1 to February 10 and the
period of returning to work after February 10. Suppose that
population flow between different regions is 0 from February
1 to February 10 because of strict controlling. After February
10, due to the impact of work resumption, it is assumed that
except the probable and the isolated who cannot leave the
area, the remaining individuals can enter and leave the areas
at a certain rate, but the flow rate of infected individuals is
affected by epidemic control. Supposing that, after returning
to work on February 10, the population inflow rate in the
area k is φk, the population outflow rate is ρk and the limit
coefficient of epidemic control on infected people is c. c � 0
indicates that infected individuals cannot leave their areas,
and c � 1 indicates that infected individuals can move at the

same rate as the susceptible. Sl, El, Il, Rl represent the total
number of the susceptible, exposed, infected, and recovered
individuals in other areas except region k, respectively.

-e spread coefficients of exposed and infected persons
are, respectively, βE and βI, which represent the transmis-
sion probability of COVID-19. -e infection rate of sus-
ceptible people in region k is ((βEEk + βIEk)Sk/Ptotal).

Since it is not possible to accurately distinguish COVID-
19 patients and ordinary influenza patients, ordinary in-
fluenza patients turn into probable individuals by proba-
bility θS and recover to susceptible individuals by probability
θP after a period of isolation. cE indicates the probability that
an exposed individual will turn into a probable individual,
and then, εE means the exposed individuals will turn to
infected with probability εE. ξI refers to the self-healing rate
of the infected individual, cI represents the isolation rate of
the infected individual in hospital, σ represents the mortality
rate of infected individuals, εP represents the probability of
the probable individuals becoming infected and being iso-
lated, and ξJ indicates the cure rate of the hospitalized
isolated population. We can get the equations of different
groups of people in region k:

dSk

dt
� φkSl − ρkSk −

βEEk + βIIk( Sk

Ptotal
+ θPPk − θSSk,

dEk

dt
� φkEl − ρkEk +

βEEk + βIIk( Sk

Ptotal
− εEEk − cEEk,

dIk

dt
� cφkIl − cρkIk + εEEk − cIIk − ξIIk − σIk,

dPk

dt
� cEEk − θPPk + θSSk − εPPk,

dJk

dt
� εPPk + cIIk − ξJJk − σJk,

dRk

dt
� φkRl − ρkRk + ξIIk + ξJJk.

(3)

4. The Impact of Time-Varying Network
Models on Transmission Dynamics

In real life, the network of contact between people changes
over time. In order to explore the spread of COVID-19 on
networks, the epidemic model in Section 3 is applied to the
TSM model, and the influence of different time-varying
network models is analyzed to prove the inhibition of the
TSM model on propagation. Prevention and control strat-
egies of epidemic on the spread of the epidemic are also
analyzed.

When the epidemic model is applied to time-varying
network models, the contact network between susceptible
S(t), exposed E(t), infected I(t), and recovered R(t) is
simulated. As we assume that the other two probable groups
P(t) and isolated groups J(t) have little influence in the
contact network, they are not discussed here.
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In a time-varying network, when a susceptible (S) indi-
vidual and an infected (I) one meet, the susceptible may
become exposed (E) with probability βI. If an exposed in-
dividual contacts with a susceptible one, the susceptible in-
dividual will become an exposed one with probability βE; each
time, exposed individuals turn infectious with probability εE

and the infectious individuals become recovered individuals
with probability ξI. Figure 2 shows the propagation illus-
tration of the model of epidemic spreading. In the figure, 25
nodes are taken as examples. Inactive nodes are represented
by circles and active nodes are represented by stars.

-e number of network nodes N � 104, L � 100, which
means we distribute the nodes in a 100 × 100 grid in the
simulation, the active nodes create m edges each time where
m � 3, the minimum value of activity a is set as 0.1, the
maximum value as 1.0, and the distribution of activity
follows the power-law distribution with a power exponent of
0.78. Without loss of generality, we set
βI � 0.80, βE � 0.08, εE � 0.10, ξI � 0.10, and α � 0.50 to get
a clear view of the epidemic spreading.

-e spread of the epidemic on the TSM model is sim-
ulated, as shown in Figure 3. -ere is a peak in the pro-
portion of exposed and infected individuals. After 100 time
steps, the proportion of the susceptible individuals decreases
from 1 to 0 and the proportion of the recovered individuals
increases from 0 to 1.

To compare the difference of epidemic spreading be-
tween the TSM model and other time-varying network
models and prove the inhibition of the TSM model on virus
propagation, the process of epidemic spreading is also
carried out on the ML model, IRP model considering only
memory, and AD model considering only distance,
respectively.

-e probability of node i selecting node j of the IRP
model is as follows:

Pij �

n

n + C
·

Wij

j∈RWij

, j ∈ R,

C

n + C
·
1
b
, j ∉ R,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(4)

where b is the number of nodes that node i has not
connected.

-e probability of node i selecting node j of the AD
model is as follows:

Pij �
1

d
2
ij

. (5)

-e proportion of exposed people E(t) in networks is
shown in Figure 4. -e AD model only considers the dis-
tance between nodes and only reduces the spread of the
disease to a little extent. -e IRP model considers the in-
fluence of memory and records the number of connections
as the intimacy between nodes, which delays the spread of
the epidemic and reduces the range of spreading. -e TSM
model reflects the contact feature more accurately because
people tend to move around or get in touch with their close
friends in general. Among the time-varying networks gen-
erated by the three models, the TSM network has the slowest

spread of the epidemic and effectively suppresses it. In
Figure 4, compared with theML network reaching 57.14% of
the maximum proportion of exposed persons, the TSM
network reaches the maximum spread of 44.03%. -e
proportion of exposed persons is reduced by about 13%.-is
is because when a node chooses the destination node, it first
divides the nodes into two categories by memory, which
improves the probability of choosing old neighbors. At this
time, the intimacy and distance between nodes work to-
gether, which makes the preference of connect stronger and
the randomness weaker, and the “strong connection” and
“weak connection” in the network become more obvious.

After the outbreak of COVID-19, a series of manage-
ment and control measures were taken in China. One of the
most important measures was to reduce the frequency of
residents going out, to avoid the movement of people be-
tween regions, and to reduce personal contacts. In order to
explore the effect of reducing human contact, different active
mechanisms of nodes are simulated. First, the activity of
nodes in the network is reduced. -e maximum value is 0.8,
and the distribution of activity still follows a power-law
distribution with a power exponent of 0.78, making it more
difficult for nodes to be active and reducing the number of
active nodes to a certain extent. Figure 5(a) shows the
proportion of infected nodes in the network. When the node
activity is reduced and it is no longer easy to contact people,
the proportion of infected people in the network is signif-
icantly reduced, and the time of the outbreak is delayed,
from the maximum value of 31.7% to 21.61%. -e epidemic
has been effectively prevented and controlled, which reflects
the inhibition of strong connection.

-en, another possible situation about node activity is
considered.-eminimum value of activity a is set to 0.1, and
the distribution of activity still follows a power-law distri-
bution with a power exponent of 0.78, while the number of
edges generated by active nodes is set to m � 1, 2, 3, 4, 5, 6,
respectively. -e results are shown in Figure 5(b). When the
number of edges created by active nodes is reduced, fewer
people are contacted in each time step, which also slows
down the spread of the epidemic and the scope becomes
smaller. When m is set to 1, the range of spread is reduced to
about 15%, and the peak of the outbreak is greatly delayed.

Due to rapid advances in medical technology for
COVID-19, the cure rate of COVID-19 patients within a
certain period of time has been effectively improved.
-erefore, we assume that the probability of an infected
person a becoming recovered person increases to 0.3 at each
time step, and the rate of infected people is compared with
that of ξI � 0.1. -e results are shown in Figure 5(c). Al-
though the outbreak of the epidemic is hardly delayed, the
number of people recovering from the infected increases at
every moment, which has greatly reduced the number of
infected people.-erefore, improving the cure probability of
infected persons is also crucial to control the epidemic.

In order to explore the influence of the ratio of spatiality
and memory in the TSM model on epidemic transmission,
we compare the ratio of susceptible individuals in epidemic
spreading under different α, and the results are shown in
Figure 6. It can be seen that the greater the value of α (i.e., the
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greater the dominance of memory over connection in the
TSM model), the stronger the speed, and the scope of the
epidemic spreading is inhibited. Specifically, when α � 0, the

node selects the destination node in set R only considering
the distance. -e range of epidemic spreading is close to
96%. When α> 0, the intimacy affects the selection of the

6

25

8

21

21

7

13

10

2419
16

22

3

20

4

18

12

11

17

9

23

14

15

5

T1 T2

active node

susceptible

infected

exposed

recovered

25

21

7

13

10

2419
16

3

18

11

17

9

23

14

15

5
6

12

8

21
22

20

4

T3

21

7

13

10

2419
16

3

18

11

17

9

23

14

15

5

12

8

21
22

20

6
4

25 T4

21

7

13

10

2419
16

3

18

11

17

9

23

14

15

5

12

8

21
22

20

25

6
4

Figure 2: Schematic illustration of epidemic spreading on the TSM model. When a susceptible (S) individual and an infected (I) one meet,
the susceptible may become exposed (E) with probability βI. If an exposed individual contacts with a susceptible one, the susceptible
individual will become an exposed one with probability βE; each time, exposed individuals turn infectious with probability εE and the
infectious individuals become recovered individuals with probability ξI. T1 means the first time step, T2 means the second time step, and so
on. 25 nodes are taken as examples in the illustration. -e distribution of activity follows power-law distribution, as some nodes are often
active, while others are rarely active.
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Figure 3: Behaviors of the epidemic spreading on the TSMmodel.-ere is a peak in the proportion of exposed and infected individuals.-e
proportion of susceptible individuals decreases from 1 to 0, and the proportion of recovered individuals increases from 0 to 1. N � 104,
L � 100, m � 3, 0.1< a< 1.0, βI � 0.80, βE � 0.08, εE � 0.10, ξI � 0.10, and α � 0.50, and the distribution of activity follows a power-law
distribution with a power exponent of 0.78.
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edge. With the increase of α, the proportion of intimacy
increases, and the inhibition effect on the speed and range of
epidemic spreading is also gradually enhanced. For example,
when α � 4, the spread range drops to about 66%. -us, it
can be further verified that memory has a greater inhibitory
effect on transmission compared with spatiality.

In order to verify whether the epidemic spreading on the
time-varying network is consistent with the real epidemic
spreading of COVID-19, the parameters are adjusted and the
number of infected persons is compared with the real
number of confirmed cases in Shanghai, Zhejiang, and
Henan from February 1 to 29 [42]. It can be seen from
Figure 7 that the propagation trend in time-varying net-
works and real networks is roughly the same. Because we
adjust the parameters of different regions in the model, the
transmission process is more in line with the real network.
-e number of infected people goes through a peak from low
to high, and then, it declines with most of the people be-
coming immune. It is of great practical significance to study
the propagation process on time-varying networks.

In order to further prove the universality of the TSM
model, we also apply the model to the rumor propagation
process in social networks.-e spread of rumors is similar to
the spread of viruses in some ways. Infectious disease is the
virus in biology, while rumor is the virus in sociology.

-ere are three states of nodes in the network, namely,
ignorant, spreader, and recover. In each time step, if the
spreader interacts with the ignorant, the ignorant will be-
come a spreader with the infection rate λ. In the event of an
interaction between two spreaders or an interaction between
the spreader and the recover, the person may be aware of the
rumor or find that the information is known to the public, so
the interest in continuing to transmit the information will
decline and the spreader will become a recover at the re-
covery rate μ. We set the parameters of the models as

N � 105, m � 1, and the distribution of activity follows a
power-law distribution with a power exponent of 2.8, λ � 1,
and recovery rate μ � 0.6. -e rumor spreading process is
observed on the network generated by the TSM model, and
the results are compared with the MLmodel, ADmodel, and
IRP model. Figure 8 shows the proportion of ignorant Ig (t)
with time step. -e influence of each driving factor on
propagation speed and range is analyzed.

-e results of rumor propagation on networks are
similar with that of the epidemic spreading. -e results
based on AD and ML are very similar. -e rumor propa-
gation speed in the AD model drops slightly, and there is
basically no impact on the spreading ranges. -e IRP model
has an obvious constraint on the rumor spreading. In the
TSM model, the propagation speed and range are further
controlled. We adjust the parameters of the models to
simulate a real mail network. -e mail network is built from
the mail exchange data of about 1000 staff in a European
research institute in 803 days, and the data are from Stanford
University’s data website SNAP. -e rumor propagation on
various networks is shown in the subgraph of Figure 8. -e
network generated by the TSM model is the closest to the
result of the actual network among several models.

Figure 9 shows the rumor propagation on the network
generated by the TSM model when the proportion pa-
rameter α takes different values with the number of nodes
N � 104. Different with epidemic spreading, multiple con-
nections between two nodes may cause the node to become
recover more quickly. It may lead to the stronger inhibition
effect of memory in the results.

5. Impact of Work Resumption on COVID-19

We collect the number of daily confirmed, existing con-
firmed, suspected, cured, and dead cases of COVID-19 in
China as of February, 2020. -e data come from reported
cases in Chinese provinces online [42]. We estimate the
parameters in the model by existing data and referring to
existing work.

First, the parameters of the model from February 1 to 10
are estimated according to the work in [5, 43, 44] and the
data, and the following parameters are used for simulation:
βI � 0.1379, βE � 0.01379, θP � 0.04002, θS � 0.02213, εE �

0.02083, εP � 0.2, cE � 0.1875, cI � 0.3448, ξI � 0.002, ξJ

� 0.03, σ � 0.0021. We assume the epidemic control is strict
during the period from February 1 to February 10; then,
φk � 0, ρk � 0, c � 0. Numerical simulation of daily COVID-
19 patients in Shanghai is shown in Figure 10.

Although strong prevention and control measures have
played an important role in curbing the outbreak of COVID-
19, these measures have also had a huge negative impact on
daily life and economic development. Many regions and
enterprises start work resumption after February 10, which
also means that the population flow begins to increase and
may lead to a renewed COVID-19 outbreak. To solve this
problem, a simulation is carried out by controlling the daily
inflow and outflow of population. δ represents the ratio of
daily inflow and outflow to the local population. Assuming
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Figure 4: Comparison of proportions of exposed persons on time-
varying networks generated by the four models. N � 104, L � 100,
m � 3, 0.1< a< 1.0, βI � 0.80, βE � 0.08, εE � 0.10, ξI � 0.10, and
α � 0.50, and the distribution of activity follows a power-law
distribution with a power exponent of 0.78.
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that the distribution of various groups of people in various
regions is similar, there are

δ �
φkSl − ρkSk

Sk

�
φkEl − ρkEk

Ek

�
φkRl − ρkRk

Rk

. (6)

-e movement of infected people δI is affected by ep-
idemic control:

δI �
cφkIl − cρkIk

Ik

� cδ, (7)

where Sk, Ek, Ik, Pk, Jk, Rk, respectively, represent susceptible,
exposed, infected, probable, isolated, and recovered indi-
viduals in the area k, Sl, El, Il, Rl represent the total number of
susceptible, exposed, infected, and recovered individuals in
other areas except region k, respectively. -e population
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Figure 5: Comparison of infected persons under different management and control measures. (a) Proportion of infected persons before and
after reducing node activity. -e activity a is set to 0.1< a< 1.0 and 0.0< a< 0.8, respectively, and the distribution of activity still follows a
power-law distribution with a power exponent of 0.78. (b) Proportion of infected persons with different number of edges created by active
nodes, m � 1, 2, 3, 4, 5, 6, respectively. (c) Proportion of infected persons before and after improving the recovery probability, ξI � 0.1, 0.3,
respectively.
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epidemic spreading is inhibited.
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Figure 7:-e simulated number of infected persons on the TSMmodel and the real number of confirmed cases in three regions in February,
2020. (a) Simulated and real data of Shanghai. (b) Simulated and real data of Zhejiang. (c) Simulated and real data of Henan.-e propagation
trend in time-varying networks and real networks is roughly the same. It is of great practical significance to study the propagation process on
time-varying networks.
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inflow rate in the area k is φk, and the population outflow rate
is ρk. δ < 0 indicates that the outflow of population is greater
than the inflow of population, while δ > 0 indicates the op-
posite. Taking Shanghai as an example, the epidemic trend
under different inflow and outflow rates is simulated, and the
results are shown in Figure 11. It is found that, after the
epidemic has been basically controlled, the impact of urban
population decreasing on the epidemic situation is small. For
cities with an influx of population, δ has little impact on the

epidemic when it is relatively small (δ ≤ 0.14). However, as δ is
gradually increasing, the epidemic is getting serious. It will
lead to the outbreak of the epidemic again in a short time
when δ ≥ 0.20, so it is important to control the population
flow during the return journey.

In order to study the influencing factors of work re-
sumption, we analyze the comprehensive effects of the delay
in returning and the inflow rate on the epidemic. It can be
found from Figure 12(a) that returning to the city at a higher
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Figure 8: Ig (t) over time during rumor propagation on the network of ML, AD, IRP, and TSMmodels.-e rumor propagation speed in the
AD model drops slightly, and there is basically no impact on the spreading ranges. -e IRP model has an obvious constraint on rumor
spreading. In the TSM model, the propagation speed and range are further controlled. Subgraph is the comparison of rumor propagation
results between the simulated network and actual mail network. N � 105, m � 1, λ � 1, and μ � 0.6, and the distribution of activity follows a
power-law distribution with a power exponent of 2.8.
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Figure 9: -e influence of different α on the rumor propagation on the network. -e inhibition effect of memory is more stronger.
α � 0, 1, 2, 3, 4, 5, respectively, N � 105, m � 1, λ � 1, and μ � 0.6, and the distribution of activity follows a power-law distribution with a
power exponent of 2.8.
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rate of population inflow after 7 days can effectively reduce
the epidemic. We further consider the impact of returning to
the city in batches, and the result in Figure 12(a) indicates
that returning to the city in batches can ensure the efficiency
of resumption of work and avoid a great impact on the
epidemic.

Due to the lack of reliable and efficient virus detection
methods, human errors, and some unregulated population

inflow, it is impossible to effectively and accurately detect
and isolate all infected people returning to work.
Figure 12(b) shows the epidemic trend under two different
migration policies (c � 0 and c � 1) with different δ. It is easy
to find from Figure 12(b) that even if all infected persons are
effectively isolated, it will be of little help to control the
epidemic under the increasing inflow of population. -e
results show that when there are enough exposed persons,
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Figure 10: -e simulated result of the time-varying interregional epidemic model and the real number of confirmed cases in Shanghai in
February, 2020. -e red curve indicates the actual number of COVID-19 patients per day. -e black curve is simulated by the interregional
model. In February, our simulation results fit well with the real results, and we also made predictions about the epidemic situation after
February.
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Figure 11: -e impact of different rates on the epidemic. (a) -e impact of different outflow rates on the epidemic when the outflow of
population is greater. After the epidemic has been basically controlled, the impact of the urban population decreasing on the epidemic
situation is small. (b)-e impact of different inflow rates on the epidemic when the inflow of population is greater, and the x-axis is extended
to 100 days to see the trend. δ has little impact on the epidemic when it is relatively small (δ ≤ 0.14). While varying δ from 0.14 to 0.20, the
epidemic is getting serious. Also, it will lead to the outbreak of the epidemic again in a short time when δ ≥ 0.20.
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even if the infected people are completely isolated, the de-
velopment of the epidemic cannot be effectively prevented.

6. Conclusions

Considering that the spatiality and memory attribute of
nodes are two important driving factors to promote the
evolution of time-varying networks besides activity, we
propose the TSM model by combining the distance and
memory. If the cumulative interaction between two nodes
is more or the two nodes are closer, the probability of
establishing edges between them is greater. -e proportion
of the two driving factors in the model can be adjusted by
parameters, so that the model can be adapted to a variety of
practical time-varying networks.

In order to provide a reference for the spread and
management of COVID-19, we apply the TSM model to
pandemic spreading. -e distance and intimacy between
nodes simultaneously are driven by the network structure
in the TSM model, so the epidemic spreading on the
network is further reduced and slowed down in scope and
speed. We also find that the memory is more important in
inhibiting the spreading. Considering the requirements of
epidemic prevention and management, we limit the active
behaviors of nodes.-e results show that when the activity
of nodes decreases or the contacts created by active nodes
per time step is reduced, the epidemic will be effectively
controlled. In addition, increasing the recovery proba-
bility of infected people in each time step can greatly
reduce the spread of the epidemic. We also verify the
validity of the experiment on time-varying networks for
epidemic spreading through real data, and the simulation

result is the same as the trend of the real data. We then find
that our model is also applicable to rumor propagation.

Finally, in order to understand the impact of inter-
regional population flow caused by work resumption on
the epidemic, the model based on the population mobility
rate is proposed. We determine the relevant parameters of
the epidemiological characteristics of COVID-19 through
relevant literature and daily cases and prove that the model
and parameters can fit the real data well. -en, the ef-
fectiveness of different control measures is evaluated, such
as changing the flow rate, delaying the time to return to
work, and strengthening the screening of inflows. Fur-
thermore, we analyze the relationship between return time
and virus transmission and find that delaying return time
can reduce the spread of the epidemic and an appropriate δ
increasing with the return time can have a less impact on
the epidemic. In order to take into account the economic
development at the same time, we suggest that we should
let workers return to work in cities while controlling the
epidemic, and the strategy of resuming work in batches can
be implemented.

In this paper, we focus on the research of modeling the
temporal interpersonal contact network of infectious disease
and reflecting COVID-19 dynamics, while the threshold of
the spreading or other characteristics are important from the
overall perspective of epidemic spreading. -e stability or
critical characteristics of the proposed epidemic model
deserves further investigation in the future.

Data Availability

-e data used to support the findings of this study are
available from the corresponding author upon request.
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Figure 12: -e trend of the epidemic under different conditions. (a) -e relationship between postponing the resumption of work and
increasing population inflow. Returning to the city at a higher rate of population inflow after 7 days can effectively reduce the epidemic, and
returning to the city in batches can also ensure the efficiency of resumption of work and avoid a great impact on the epidemic. (b)-e trend
of the epidemic under different δ and c. When there are enough exposed persons, even if the infected people are completely isolated, the
development of the epidemic cannot be effectively prevented.

Complexity 13



Conflicts of Interest

-e authors declare no conflicts of interest.

Acknowledgments

-is work was supported by the National Natural Science
Foundation of China (Grant nos. 11875133 and 11075057)
and the National Key Research and Development Program
of China (Grant no. 2018YFB2101302).

References

[1] World Health Organization, Coronavirus, WHO, Geneva,
Switzerland, 2020, https://www.who.int/health-topics/
coronavirus\enleadertwodots.

[2] S. Zhao, Z. Zhuang, J. Ran et al., “-e association between
domestic train transportation and novel coronavirus (2019-
ncov) outbreak in China from 2019 to 2020: a data-driven
correlational report,” Travel Medicine and Infectious Disease,
vol. 33, Article ID 101568, 2020.

[3] C. Huang, Y. Wang, X. Li et al., “Clinical features of patients
infected with 2019 novel coronavirus in wuhan, China,” -e
Lancet, vol. 395, no. 10223, pp. 497–506, 2020.

[4] J. F.-W. Chan, S. Yuan, K.-H. Kok et al., “A familial cluster of
pneumonia associated with the 2019 novel coronavirus in-
dicating person-to-person transmission: a study of a family
cluster,” -e Lancet, vol. 395, no. 10223, pp. 514–523, 2020.

[5] Q. Li, X. Guan, P. Wu et al., “Early transmission dynamics in
wuhan, China, of novel coronavirus-infected pneumonia,”
New England Journal of Medicine, vol. 382, no. 13,
pp. 1199–1207, 2020.

[6] Y. Yin, J. Gao, B. F. Jones, and D. Wang, “Coevolution of
policy and science during the pandemic,” Science, vol. 371,
no. 6525, pp. 128–130, 2021.

[7] X. Hao, S. Cheng, D. Wu, T. Wu, X. Lin, and C. Wang,
“Reconstruction of the full transmission dynamics of covid-19
in wuhan,” Nature, vol. 584, no. 7821, pp. 420–424, 2020.

[8] J. S. Jia, X. Lu, Y. Yuan, G. Xu, J. Jia, and N. A. Christakis,
“Population flow drives spatio-temporal distribution of covid-
19 in China,” Nature, vol. 582, no. 7812, pp. 389–394, 2020.

[9] M. U. G. Kraemer, C.-H. Yang, B. Gutierrez et al., “-e effect
of human mobility and control measures on the covid-19
epidemic in China,” Science, vol. 368, no. 6490, pp. 493–497,
2020.
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In this paper, we propose a susceptible-infected-susceptible (SIS) epidemic model with demographics on heterogeneous met-
apopulation networks. We analytically derive the basic reproduction number, which determines not only the existence of endemic
equilibrium but also the global dynamics of the model. )e model always has the disease-free equilibrium, which is globally
asymptotically stable when the basic reproduction number is less than unity and otherwise unstable. We also provide sufficient
conditions on the global stability of the unique endemic equilibrium. Numerical simulations are performed to illustrate the
theoretical results and the effects of the connectivity and diffusion. Furthermore, we find that diffusion rates play an active role in
controlling the spread of infectious diseases.

1. Introduction

In real life, the spread of infectious diseases is always affected
by the flow of population. In order to study the impact of
demographics and the flow of population, we will focus on
an epidemic model with demographics on metapopulation
networks. As Masuda [1] mentioned, underlying contact
networks are considered to be static on the time scale of
epidemics, whereas underlying humans’ social networks of
prevailing infectious diseases such as influenza are pre-
sumably dynamic even during one day. )e dynamics of
networks are induced by diffusion of individuals among
residences, workplaces, places for social activities, and so on.
As a simple framework within which the role of spatial
processes in disease transmission can be examined, meta-
population models have been introduced to describe epi-
demics and ecological invasion in such a situation [1–3]. A
node in such a model represents a metapopulation or a
habitat and not an individual. A link represents a physical
pathway connecting a pair of metapopulations. Individuals
travel from one node to another. Simultaneously, interac-
tions between individuals, such as infection, can occur in
each metapopulation.

In recent years, the effect of diffusion on disease spread
has caught the attention of many researchers [4–8]. Luca
et al. [9] considered that metapopulation epidemic models
can describe the spatial spread of an infectious disease
through a spatially structured host population [10, 11].)ese
models consist of patches or subpopulations of the system,
connected through a coupling process generally character-
izing hosts’ mobility [9, 12]. When the diffusion was first
considered, the reaction-diffusion equation was regarded as
a two-step process, and the reaction-diffusion was assumed
to occur simultaneously to obtain the reaction-diffusion
processes. Saldaña [13] derived continuous-time equations
governing the limit dynamics of discrete-time reaction-
diffusion processes defined on heterogeneous meta-
populations, and the spread of infectious diseases under two
different transmission mechanisms was considered. Juher
et al. [14] proposed a system of continuous-time equations to
analyze the spread of infectious diseases, which is based on
the limited transmission and nonlimited transmission of
diseases. Compared with reference [13], the authors studied
the stability of endemic equilibrium in uncorrelated net-
works with nonlimited transmission. )erefore, a certain
amount of diffusion is needed for the spread of diseases in
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metapopulation situation. After that, Masuda [1] investi-
gated the effect of diffusion rate on the spread of epidemics
in metapopulation networks. It can be seen from the above
work that diffusion can change the epidemic threshold in
many heterogeneous networks [1].

Based on previous work, we will investigate an epidemic
model with demographics in metapopulation networks.
Here the structure of patches (nodes) is made up of the
connectivity (degree) distribution. Moreover, each patch
contains two types of individuals: susceptible and infected
individuals. Within each patch, transmission or recovery
(reaction processes) occurred between individuals of dif-
ferent types. )e diffusion of individuals takes place at once
among patches (diffusion process) at constant rates. In fact,
reaction and diffusion processes can be considered to take
place simultaneously. With this idea, many epidemic models
have been proposed to describe the dynamics of disease
spread among patches. )e model of this paper is a de-
scription of an SIS metapopulation model at the node level
with birth and death. Based on the model in [1], we consider
the model with node-based birth and death. Wang et al. [15]
made use of a mean-field approximation, and this model has
birth and death, but its birth and death do not change with
the change of degree. In some models, in order to facilitate
calculation, the elements of the connectivity matrix A are
given by aii′ � ip(i′)/〈i〉. In this paper, we will analyze the
model without using the mean-field approximation and
transforming the elements of the adjacency matrix, and we
study it in an arbitrary network.

)e remaining of this paper is organized as follows. In
Section 2, we firstly present the model and then study the
existence of equilibria and their stability. )ere exist
threshold dynamics that are determined by the basic re-
production numberR0.)e theoretical results and the effects
of connectivity and diffusion are demonstrated by numerical
simulations in Section 3. )e paper concludes with a
summary and a brief discussion in last section.

2. Main Results

2.1. 'e Model. For a metapopulation network, each node
stands for a metapopulation or patch. Let N be the number
of nodes; the N × N adjacency matrix, denoted by A, is
defined by

Aji �
0, if j � i or j and i are not adjacent when j≠ i,

1, if j≠ i and j and i are adjacent.


(1)

Clearly, A is symmetric. )e model is an extension of the
following one mentioned in Masuda [1]:

dρS,i

dt
� −βρS,iρI,i + cρI,i − DSρS,i + DS 

N

j�1

Aji

kj

ρS,j,

dρI,i

dt
� βρS,iρI,i − cρI,i − DIρI,i + DI 

N

j�1

Aji

kj

ρI,j,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

where ρS,i(t) and ρI,i(t) represent the number of susceptible
and infected individuals at node i and at time t, respectively,
DS and DI are the diffusion rates for the susceptible and
infected individuals, respectively, β is the transmission rate, c

is the recovery rate, and ki is the degree of the node i. For (2),
it is shown that diffusion increases the epidemic threshold of
the SIS dynamics in arbitrary heterogeneous networks.

In this paper, we incorporate demographics into (2), and
the model is as follows:

dρS,i

dt
� bi − βρS,iρI,i + cρI,i − DSρS,i + DS 

N

j�1

Aji

kj

ρS,j − μρS,i,

dρI,i

dt
� βρS,iρI,i − cρI,i − DIρI,i + DI 

N

j�1

Aji

kj

ρI,j − μρI,i,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

where bi is the birth rate at node i and μ is the natural death rate
of individuals (whose meaning is different from that in (2)).

It is easy to see that (3) is well posed, that is, for any given
nonnegative initial condition, it has a unique and global
solution through it. Moreover, the solution is also non-
negative. Let b � 

N
i�1 bi and H � 

N
i�1(ρS,i + ρI,i). Adding up

all equations of (3) yields

dH(t)

dt
� b − μH(t), (4)

which implies that limsupt⟶∞H(t)≤ (b/μ). )us, the
feasible region of (3) can be chosen as

Γ � ρS,1, . . . , ρS,N, ρI,1, . . . , ρI,N  ∈ R
2N
+ | 

N

i�1
ρS,i + ρI,i ≤

b

μ
⎧⎨

⎩

⎫⎬

⎭. (5)

It can be verified that Γ is attractive and positively in-
variant with respect to (3) (see [16]). Let�Γ denote the interior
of Γ and zΓ denote the boundary of Γ.

2.2. Existence of Disease-Free Equilibria. We start the analysis
of (3) with the existence of disease-free equilibria. At a disease-
free equilibrium of (3), we have the following linear system [17]:

bi − DSρS,i + DS 

N

j�1

Aji

kj

ρS,j − μρS,i � 0, i � 1, 2, . . . , N, (6)

which can be written in the matrix form

LS � B, (7)

where

L �

DS + μ −DS

A21

k2
· · · −DS

AN1

kN

−DS

A12

k1
DS + μ · · · −DS

AN2

kN

⋮ ⋮ ⋱ ⋮

−DS

A1N

k1
−DS

A2N

k2
· · · DS + μ

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
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S � ρS,1, ρS,2, . . . , ρS,N 
T
,

B � b1, b2, . . . , bN( 
T
. (8)

As L is a column diagonal dominant matrix with positive
diagonal elements and negative off-diagonal elements, L is
nonsingular and any element of L

− 1 is positive [18].)us, (6)
has a unique positive solution, which has the following
result.

Proposition 1. System (3) always has a unique disease-free
equilibrium, denoted by E0 � (ρ0S,1, . . . , ρ0S,N, 0, . . . , 0).

Since the adjacency matrix Aji is randomly given, the
disease-free equilibrium E0 given in Proposition 1 does not
have an explicit expression. )us, we calculate it in specific
network: globally coupled network. In a globally coupled
network,

A �

0 1 · · · 1
1 0 · · · 1
⋮ ⋮ ⋱ ⋮
1 1 · · · 0

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (9)

)en,

L �

DS + μ −
DS

N − 1
· · · −

DS

N − 1

−
DS

N − 1
DS + μ · · · −

DS

N − 1

⋮ ⋮ ⋱ ⋮

−
DS

N − 1
−

DS

N − 1
· · · DS + μ

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (10)

By complex calculations, we get

L
− 1

�

(N − 1)μ + DS

NμDS + μ2(N − 1)

DS

NμDS + μ2(N − 1)
· · ·

DS

NμDS + μ2(N − 1)

DS

NμDS + μ2(N − 1)

(N − 1)μ + DS

NμDS + μ2(N − 1)
· · ·

DS

NμDS + μ2(N − 1)

⋮ ⋮ ⋱ ⋮

DS

NμDS + μ2(N − 1)

DS

NμDS + μ2(N − 1)
· · ·

(N − 1)μ + DS

NμDS + μ2(N − 1)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (11)

and hence

ρ0S,i �
(N − 1)μ + DS bi + DS −bi + 

N
j�1 bj 

NμDS + μ2(N − 1)
, for i � 1, 2, . . . , N.

(12)

In particular, if b1 � b2 � · · · � bN � b, then ρ0S,i � (μ/b)

and the disease-free equilibrium is E0 � ((μ/b), . . . , (μ/b)
√√√√√√√√√√√√

N

,

0, . . . , 0).

2.3. Stability of the Disease-Free Equilibrium. Before con-
sidering the stability of the disease-free equilibrium of (3),
we introduce the basic reproduction number.

Linearizing (3) at the disease-free equilibrium E0, we can
get

dI(t)

dt
� MI(t), (13)

where I(t) � (ρI,1(t), ρI,2, . . . , ρI,N(t))T and

M �

βρ0S,1 − c − μ − DI DI

A21

k2
· · · DI

AN1

kN

DI

A12

k1
βρ0S,2 − c − μ − DI · · · DI

AN2

kN

⋮ ⋮ ⋱ ⋮

DI

A1N

k1
DI

A2N

k2
· · · βρ0S,N − c − μ − DI

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (14)
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)en, s(M) is a simple eigenvalue of M with a positive
eigenvector. Let Fi(I) denote the rate of appearance of new
infections in node i, V+

i (I) be the transfer rate of infected

individuals into node i by all other means, and V−
i (I) be the

transfer rate of infected individuals out of node i. )en, we
can choose

F �

βρ0S,1 0 · · · 0

0 βρ0S,2 · · · 0

⋮ ⋮ ⋱ ⋮

0 0 · · · βρ0S,N

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (15)

V �

V
−
1(I) − V

+
1(I)

V
−
2(I) − V

+
2(I)

⋮
V

−
N(I) − V

+
N(I)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
�

μ + DI + c −DI

A21

k2
· · · −DI

AN1

kN

−DI

A12

k1
μ + DI + c · · · −DI

AN2

kN

⋮ ⋮ ⋱ ⋮

−DI

A1N

k1
−DI

A2N

k2
· · · μ + DI + c

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (16)

We call FV− 1 the next generation matrix for (3), and the
basic reproduction number R0 is defined as

R0 � ρ FV
− 1

 , (17)

where ρ(FV− 1) denotes the spectral radius of the matrix
FV− 1 (see [19] for details). Note thatR0 is simply the product
of the infection rate and the mean duration of the infection
[15]. In a globally coupled network, the basic reproduction
number is R0 � (bβ/μ(c + μ)). Refer to [19] for )eorem 1.

Theorem 1. 'e following statements on (3) are true.

(i) R0 > 1 if and only if s(M) > 0 and R0 < 1 if and only if
s(M)< 0.

(ii) IfR0 < 1, then the disease-free equilibrium E0 is locally
asymptotically stable while it is unstable if R0 > 1.

Now, we establish the global stability of the disease-free
equilibrium.

Theorem 2. Assume R0 < 1. Suppose that A is irreducible.
'en, the disease-free equilibrium E0 of (3) is globally as-
ymptotically stable in R2N

+ .

Proof. As Γ is an attracting and positively invariant set, we
only need to show the global stability of E0 in Γ.

Let F and V be given by (15) and (16), respectively. Since
all off-diagonal entries of V are nonpositive and the sum of
the entries in each column of V is positive,V is a nonsingular
M-matrix. Also, V− 1 is irreducible. By the Perron–
Frobenius theorem ([18], p. 27), the nonnegative irreducible
matrix V− 1F has a positive left eigenvector (w1, w2, . . . , wN)

corresponding to the eigenvalue ρ(V−1F). Since F is a di-
agonal matrix, ρ(V−1F) � ρ(FV−1). Consequently, we have

w1, w2, . . . , wN( V
− 1

F � R0 w1, w2, . . . , wN( , (18)

or
1

R0
w1, w2, . . . , wN(  � w1, w2, . . . , wN( F

− 1
V. (19)

For i � 1, . . . , N, denote ci � (wi/βρ0S,i)> 0 and
I � (ρI,1, ρI,2, . . . , ρI,N)T. Consider the Lyapunov function

L � 
N

i�1
ciρI,i, (20)

and the derivative of L along the solutions of (3) is

dL

dt
|(2.2) � 

N

i�1
ci βρS,iρI,i − cρI,i − DIρI,i + DI 

N

j�1

Aji

kj

ρI,j − μρI,i
⎛⎝ ⎞⎠

≤ 
N

i�1
ci βρ0S,i − c − μ − DI ρI,i + DI 

N

j≠ i

Aji

kj

ρI,j

�
w1

βρ0S,1
,

w2

βρ0S,2
, . . . ,

wN

βρ0S,N

⎛⎝ ⎞⎠(F − V)I

� w1, w2, . . . , wN(  1 − F
− 1

V I

� w1, w2, . . . , wN(  1 −
1

R0
 I≤ 0.

(21)
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Since ci > 0 for all i, (dL/dt)|(2.2) � 0 implies that either
ρS,i � ρ0S,i or ρI,i � 0 for any 1≤ i≤N. When ρS,i � ρ0S,i, it
follows from the first equation of (3) that

0 �
dρ0S,i

dt
� bi − βρ0S,iρI,i + cρI,i − DSρ

0
S,i + DS 

N

j�1

Aji

kj

ρ0S,j − μρ0S,i.

(22)

Comparing this with (6) gives ρI,i � 0. )us, we have
shown that (dL/dt)|(2.2) � 0 which implies that ρI,i � 0 for all
i. By LaSalle’s invariance principle, we see that E0 is globally
asymptotically stable in Γ and hence in R2N

+ .
)e following result tells us that when R0 > 1, the disease

is persistent. □

Proposition 2 (see [17]). Suppose that A is irreducible. If
R0 > 1, then system (3) is uniformly persistent and there exists
an endemic equilibrium E∗ in �Γ.

)e proof of Proposition 2 is similar to the proof of
Proposition 3.3 in [20]. Using uniform persistence of (3)
and uniform boundedness of solutions in�Γ we can obtain
the existence of an equilibrium of (3) in �Γ(see )eorem
2.8.6 in [21]). In Proposition 2, the assumption that the
adjacency matrix A � (Aij) is irreducible is necessary. If
A � 0, then system (3) has an asymptotically stable
boundary equilibrium when R0 > 1, and thus the system is
not persistent [22].

2.4. 'e Global Stability of the Endemic Equilibrium. In this
section, we provide sufficient conditions on the global sta-
bility of the endemic equilibrium.)emethod of proof is the
graph-theoretical approach developed in [23–25].

Theorem 3. Assume that R0 > 1. Let
E∗ � (ρ∗S,1, . . . , ρ∗S,N, ρ∗I,1, . . . , ρ∗I,N) be an endemic equilib-
rium of (3). If A is irreducible and there exists λ> 0 such that
DS 

N
j�1(Aji/kj)ρ∗S,j � λDI 

N
j�1(Aji/kj)ρ∗I,j for all

1≤ i, j≤N, then the endemic equilibrium E∗ is globally as-
ymptotically stable in �Γ, and hence (3) only has a unique
endemic equilibrium.

Proof. For each 1≤ i≤N, set

Vi ρS,i, ρI,i  � ρS,i − ρ∗S,i − ρ∗S,i ln
ρS,i

ρ∗S,i

+ ρI,i − ρ∗I,i − ρ∗I,i ln
ρI,i

ρ∗I,i

.

(23)

Noting

DSρ
∗
S,i � bi − βρ∗S,iρ

∗
I,i + cρ∗I,i + DS 

N

j�1

Aji

kj

ρ∗S,j − μρ∗S,i,

DI + μ( ρ∗I,i � βρ∗S,iρ
∗
I,i + DI 

N

j�1

Aji

kj

ρ∗I,j − cρ∗I,i,

(24)

we calculate the derivative of Vi along solutions of (3) as

dVi

dt
|(2.2) � bi − DSρS,i + DS 

N

j�1

Aji

kj

ρS,j − μρS,i − bi

ρ∗S,i

ρS,i

+ βρI,iρ
∗
S,i

− cρI,i

ρ∗S,i

ρS,i

+ DSρ
∗
S,i − DS 

N

j�1

Aji

kj

ρS,j

ρ∗S,i

ρS,i

+ μρ∗S,i − DIρI,i

+ DI 

N

j�1

Aji

kj

ρI,j − μρI,i − βρS,iρ
∗
I,i + cρ∗I,i + DIρ

∗
I,i + μρ∗I,i − DI 

N

j�1

Aji

kj

ρI,j

ρ∗I,i

ρI,i

� bi 1 −
ρS,i

ρ∗S,i

+ ln
ρS,i

ρ∗S,i

+ 1 −
ρ∗S,i

ρS,i

+ ln
ρ∗S,i

ρS,i

 

+ DS 

N

j�1

Aji

kj

ρ∗S,j 1 −
ρ∗S,iρS,j

ρS,iρ
∗
S,j

+ ln
ρ∗S,iρS,j

ρS,iρ
∗
S,j

⎡⎣ ⎤⎦

+ DS 

N

j�1

Aji

kj

ρ∗S,j

ρS,j

ρ∗S,j

+ ln
ρ∗S,j

ρS,j

−
ρS,i

ρ∗S,i

− ln
ρ∗S,i

ρS,i

⎡⎣ ⎤⎦

+ DI 

N

j�1

Aji

kj

ρ∗I,j 1 −
ρ∗I,iρI,j

ρI,iρ
∗
I,j

+ ln
ρ∗I,iρI,j

ρI,iρ
∗
I,j

⎡⎣ ⎤⎦
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+ DI 

N

j�1

Aji

kj

ρ∗I,j

ρI,j

ρ∗I,j

+ ln
ρ∗I,j

ρI,j

−
ρI,i

ρ∗I,i

− ln
ρ∗I,i

ρI,i

⎡⎣ ⎤⎦

+ cρ∗I,i 1 −
ρ∗S,iρI,i

ρS,iρ
∗
I,i

+ ln
ρ∗S,iρI,i

ρS,iρ
∗
I,i

  + cρ∗I,i ln
ρ∗I,i

ρI,i

− ln
ρ∗S,i

ρS,i

 

+ cρI,i 1 −
ρ∗I,iρS,i

ρI,iρ
∗
S,i

+ ln
ρ∗I,iρS,i

ρI,iρ
∗
S,i

  + cρI,i ln
ρI,i

ρ∗I,i

− ln
ρS,i

ρ∗S,i

 

≤DS 

N

j�1

Aji

kj

ρ∗S,j

ρS,j

ρ∗S,j

+ ln
ρ∗S,j

ρS,j

−
ρS,i

ρ∗S,i

− ln
ρ∗S,i

ρS,i

⎡⎣ ⎤⎦

+ DI 

N

j�1

Aji

kj

ρ∗I,j

ρI,j

ρ∗I,j

+ ln
ρ∗I,j

ρI,j

−
ρI,i

ρ∗I,i

− ln
ρ∗I,i

ρI,i

⎡⎣ ⎤⎦

+ cρ∗I,i ln
ρ∗I,i

ρI,i

− ln
ρ∗S,i

ρS,i

  + cρI,i ln
ρI,i

ρ∗I,i

− ln
ρS,i

ρ∗S,i

 

� DS 

N

j�1

Aji

kj

ρ∗S,j

ρS,j

ρ∗S,j

+ ln
ρ∗S,j

ρS,j

−
ρS,i

ρ∗S,i

− ln
ρ∗S,i

ρS,i

⎡⎣ ⎤⎦

+ DI 

N

j�1

Aji

kj

ρ∗I,j

ρI,j

ρ∗I,j

+ ln
ρ∗I,j

ρI,j

−
ρI,i

ρ∗I,i

− ln
ρ∗I,i

ρI,i

⎡⎣ ⎤⎦

� DI 

N

j�1

Aji

kj

ρ∗I,j λ
ρS,j

ρ∗S,j

+ λ ln
ρ∗S,j

ρS,j

+
ρI,j

ρ∗I,j

+ ln
ρ∗I,j

ρI,j

⎛⎝ ⎞⎠

− DI 

N

j�1

Aji

kj

ρ∗I,j λ
ρS,i

ρ∗S,i

+ λ ln
ρ∗S,i

ρS,i

+
ρI,i

ρ∗I,i

+ ln
ρ∗I,i

ρI,i

 

� DI 

N

j�1

Aji

kj

ρ∗I,j Gj ρS,j, ρI,j  − Gi ρS,i, ρI,i  , (25)

where

Gi ρS,i, ρI,i  � λ
ρS,i

ρ∗S,i

+ λ ln
ρ∗S,i

ρS,i

+
ρI,i

ρ∗I,i

+ ln
ρ∗I,i

ρI,i

. (26)

Here we have used the fact that 1 − x + ln x≤ 0 for x> 0,
and the equality holds if and only if x � 1.

Consider a weight matrix W � (wij) with entries wij �

DI(Aji/kj)ρ∗I,j and denote the corresponding weighted di-
graph as (G, W). Let li � T∈T i

w(T)≥ 0 be the same as that
given in (A.1) in the Appendix associated with (G, W).)en,
by (A.2), the following identity holds:



N

i�1
li 

N

j�1
DI

Aji

kj

ρ∗I,j Gj ρS,j, ρI,j  − Gi ρS,i, ρI,i   � 0. (27)

Set

V ρS,1, ρI,1, . . . , ρS,N, ρI,N  � 

N

i�1
liVi ρS,i, ρI,i . (28)

)en, we obtain

dV

dt
|(2.2) � 

N

i�1
li
dVi

dt
|(2.2)

≤ 
N

i�1
li 

N

j�1
DI

Aji

kj

ρ∗I,j Gj ρS,j, ρI,j  − Gi ρS,i, ρI,i   � 0,

(29)

for all (ρS,1, ρI,1, . . . , ρS,N, ρI,N) ∈�Γ. Since A is irreducible, we
know that li > 0 for all i (see the Appendix), and thus
(dV/dt)|(2.2) � 0 implies that ρS,i � ρ∗S,i for all i. From the first
equation of (3), we obtain

0 � bi − βρ∗S,iρI,i + cρI,i − DSρ
∗
S,i + DS 

N

j�1

Aji

kj

ρ∗S,j − μρ∗S,i,

(30)

for i � 1, . . . , N, which implies that ρI,i � ρ∗I,i. )is means
that the largest invariant set in (dV/dt)|(2.2) � 0  is the
singleton E∗{ }. By LaSalle’s invariance principle, E∗ is
globally asymptotically stable in �Γ. □
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3. Numerical Simulations

)e results in the previous section presented the stability of
the disease-free and endemic equilibria. )rough numerical
simulations of infection dynamics, it is shown that the
connectivity between patches has a large effect on disease
dynamics. In this section, an Erdős–Rényi network with 100
nodes is established to study the influence of diffusion, and
the connection probability is 0.4. All parameters are positive.

It should be noted that we simulated the numerical solution
of themodel equation, notMonte Carlo (MC) simulations of
the metapopulation dynamics [14].

Figure 1 shows the average number of susceptible and
infected individuals with different initial values. )e pa-
rameters are used as N � 100, b � 1, μ � 0.00312, β � 0.125,
DS � 0.2, DI � 0.2, and c � 0.6. We select three different
initial conditions for simulation, and the three initial values
were C1: the ratio of susceptible number to infected number
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Figure 1: )e average number of susceptible and infected individuals with different initial values.
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Figure 2: )e impact of diffusion on the number of infected individuals at the endemic equilibria, and each line corresponds to the nodes
with degrees k of 1, 10, 26, and 66, respectively (from bottom to top). (a) Relationship between DS and ρ∗I,i. (b) Relationship between DI and
ρ∗I,i.
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is 1 : 9; C2: the ratio of susceptible number to infected
number is 1 :1; and C3: the ratio of susceptible number to
infected number is 9 :1. Susceptible and infected individuals
obey Poisson distribution in nodes. It can be seen in Figure 1
that under different initial conditions, both susceptible in-
dividuals and infected individuals converge to a unique
globally asymptotically stable endemic equilibrium.

In Figure 2, we consider the impact of diffusion on the
number of infected individuals at the endemic equilibrium.
For this purpose, we take N � 100, b � 6, μ � 0.00512,
β � 0.325, and c � 0.6. In Figure 2(a), we fix DI � 1. We
observe that ρ∗I,i increases as DS increases and for the same
DS, when i is larger, ρ∗I,i is also larger. In Figure 2(b), we take
DS � 2. It is observed that the same phenomena happen with
respect to DI and i with fixed DI.

)e relationship between β, DI, and R0 is simulated in
Figure 3(a), and the relationship between μ, DI, and R0 is
simulated in Figure 3(b). It can be seen from Figure 3 that
the influence of DI on R0 is greater than that of β and μ, so
the influence of the diffusion rates for the infected indi-
viduals on disease outbreak cannot be ignored.

4. Conclusion

In this paper, we formulated and analyzed an SIS model
with demographics and diffusion on metapopulation
networks. In this model, we solved the stability of the
disease-free equilibrium and deduced the basic repro-
duction number. We concluded that when R0 < 1, the
disease-free equilibrium is globally asymptotically stable;
otherwise, it is unstable. Next, we proved the existence and
stability of endemic equilibria. )e endemic equilibrium is
globally asymptotically stable when R0 > 1. Finally, we gave
some numerical simulations to illustrate the main results
and demonstrate the effects of connectivity and diffusion
on the number of infected individuals at the endemic
equilibrium. As the connectivity or diffusion is increasing,

the number of infected individuals is also increasing. )is
means that when an epidemic comes, the more people there
are and the greater the degree is, the more likely the disease
will break out. )erefore, we should pay attention to the
prevention and control of diseases and make plans in
advance.

)e research of this paper can be extended to the
following aspects: in this paper, the Erdős–Rényi network is
used to simulate, and the models based on other networks
can be analyzed; secondly, the infectious disease model
with heterogeneous diffusion rate can also be analyzed. It is
necessary to study the mathematical model under a specific
network in the future, so as to make the model more
realistic.

Appendix

A. Combinatorial Identity

Let (G, W) be a weighted digraph with N(> 2) vertices,
where W � (wij) is the weight matrix. A weight wij > 0 if the
directed arc (j, i) from vertex j to vertex i exists; otherwise,
wij � 0. Let T i be the set of all spanning trees of (G, W)

rooted at vertex i. For T ∈ T i, the weight of T, denoted by
w(T), is the product of weights on all arcs of T. Let

li � 
T∈T i

w(T), i � 1, 2, . . . , N.
(A.1)

)en, li ≥ 0 and



N

i,j�1
liwijGi xi(  � 

N

i,j�1
liwijGj xj , (A.2)

for any family of functions Gi(xi) 
N

i�1. If W � (wij) is ir-
reducible, then li > 0 for i � 1, 2, . . . , N. We refer readers to
[22] for the proof of (A.1).
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Figure 3: )e impact of diffusion and other parameters on R0. (a) Relationship between β, DI, and R0. (b) Relationship between μ, DI, and
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2e COVID-19 pandemic spread catastrophically over the world since the spring of 2020. In this paper, a heterogeneous
branching process with immigration is established to quantify the human-to-human transmission of COVID-19 in local
communities, based on the temporal and structural transmission patterns extracted from public case disclosures by four provincial
Health Commissions in China. With proper parameter settings, our branching model matches the actual transmission chains
satisfactorily and, therefore, sheds light on the underlying COVID-19 spreading mechanism. Moreover, based on our branching
model, the efficacy of home quarantine and social distancing are explored, providing a reference for the effective prevention of
COVID-19 worldwide.

1. Introduction

2e COVID-19 spread alarmingly fast in Wuhan in late
January 2020 before the city’s lockdown starting Jan. 23.
Based on the public reports on the number of confirmed
cases, the prevalence of COVID-19 outside Hubei Province
came to a controllable size in late February. 2e Wuhan
lockdown eventually ended on Apr. 8, 76 days since its
commencement, after the confirmation of COVID-19 under
control in China.

An extensive amount of research has been conducted to
understand the spreading features of COVID-19. 2ere are
two primary directions. One is the clinic feature, focusing on
the virus itself [1, 2], such as the estimation of the basic
reproduction number R0 [3–5], the effective reproduction
number Rt [6], and the basic statistical results obtained from
the confirmed cases, such as the incubation period, the serial
time, and the secondary attack rate [7–9]. 2e other

direction is the spreading dynamics, which is studied mainly
through mathematical models, such as SEIR [10–14] and
branching model [15, 16]. 2e effect of lockdown of Wuhan
[17, 18] and different levels of isolations are also considered
based on generalized or specialized SEIR models [15].

In this paper, public reports of line-list confirmed cases
in Anhui, Henan, Jiangsu, and Zhejiang provinces from Jan.
21 to Feb. 19, 2020, covering 30 days, were collected and
analyzed. Due to effective isolation policies, such as sug-
gesting people to stay at home, wearing masks, washing
hands, and tracing close contacts, the epidemic got under
control within about one month in the above four provinces,
which is approximately two or three generations according
to the serial time. Short transmission chains are not ap-
propriate to be modeled by the SEIR model, which usually
simulates transmissions using multiple iterations. 2erefore,
instead of SEIR, we propose a branching process to model
the spreading of COVID-19 in well-prevented regions in
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China. Based on the statistical results extracted from our
data, two influential factors for the propagation of COVID-
19 are considered: the migration from outside a particular
community and the efficacy of containment within the local
communities.

In fact, SEIR models and branching models are both
superior candidates for modeling classical epidemic
spreading. Under certain conditions, such as when the total
population is large enough, the two models are equivalent in
modeling general epidemic dynamics; see [19] for theoretical
support. In SEIR models, transmissions may happen in
multiple iterations and result in longer transmission chains
than the actual situation. In contrast, the branching process
is more flexible in modeling the efficacy by the cutoff of the
transmission chain in model assumption. On the contrary,
the branching model is also flexible in modeling the con-
firmed cases of COVID-19 with different sources of contact,
that is, imported or local, which are modeled by immigration
and branching parts, respectively. In SEIR models, it is
difficult to distinguish the sources of contact. 2e above
comparison is listed in Table 1.

To sum up, instead of the well-known SEIR model, a
heterogeneous branching process with immigration is
established to explore the diffusion of COVID-19 in well-
prevented local communities in China. In our branching
model, heterogeneity is caused by the distribution of serial
time, immigration is the confirmed cases coming to a certain
local community from outside, and the secondary cases
infected by the imported infectors are modeled as their
offsprings with the specific branching mechanism. Further
transmissions are modeled as further offsprings with similar
rules. All parameters in the model are extracted and ap-
proximated from real data. 2e feasibility of this approach is
verified by back analysis of choosing proper parameters
which represent isolation strength and social distance. It
turns out that our model matches the real data very well. 2e
efficacy of the containment measures is also simulated with
our branching model. Our findings reveal the spreading
mechanism of the COVID-19 from an individual to the
population level in well-prevented local communities. 2e
effectiveness of isolation measures in local communities
obtained in our work can shed light on preventing the global
pandemic spreading of COVID-19.

An outline of this paper is as follows. 2e data de-
scription is given in Section 2. 2e branching model is built
in Section 3, with parameters obtained by statistical analysis
from the real data. 2e validation of our branching model
and the impact analysis of the isolation parameters in our
model are explored in Section 4. Conclusions and discus-
sions are given in Section 5.

2. Data Description

2e data in this paper are extracted from the reports of
confirmed cases collected in Anhui (totally 887 cases),
Henan (totally 1279 cases), Jiangsu (totally 577 cases), and
Zhejiang (totally 1137 cases) from Jan. 21 to Feb. 19, 2020.
2e locations of these four provinces, as well as Hubei, are
illustrated in Figure 1. 2e color refers to the number of

confirmed cases we collected in each region till Feb. 19, 2020.
A typically reported item is as follows.

“Patient ID: Huainan-25. 2e patient Huainan-25 is a 59
year-old woman who is the wife of the Huainan-26 patient.
On Feb. 12, she developed fever, muscle soreness, and other
symptoms. On Feb. 14, she went to the hospital for treatment
and stayed at the hospital for observation. On Feb. 15, her
nucleic acid test was deemed positive, and doctors diagnosed
her as a suspected patient. Two days later, she was con-
firmed. Doctors have traced back three close contacts, all of
whom have been quarantined for medical observation.
During the Chinese New Year’s holiday, she had close
contact with her daughter, son-in-law, and granddaughter.
Her son-in-law, an asymptomatic patient with a history of
suspicious exposure in Hefei, stayed at a designated hospital
for observation. Doctors have traced back his 46 close
contacts, all of whom have been quarantined for medical
observation.”

For the patient with ID “Huainan-25,” Huainan refers to
the city where the patient lives, and 25 means that she is the
25th confirmed case in Huainan. 2e cases we selected are
the ones with partial or full of the following information: (1)
date of confirmation, (2) whether or not be an imported case
(that is, infected outside the local community or not), (3)
date of his/her infector’s confirmation, and (4) relationship
between a primary case (infector) and a secondary case
(infectee). After extracting the necessary information we
need, sample sizes for (1) and (2) are 831 for Anhui, 967 for
Henan, 299 for Jiangsu, and 1,051 for Zhejiang, respectively.
For (3) and (4), 411 cases (with Anhui 234 and Henan 177)
are obtained.

Based on the actual data, statistical results concerning
the key features during the spreading are illustrated in
Section 3, including (1) the imported and local new cases
evolving with time, (2) the main relationships between in-
fector and infectee, and (3) the serial interval, that is, the
time interval of confirmation times between each pair of
infector and infectee.

3. Model Description: Heterogeneous
Branching Process with Immigration

Naturally, a strict isolation policy is urgently needed for
highly infectious diseases without pharmaceutical measures
to prevent its epidemic effectively. 2e detailed reports of
confirmed cases provide necessary information to under-
stand the mechanism of COVID-19 transmission. 2e
tracing back and isolation of close contacts efficiently cut off
the transmission chain such that the imported cases to a
specific region could only transmit the virus for few more
generations.2e serial interval and the incubation period are
two of the key factors for prevention policymaking, from
which the suggested length of isolation is commonly set as at
least 14 days.

A heterogeneous branching process with immigration is
established considering three ingredients for modeling,
which are (1) the temporal pattern of serial time, (2) the
structural pattern of transmission considering containment
measures, and (3) the import of confirmed cases which
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begins the prevalence of COVID-19 in local communities.
2e framework of our branching model is given in Section
3.1. 2e values of parameters and distributions of random
variables in our branching model are extracted from the real
data in Sections 3.2, 3.3, and 3.4.2e validation of our model
and simulation results for different isolation levels and social
distances are given in Section 4.

3.1. 4e Framework of the Branching Model. Heterogeneous
branching processes with immigration are well suited to
describe the temporal evolution of populations in which
individuals appear randomly over time in accordance with
two distinct mechanisms. One mechanism, called immi-
gration, is the influx of new individuals in the population of
which they are not natives.2e other mechanism, referred to
as branching, is how individuals of the population generate
new offspring. In this paper, we consider a heterogeneous
branching process with immigration, in which

(i) the branching mechanism is used to model the
spreading of the virus in local communities with
heterogeneity caused by serial time

(ii) the immigration is a time-dependent Poissionian
process, modeling the imported cases coming from
the outside of a certain region

In the following, immigration, offspring distribution,
and serial time are discussed in detail with values or dis-
tributions obtained from statistical analysis of the real data
described in Section 2.

3.2. Immigration. 2e imported cases with contact history
from outside of a local region are described as immigration.
In our branchingmodel, the immigration process is modeled
by a time-dependent Poissionian process with a varying rate
r(t). 2at is, the number of immigration arrived on the t th
day, denoted as I(t) for t � 1, 2, . . ., possesses the following
distribution law:

P(I(t) � k) �
r(t)

k

k!
e

−r(t)
, k � 0, 1, . . . . (1)

From the line-list reports, the number of imported cases
and the number of local cases changing with time are

Figure 1: 2e location of Hubei, Anhui, Henan, Jiangsu, and Zhejiang. 2e color refers to the number of confirmed cases we collected in
each region till Feb. 19, 2020. 2at is, Anhui, 887 cases, Henan 1279 cases, Jiangsu 577 cases, and Zhejiang 1137 cases.

Table 1: 2e comparison of SEIR and branching in modeling COVID-19 in well-prevented regions.

Model SEIR Branching

Merit Simple and easy for modeling the epidemic spreading with mean field
approach under well mixture assumption

(i) Flexible for modeling different sources of contact
(ii) Flexible for specific transmission rules during

the spreading

Limitation (i) Iteration procedure results in longer transmission chains 2e simulating procedure is more complex for
tracing every transmission tree(ii) It is difficult for modeling the agents with different sources of contact
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obtained. Figure 2 illustrates the data results of the four
provinces we considered. 2e red and black curves refer to
the imported and local cases, respectively. 2e immigration
process established in our model is extracted from the
imported sequences of the four provinces, referring to the
red curves in Figure 2.

It is apparent that the first spreading in local commu-
nities is due to the import of confirmed cases from outside of
the considered local community. In the beginning, the
imported cases are more than the local ones. 2en, several
days later, local cases began to increase. Whether or not an
outbreak will happen depends on the prevention policy of
local communities as long as the import path is completely
cut off at an early stage.

3.3. Offspring. 2e number of potential secondary cases
produced by each infective individual is called the offspring
in our branching model, which comprises two parts con-
sidering the place where infection of COVID-19 happens.

One is within a family, drawn from a binomial distri-
bution Bin (N − 1, p), where N is a random variable rep-
resenting the number of family members and p is the
probability of getting infected within a family by the first
infected member. It is notable that, for N � 1, there is no
other family member to be infected. Moreover, high
transmission of COVID-19 results in a large value of p. In
our model, the transmission within a family happens with
probability p � 0.9 according to the statistical result that
about 90% infection happened between family members.

2e relationship between each pair of infector and
infectee is counted. Due to home quarantine and high
transmissibility of the COVID-19, the family members of the
imported infectious ones are at super high risk of being
infected.2e top three relationships between an infector and
an infectee are between couples, from parent to child, and
from child to parent. 2e number and ratio of cases for the
three relationships are shown in Table 2.

For the number of family members N, the reference
distribution comes from the Chinese statistical yearbook of
2020. 2e distribution is illustrated in Table 3.

2e other part of the offspring happens out of their
homes. Assume the probability of leaving home is α ∈ (0, 1).
Moreover, the number of potential infectees outside homes
follows Poissionian distribution Poi (λ), λ> 0. In other
words, α represents the strength of home quarantine, and λ
measures the effect of social distance. Smaller α and/or λ
means more strict containment of COVID-19 in certain
regions.

2e final assumption comes from the isolation and
tracing back policy. 2e secondary infectors’ behavior is
slightly adjusted. Firstly, the family infectees would not
transmit the virus to family members since they are all
treated as the offspring of the first infected family member
who imported the virus. Secondly, the family infectees may
have secondary out-of-home infectees, but the probability
changes from α to α2. In fact, the decaying pattern of the
probability of going out of home is set as exponential due to
the cumulative awareness of isolation. 2erefore, the

probability of leaving home for the second generation is set
as α2 instead of linear relation or others between generations.
2irdly, for the social infectees of the imported cases ini-
tially, they can transmit the virus to their family members,
and they may also have their secondary out-of-home
infectees. 2e probability also changes from α to α2. Finally,
no more transmission would happen after two generations
due to the strict contact tracing measures taken at local
communities.

3.4. Heterogeneity. 2e heterogeneity in our branching
model comes from the serial time, denoted by T, which is the
time interval between the onset times of a newly infectee and
its infector. 2e serial interval distribution extracted from
the data is illustrated in Figure 3.

2e empirical distribution of T in Figure 3 is obtained
with the 80.05% positive serial intervals. It is notable that
there are also negative and zero serial intervals. 2e ratios of
negative and zero serial intervals are 5.35% and 14.60% in
our sample, shown in the bar plot in Figure 3. Together with
the empirical distribution of the positive serial interval, two
known distributions, which are the Gamma distribution
with mean 4.43 and variance 10.23 and the Weibull dis-
tribution with mean 4.45 and variance 10.31, are utilized to
fit the empirical distribution. 2e fitting distributions are
drawn in Figure 3 as references. Notably, a translational
Weibull distribution is utilized in Ref. [6] for the serial time
with different datasets, which is consistent with our result.
2e numerical result of our empirical distribution is listed in
Table 4 for reference, which is used in our simulation.

To sum up, the parameters or variables of our branching
model, together with their descriptions and values or dis-
tributions for further investigation and simulation, are listed
in Table 5. Notably, the tested parameters are α and λ,
representing the isolation level and social distance. Other
parameters or variables involved in our model are kept fixed
during the simulation.

4. Simulation Results

Firstly, we show the goodmatch of our model to the real data
in Section 4.1. 2en, the efficiency of staying at home with
parameter α and keeping social distance with parameter λ is
provided in Section 4.2. In the following simulation, the
distributions of family members N and the serial interval T

are listed in Table 5, and the transmission probability be-
tween family members p is fixed as 0.9.

4.1. Fitting Real Spreading Processes. To match the real data,
the imported data series is borrowed as the immigration of
the branching process in each province, which are the red
curves in Figure 2. In order to test the validation of our
branching structure, the simulation results should match the
black curves in Figure 2. 2erefore, fine values for the tested
parameters, i.e., the probability of going out of home α and
the mean of secondary cases due to social activities λ should
be set carefully.2e best fit values for α and λ are obtained by
minimizing the mean absolute error (MAE) between the real
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local series and the simulated ones. 2e simulation series is
obtained by averaging the 50 experiment trials.

Figure 4 shows the simulation results. As shown in
Figure 4, the simulated local confirmed case series and the
real ones match well for all the four provinces, which gives
good validation of our model, proving that the branching
structure built in this paper is adequate for modeling the

spreading of COVID-19 in well-prevented local
communities.

4.2. Simulation Results. In this section, experiments are
conducted to investigate the combined effect of staying at
home and keeping social distance. For this purpose, the
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Figure 2: 2e number of imported and local confirmed cases changing with time for (a) Anhui Province (831 cases), (b) Henan Province
(967 cases), (c) Jiangsu Province (299 cases), and (d) Zhejiang Province (1051 cases).2e red and black curves are the imported and the local
cases, respectively.

Table 2: 2e top three infector-infectee relationships within family members based on 411 confirmed cases.

Relationship Couples Parent-child Child-parent
Counts 97 47 43
Probability 0.52 0.25 0.23

Table 3: 2e reference distribution of the number of family members N from Chinese statistical yearbook of 2020.

N 1 2 3 4 5 ≥6
Probability 0.18 0.30 0.22 0.16 0.08 0.06
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immigration rate r(t) is set as the average of the four series
from the four provinces with a moving average of order 5,
which is illustrated as the red curve with circles in
Figure 5(b).

First of all, the spatial stratified heterogeneity (SSH)
among provinces is measured. 2e program calculates a so-
called q-statistic to test the significance of differences among
provinces.2e value of q is a ratio ranging from 0 to 1, where
0 means no association between the number of cases and
province, while 1 means that they are perfectly associated.
2e q-statistic can be calculated with the following equation
[20]:

q � 1 �
SSW
SST

, (2)

where SSW � 
L
h�1 Nhσ2h, SST � Nσ2, N and σ2 are the

numbers of units and the variance in the study area which is
composed of L strata, respectively,Nh is the number of units,

and σh is the variance in stratum h. Large value of q means
larger spatial heterogeneity in the study area. 2e signifi-
cance value p can be transformed so that it can satisfy the
noncenteral F-distribution:

F �
N − L

L − 1
q

1 − q
∼ F(L − 1, N − L; λ), (3)

with

λ �
1
σ2



L

h�1
Y
2
h −

1
N



L

h�1

���
Nh


Yh

⎛⎝ ⎞⎠

2

⎛⎝ ⎞⎠, (4)

where λ and Yh are the noncentral parameter and mean
value in stratum h, respectively.2en, the q-statistic and the
corresponding p value in Table 6 can be applied to testify
that whether the concerned cases have significant differ-
ences of variances in different strata. As the p values in
Table 6 and curves in Figure 5, the SSH for all cases are
significant at the level slightly above 0.05. 2e only non-
significant one is the new cases of immigrant. As can be
seen from Figure 5, the extreme fluctuation of Zhejiang
Province is the main reason that leads to this non-
significance. To sum up, the SSH for the time series we
considered is significant. Despite the SSH, our branching
model can fit different cases quite well with different pa-
rameters. In the following simulation for the isolation
parameter α and social distance parameter λ, the immigrant
rate r(t) is fixed as the reference, which is chosen as the
moving average of order 5 of the mean immigrant series of
the four provinces, just the red curve in Figure 5(b).

In the following, we conduct the simulation for our
parameters. 2e values for isolation parameter α and social
distance parameter λ for simulation are selected as
α � 0.1, 0.4, and 0.7 and λ � 0.4, 1.4, and 4.8.2e simulation
results will be illustrated in Figures 6 and 7, with 9 subfigures
for the nine combination of parameters α and λ. Figure 6
shows the evolution of local cases (the black curves)
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Figure 3: 2e empirical distribution of the positive serial time with 329 confirmed cases. 2e reference fitted distributions are Gamma
distribution with mean 4.43 and variance 10.23 (the blue line) and theWeibull distribution with mean 4.45 and variance 10.31 (the red dash-
dotted line). 2e inserted is the histogram of all serial times for 411 confirmed cases, containing nonpositive ones.

Table 4: Empirical distribution law of the positive serial interval T.

T Frequency
1 0.1884
2 0.1459
3 0.1824
4 0.1064
5 0.0912
6 0.0760
7 0.0456
8 0.0486
9 0.0213
10 0.0213
11 0.0152
12 0.0213
13 0.0122
14 0.0091
15 0.0061
16 0.0061
17 0.0030
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changing with time, with the same immigration curve (the
red ones) as the reference. Figure 7 gives the detailed
components of local infectees by Home, Social, and Sec-
ondary. Home and Social refer to the infected cases of the
imported cases taking place at home and out of home, re-
spectively. Secondary refers to the infectees caused by Home
and Social.2e red, blue, and black curves in Figure 7 are the
local infectees of Home, Social, and Secondary, respectively.
Based on our assumption, the branching model only evolves
two generations due to the contact tracing policy. In the

following, detailed results with isolation parameter α and
social distance parameter λ are given.

Firstly, either strict isolation or keeping a strict social
distance is effective for preventing the spreading. 2e effect
of strict isolation is obtained from in Figures 6(a)–6(c), in
which α � 0.1. Obviously, the confirmed local cases (black
curves) grow as λ increases but still within a controllable size.
In Figures 7(a)–7(c), the numbers of Home (red curves) keep
stable, while the Social (black curves) and Secondary (blue
curves) infectees increase slightly as the gathering together

Table 5: Parameters or variables’ descriptions with values or distributions for our model.

Parameter Value Description
r(t) As in Figure 4 Rate for Poisson immigration process I(t){ }

N As in Table 3 2e distribution of family members
p 0.9 Transmission probability within family members
α 0.1, 0.4, and 0.7 Probability of social activities out of home
λ 0.4, 1.4, and 4.8 Mean of Poisson-distributed infectees due to social contact
T As in Figure 3 and Table 4 Serial interval between confirmations
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Figure 4: 2e simulating results and the real time series. 2e parameters for the best fit of the local series in each province are provided on top of
each figure. 2e blue curves are obtained from our model with the average of 50 trials. 2e black curves are the original time series. (a) Anhui
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parameter λ increases. 2erefore, the most effective measure
for preventing the spreading is staying at home for about two
weeks.

Secondly, when it is necessary to leave home, keeping a
social distance is the second line of defense. Since it is
difficult to stay at home for a couple of weeks without going
out, well prevention is crucial to avoid being infected. 2e
effectiveness of social distance can be obtained from
Figures 6(a), 6(d), and 6(g), in which λ � 0.4. 2e local cases

increase as α increases but still within a controllable size. In
Figures 7(a), 7(d), and 7(g), the numbers of Social (black
curve) and Secondary (red curve) increase slightly as the
leaving home probability α increases. However, as long as
the social distance is far enough, isolation can be mitigated.

Finally, if isolation fails, for illustration, people have high
demands of going out of their home, it is crucial to keep social
distance, or the disaster result of gathering together will
merge. As shown in Figures 6(g)–6(i) with α � 0.7, the
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Figure 5: 2e time series for new cases and cumulative cases for different provinces. Legends for provinces are shown in subfigure (b). 2e total,
immigrant, and local cases are considered, respectively.2e rate r(t) of immigrant I(t) for simulations, which is the moving average of order 5 of
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Table 6: 2e q-statistic and corresponding p value for the SSH test.

Total Immigrant Local

New cases q-statistic 0.1350 0.0896 0.1191
p value 0.0237 0.0647 0.0406

Cumulative cases q-statistic 0.2677 0.3630 0.1816
p value 0.000131 8.16 e–7 0.00407

8 Complexity



0

20

40
N

ew
 ca

se
s

Imported
Local

0 10 20 30
Date index

(a)

0

20

40

N
ew

 ca
se

s

Imported
Local

0 10 20 30
Date index

(b)

0

20

40

N
ew

 ca
se

s

0 10 20 30
Date index

Imported
Local

(c)

0

20

40

N
ew

 ca
se

s

Imported
Local

0 10 20 30
Date index

(d)

0

20

40

60
N

ew
 ca

se
s

Imported
Local

0 10 20 30
Date index

(e)

0

50

100

N
ew

 ca
se

s

0 10 20 30
Date index

Imported
Local

(f )

Imported
Local

0 10 20 30
Date index

0

20

40

N
ew

 ca
se

s

(g)

Imported
Local

N
ew

 ca
se

s

0 10 20 30
Date index

0

20

40

60

80

(h)

N
ew

 ca
se

s

0 10 20 30
Date index

0

100

200

300

Imported
Local

(i)

Figure 6: 2e simulation results of the age-dependent branching process with immigration.2e red and black curves are for the imported and
local cases, respectively.2e red curves in all the subfigures are simulated with the same rate r(t), as shown in Figure 5.2e black curves are the
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α� 0.1 and λ� 0.4. (b) α� 0.1 and λ� 1.4. (c) α� 0.1 and λ� 4.8. (d) α� 0.4 and λ� 0.4. (e) α� 0.4 and λ� 1.4. (f) α� 0.4 and λ� 4.8. (g) α� 0.7
and λ� 0.4. (h) α� 0.7 and λ� 1.4. (i) α� 0.7 and λ� 4.8.

0

10

20

30

N
ew

 ca
se

s

0 10 20 30
Date index

Home
Social
Secondary

(a)

0

10

20

30

N
ew

 ca
se

s

0 10 20 30
Date index

Home
Social
Secondary

(b)

0

10

20

30

N
ew

 ca
se

s

0 10 20 30
Date index

Home
Social
Secondary

(c)

Figure 7: Continued.

Complexity 9



probability of going out is 70%; then, the local infectees grow
very fast as λ increases from 0.4 and 1.4 to 4.8. In Figures 7(g)–
7(i), the Home infectees keep stable, while the Social and
Secondary increase obviously as λ increases. Notably, our
assumption on contact tracing leads to a complete cutoff of
the third and further generations. However, with α � 0.7 and
λ � 4.8, the number of infectious individuals is so large that it
is quite difficult to isolate the infected individuals, let alone the
trace back and isolation of the close contact individuals, due to
the lack of medical resources. 2erefore, an outbreak would
take place in local communities with high possibility.

To sum up, when faced with the pandemic of COVID-
19, the most costless and effective measure is staying at
home. It is not the effort of someone but the effort of
everyone. More importantly, it should be carried out
simultaneously. However, considering the trade-off be-
tween the prevention of COVID-19 and economic affairs,
keeping a proper social distance is more important.

5. Conclusion

Based on the confirmed cases reported outside the epic center in
China, temporal and structural patterns are extracted from the
actual data. Moreover, an age-dependent branching process
with immigration is built to mimic the mechanism of the

transmission of COVID-19 in particular local communities.
Our model matches the actual data quite well, showing the
validation of our branching model. 2e efficiencies of isolation
and social distance are also tested by the branching model. We
reveal that the spreading chain can be cut efficiently under strict
isolation, which might be the main reason for the success of
COVID-19 prevention in China. However, due to the trade-off
between economic consideration and prevention of the pan-
demic, keeping a proper social distance ismore important when
leaving home for social activities. Our findings reveal the ef-
fectiveness of isolation in China outside Hubei Province and
may shed light on preventing the global pandemic spreading of
COVID-19.

2e branching structure is proper for modeling the
spreading of COVID-19, as shown in Figure 4. Although the
situations we considered are the well-prevented local
communities, the basic features, such as the serial interval,
the composition of infectees, and the immigration struc-
tures, can be applied to more general situations for inves-
tigating other containment measures.

Data Availability

2e data used to support the findings of the study are
available from the corresponding author upon request.
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Figure 7: 2e simulation results of the age-dependent branching process with immigration.2e red, blue, and black curves are for the local
infectees divided as Home, Social, and Secondary. Home and Social refer to the infected cases of the imported cases taking place at home and
out of home, respectively. Secondary refers to the infectees caused by Home and Social. 2e nine subfigures are drawn with different
combinations of the values for the testing parameters as α � 0.1, 0.4, and 0.7 and λ � 0.4, 1.4, and 4.8. (a) α� 0.1 and λ� 0.4. (b) α� 0.1 and
λ� 1.4. (c) α� 0.1 and λ� 4.8. (d) α� 0.4 and λ� 0.4. (e) α� 0.4 and λ� 1.4. (f ) α� 0.4 and λ� 4.8. (g) α� 0.7 and λ� 0.4. (h) α� 0.7 and
λ� 1.4. (i) α� 0.7 and λ� 4.8.
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,e novel coronavirus (COVID-19) pandemic is intensifying all over the world, but some countries, including China, have
developed extensive and successful experience in controlling this pandemic. In this context, some questions arise naturally: What
can countries caught up in the epidemic learn from China’s experience? In regions where the outbreak is under control, what
would lead to a resurgence of the epidemic? To address these issues, we investigate China’s experience in anticontagion in-
terventions and reopening process, focusing on the coevolution of epidemic and awareness during COVID-19 outbreak.,rough
an empirical analysis based on large-scale data and simulation based on a metapopulation and multilayer network model, we
ascertain the impact of human movements and awareness diffusion on the epidemic, elucidate the inherent patterns and effective
interventions of different epidemic prevention methods, and highlight the crunch time of each measure. ,e results are also
employed to analyze COVID-19 evolution in other countries so as to find unified rules in complex situations around the world and
provide advice on anticontagion and reopening policies. Our findings explain some key mechanisms of epidemic prevention and
may help the epidemic analysis and decision-making in various countries suffering from COVID-19.

1. Introduction

Catching the world by surprise, the novel coronavirus
(COVID-19) pandemic has hit over 210 countries and
regions, affected more than seven billion people on the
planet, and claimed over 480,000 precious lives [1].
Countries around the globe are experiencing different
stages of the epidemic; e.g., the ongoing pandemic in Italy
is almost under control, while Brazil is going through an
outbreak [2, 3]. As one of the earliest countries challenged
by COVID-19, China effectively mitigated the spread of
this novel disease, shortened the duration of new cases
increasing precipitously, and took appropriate action to
promote economic recovery while ensuring the epidemic
curve leveling off [4, 5]. In the battle against COVID-19,
China has built much experience, from lockdown re-
strictions to awareness reminders, from anticontagion
policies to reopening measures [6–8]. However, three

months after the epidemic was stably controlled in China,
new cases in Beijing grew significantly again in mid-June.
In this context, some questions arise naturally: Why
could China be successful in stopping the pandemic?
What led to the recent resurgence of the epidemic in
Beijing?

A team organized by the World Health Organization
(WHO) gives an unequivocal report of the pandemic in
China, suggesting that China’s bold approach has changed
the course of a rapidly escalating and deadly epidemic and
hopes China’s successes will encourage other countries to act
[9,10]. To discuss the experience of China and the relevance
between policies in various countries, we investigate the
impact of some epidemic factors. We highlight the key
regions and crunch time, discuss the patterns and effective
measures of the outbreak, and provide advice based on
China’s experience, which may benefit some parts of the
world suffering from COVID-19.
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To analyze COVID-19, some research builds epidemic
models to simulate its spread between individuals [11–13]
or utilizes statistical and econometric methods to em-
pirically evaluate the impact of policies on the growth rate
of infections [14, 15]. However, previous works neglected
the coupling effect between multiple spreading processes
in the epidemic. Actually, in complex social systems,
diffusion usually does not occur independently but is
coupled with each other and evolves together [16–18]. In
the case of COVID-19, as the virus spreads among the
crowd, information about precautionary measures also
circulates simultaneously. ,ese spreading processes
affect each other and will both be promoted when the
state goes back to work from antiepidemic status.
,erefore, it is necessary to understand the interaction of
multiple dynamic processes and provide comprehensive
solutions for both epidemic prevention and economic
recovery.

,is work focuses on the coevolution of epidemic
spreading and awareness diffusion, taking into account the
heterogeneous population mobility, imported cases, and
other practical factors. It makes empirical analysis and
develops a metapopulation and multilayer network model
that leverages lots of real-time mobility and case data. We
find evidence of the critical time point for each anti-
contagion method, e.g., movement restriction and
awareness reminder. We also summarize effective inter-
ventions that have been proved to achieve large and
beneficial health outcomes in China. ,ese findings may
benefit the epidemic analysis and decision-making in the
rest part of the world. ,e rest of this paper is organized as
follows. In Section 2, we introduce the data resources and
interpret our network model and its operating mechanism.
In Section 3, we elucidate the results based on simulation
and empirical analysis. More discussion can be found in
Section 4.

2. Data and Model

2.1. Data Description. We carry out the research with large
amounts of fine-grained real data, including (i) the regis-
tered population and resident population of each prefecture-
level administrative area, extracted from the 2019 statistical
yearbook of each province in China (http://www.stats.gov.
cn/tjsj/); (ii) the passenger volume carried by modes of
transportation, i.e., waterway, highway, railway, and civil
aviation, obtained from the statistics released by theMinistry
of Transport (http://www.mot.gov.cn/); (iii) the population
migration index, migration destination, and local travel
intensity of each prefecture-level administrative area,
coming from the Baidu Migration (https://qianxi.baidu.
com/2020/); (iv) the cumulative number of confirmed
cases and the number of imported cases, derived from the
Health Commissions (http://www.nhc.gov.cn/xcs/xxgzbd/
gzbd_index.shtml); (v) measures and timing of epidemic
prevention and reopening policy on a country-by-country
basis. ,ese data are used in simulation and verification, as
well as empirical analysis.

2.2. Model. Epidemic models aim to depict the spread of
diseases among people, which can be divided into SIS, SIR,
SEIR, and other models according to the characteristics of
the epidemic [19–23]. ,e outbreak of COVID-19 in China
has the following properties:

(i) Virus carriers have an incubation period of up to
two weeks

(ii) At the early stage of the epidemic, the population
movement within and between regions amplified
localized outbreaks of disease into widespread ep-
idemics, whereas in the latter stage, the new cases
increasing mainly results from the imported cases

(iii) In the process of epidemic prevention, there is a
continuous and high-intensity reminder of self-
protection awareness and knowledge

,e above factors also play an important role in the
COVID-19 outbreak in various countries.

Based on these facts, we develop an aggregate model to
reproduce the COVID-19 outbreak, which combines a
metapopulation network and two-layer coupling networks
(Figure 1). ,is model includes multiple practical factors,
i.e., heterogeneous human movements, disease spreading,
awareness diffusion, and case importation from abroad. We
first establish a metapopulation network to describe the
human migration between regions [24–26]. ,e network
includes 345 nodes, i.e., 345 subpopulations, and each node
represents a prefecture-level administrative unit in China
(Figure 1(a)). ,e edges depict the individual diffusion
between administrative units, and the weights of edges are
described by the volume of real population movements
between regions at high resolution. Hence, this network
draws macroscenarios of the spatiotemporal distribution of
COVID-19 in China.

Secondly, a two-layer coupling network is built for each
subpopulation to portray the coevolution of epidemic and
awareness within each city (Figure 1(b)), where nodes repre-
sent individuals [17, 27, 28]. ,e virtual contact layer describes
the awareness diffusion based on the UAU model, and each
node in this layer has two possible states: Unaware (U), rep-
resenting that the individual has no self-protection awareness
due to objective or subjective reasons, and Aware (A), referring
to individuals with awareness of protecting themselves from
this disease [29]. By contrast, the real contact layer supports the
epidemic spreading, where each node may be one of the
following four states: Susceptible (S), Exposed (E), Infected (I),
or Removed (R) according to the classic SEIR model [30].
,ere is a one-to-one correspondence of nodes between the
two layers.,e real state of each node is the combined result, so
the coupling network consists of up to seven kinds of nodes
Zi � [USi, UEi, URi, ASi, AEi, AIi, ARi], e.g., aware infected
node (AI) and unaware susceptible node (US). Here, we
consider that once an individual becomes infected, he or she
will not ignore this disease anymore, which indicates the ab-
sence of UI state [31]. Edges in the virtual contact layer rep-
resent conscious interactions caused by online or offline
communication between individuals, while edges in the real
contact layer represent infections caused by actual contact
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between individuals. ,e coupling effect is reflected by the
awareness-dependent exposure probability, which means that
aware people (βA) are less likely than unaware people (βU) to be
exposed to dangerous infectious environments, i.e.,
βA � c∗ βU(c< 1).

Based on the model described above, the simulation
experiments run as follows [25], with each round of evo-
lution including two steps:

(1) In the first stage, we count the individual diffusion
between subpopulations and the overseas imports.
,en, we update the total population and proportion
of individuals in each state for every subpopulation;
e.g., the total number of residents in the ith sub-
population at (t + 1)th time step is
Zi(t + 1) � Zi(t) + ΔZi(t).

(2) In the second stage, epidemic and awareness evolve
together within subpopulations. We first calculate
the effective exposure rate as follows:

βeff
i (t) � inRate∗ β∗

N
AI
i (t)

Zi(t)
, (1)

where inRate is the local travel intensity within regions, β is
the basic exposure rate, and NAI

i (t) and Zi(t) are the
number of infected (AI) and total population in the ith

subpopulation at tth time step, respectively. ,erefore,
inRate∗ (NAI

i (t)/Zi(t)) indicates an individual’s possible
exposure to infected individuals. Given that β is the exposed
probability of an individual in a single contact with the
infected population, βeff

i (t) depicts the actual exposed
probability of an individual in possible several contacts with
the infected population of the ith subpopulation at tth time
step. Next, the probability of an individual being in a certain
state at (t + 1)th time step is updated as follows:

P
US
i (t + 1) � P

US
i (t)∗ (1 − λ) + P

AS
i (t)∗ δ ∗ 1 − βU

  + P
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i (t)∗ (1 − λ) + P
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P
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i (t)∗ δ ∗ βU

+ P
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P
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i (t)∗ (1 − λ) + P
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i (t)∗ μ∗ δ,

P
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  + P
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P
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+ P
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i ∗ (1 − δ) ∗ (1 − α),

P
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i (t + 1) � P

UE
i (t) + P

AE
i (t) ∗ α + P

AI
i (t)∗ (1 − μ),

P
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i (t + 1) � P
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i (t)∗ λ + P

AR
i (t)∗ (1 − δ) ∗ (1 − η) + P

AI
i (t)∗ (1 − δ)∗ μ,

(2)

where λ is the awareness diffusion rate, δ is the awareness
forgetting rate, α is the infection rate, μ is the removal rate,
and η is the reinfection rate. ,ese probabilities can be
utilized to calculate the population of each state in the ith

subpopulation at the (t + 1)th time step.

3. Results

3.1. Epidemic Simulation. By employing our model to
simulate the outbreak, we reproduced the spread of COVID-
19 in China from January 24th (i.e., the Chinese New Year’s
Eve) to mid-April. ,e parameter set, which makes the
simulation result closest to the real final cumulative number
of cases, is selected, such that the epidemic is therefore
explained well by the simulation. We extract the difference
between the simulation results and real data of each province
(except Hong Kong, Macao, and Taiwan) for further analysis
(Figure 2(a)).

,ese differences suggest a segregation effect since the
results in eastern and southwestern China differ signifi-
cantly. Hence, we map the data to the real geographic lo-
cation (Figure 2(b)). According to the map, we take the
antiepidemic achievements of some municipalities as the
benchmark, i.e., Beijing, Tianjin, and Shanghai. It is found

that the severity of the epidemic in the central region and
east coast, as well as the Heilongjiang province, is relatively
high (the red region in Figure 2(b), representing the places
where the simulation results are lower than the real data).
Nevertheless, the severity of the epidemic in the southwest
region is relatively low (the blue region in Figure 2(b),
representing the places where the simulation results are
higher than the real data).

To some extent, this phenomenon indicates that the
spread of COVID-19 is lower than expected in southwest
China while higher in central and eastern China. ,is might
be due to multiple reasons. On the one hand, given the low
population density in the western and southern regions, the
epidemic spreading is relatively difficult; on the other hand,
regions with frequent overseas trade and population
transfer, e.g., the east coast andHeilongjiang, are particularly
affected by the international outbreak.

3.2. Key Factors Analysis. In the model setup, we consider
the impact of human movement (including population
mobility within cities and the population migration between
cities) and awareness diffusion on the epidemic. ,e Baidu
Migration website provides population mobility indexes to
show the volume of population movement, and the
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comparison of these indexes indicates the change of pop-
ulation flow in different regions or periods. We adjust these
key factors and try to understand how these factors affect
epidemic prevention. To be specific, we make the following
adjustments to the three factors: (1) global adjustment for all
regions and periods; (2) local adjustment, especially ad-
justments in Hubei province; (3) temporal adjustment in the
early, middle, and later periods.

3.2.1. Data Analysis and Impact of Factors

(1) Factor One: Population Mobility within Cities. First,
comparing real-time mobility data on a year-by-year basis
can illustrate how the population mobility within each city
is controlled. ,e data suggest that the average population
mobility within cities was limited to 81.3% of the same
period last year. ,ere is a power-law exponent of around
0.96 between the 2020 and 2019 population mobility in-
dexes. Regions with significantly strong restrictions include
Hubei and Xinjiang provinces, which were controlled at
around 58.8% (Figure 3(a)). Next, we adjust the actual
population mobility data in China from the above three
aspects: global control, local control in Hubei province, and
temporal control (Figure 3(b)). Results indicate that global
control causes the most dramatic changes in the epidemic,
followed by the control in Hubei. Both of these controls
lead to an exponential change in the cumulative cases. It
can be found that the population movement control within
Hubei, the worst-hit area in China, can produce an im-
portant effect on the evolution of COVID-19.

(2) Factor Two: Population Migration between Cities. Sim-
ilarly, we identify that the average population migration

between cities was limited to 60.6% of the same period last
year. ,e power-law exponent between the 2020 and 2019
population migration indexes is about 0.91. Beijing, Hong
Kong, and Hubei provinces imposed strict restrictions,
limiting the migration to between 22.2% and 45.4%
(Figure 3(c)). ,is evidence elucidates that regional gov-
ernments have taken much tougher measures to control the
migration between cities than mobility within cities. Results
also show that the control at the early stage has a comparable
influence on the epidemic with the global control
(Figure 3(d)). ,is phenomenon underlines the necessity
and effectiveness of early intervention in the management of
population migration between cities.

(3) Factor 9ree: Awareness Diffusion. We study three model
parameters related to self-protection awareness, i.e., the rate of
awareness diffusion, the rate of awareness forgetting, and the
proportion of awareness in the initial configuration. ,e ex-
perimental results suggest that adjusting the awareness diffusion
rate makes the greatest impact on the epidemic, compared with
the other two (Figure 3(e)). It can be judged by the parameter
value that self-protection awareness has been widely spread
during the COVID-19 outbreak in China. ,e awareness dif-
fusion rate is selected as the main variable for controlling the
awareness spreading. We find that the earlier we take action, the
more remarkable the change in the epidemic will be
(Figure 3(f)).,is phenomenon also applies to the previous two
factors. ,e result of awareness ascertains the important role
played by self-protection awareness, which is created by publicity
and information dissemination, in thewar against the pandemic.

(4) Comparison of Factors. We further make a comparative
analysis of the above three factors. On the basis of China’s
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Figure 1: A simple illustration of our model framework.,e left part displays the metapopulation network, where the blue and rainbow-colored
nodes represent the susceptible and infected subpopulations, respectively. Subfigure (a) represents the individuals of each subpopulationFigr
moving between different subpopulations along with the epidemic and awareness. Subfigure (b) demonstrates the awareness diffusion (UAU
model) and epidemic spreading (SEIR model) interaction based on virtual or real individual contacts within each subpopulation, modeled by a
multilayer coevolution network. (c) indicates the mechanism of transition between different states based on several parameters. (a) Spreading
between subpopulation. (b) Coevolution of awareness and epidemic within a subpopulation. (c) ,e transition between different states.
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practical measures, it brings about the most dramatic change
in the epidemic to adjust the population mobility with cities,
followed by awareness spreading and population migration
between cities (Figures 3(b)–3(f)).

On the one hand, the results confirm the lockdown
restrictions between regions in China. Actually, China at-
tached great importance to avoiding the hidden risk of the
epidemic transferring among cities and strictly confined the
human movement between cities. ,erefore, the reopening
policy began within cities, and college students were pro-
hibited from returning to school to avoid mass migration
across regions. On the other hand, the results emphasize the
importance of controlling population mobility within cities
and anticontagion awareness. ,e human activities within
each region in China were limited by mandatory stay-at-
home order, closure of physical business premises, and
cancellation of nonessential gatherings. China also con-
ducted anticontagion publicity through various channels,
e.g., mainstream media, We media, and slogans, to improve
the awareness of self-protection and knowledge of residents.

We also study the effect of factor adjustment in key
areas, i.e., Hubei province in this case, which is the worst-
hit area in China. Results show that the population
mobility within Hubei leads to greater changes in the
epidemic than population migration from this province
(Figure 4(a)). ,is indicates that there was room for
improving the human movement control within Hubei,
whereas the population outflow from Hubei has been fully
restricted, which is confirmed by actual data (Figure 4(b)).
,erefore, it is reasonable to believe that if the population
movement in Hubei is more strictly confined during the
outbreak, the epidemic in China will be more effectively
mitigated.

On the whole, we adjust the three key factors by global,
local, and temporal adjustments. Results show the crucial

influence of these factors on the epidemic. Although many
people emphasize the travel restriction between regions,
equal attention should be given to population mobility
control within each region and awareness reminders for the
residents. We highlight the importance of measures in
Hubei, especially controlling the population mobility within
this region, and evaluate the epidemic prevention in Hubei
through empirical analysis. We also find that early inter-
ventions always do more with less for each factor. Hence, we
next conduct more analysis to discover how measures in
different stages affect the epidemic and what effective
measures and crunch time exist.

3.2.2. Anticontagion and Reopening Policies. In the light of
the above findings, we further examine the three factors in
detail to discuss specific crunch time and effective measures.
We focus on the impacts of them on the epidemic at different
periods and for different goals, i.e., epidemic prevention and
economic recovery. Since we regard each week as a period,
the simulation duration from late January to mid-April is
divided into 11 periods. ,e results reveal that the control of
each factor has a critical time point. If we do not take the
crunch time seriously, it is highly likely that a large-scale
outbreak of pandemic will occur.

(1) Factor One: Population Mobility within Cities. We first
simulate the reopening timetable by implementing the re-
sumption policy from a certain period in turn. It is shown
that if work resumes within cities earlier than the fifth week
when the new cases almost decay to zero, the previous
anticontagion achievements will be offset, leading to an
outbreak (Figure 5(a)). Actually, China went back to work
from around February 23th, which is just in the fifth week.
,is timing was exactly consistent with the simulation result.
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Figure 2: Comparison of simulation results and real epidemic data in China. In subfigure (a), the blue circles and red triangles represent the
real and simulated cumulative numbers of confirmed cases in Chinese provinces on April 12th, respectively, with 31 provinces in total
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Figure 3: Real data analysis and the impact of three key epidemic factors, i.e., population mobility within cities, population migration
between cities, and awareness diffusion. Subfigure (a) demonstrates the comparison between the 2019 and 2020 population mobility
index of each city with a fitted parameter of 0.96. Subfigure (b) displays that the simulated cumulative confirmed cases change along
with the control measures of population mobility within cities. ,e abscissa indicates the scaling factors. ,at is, the actual volume is
used as the standard to zoom in or out. We perform the global, local, and temporal controls on an actual basis, with scaling ratios
ranging from 0.1 to 2.0. Subfigures (c) and (d) show the results of controlling the population migration between cities in the same way.
Subfigure (e) reveals the impact of three model parameters affecting awareness diffusion. ,e grey dots record the value of each
parameter used in the model. Subfigure (f ) demonstrates the outcomes of applying temporal control to awareness diffusion. (a) Data
of population mobiliy within cities. (b) Data of population migration between cities. (c) Parameter of awareness diffusion. (d) Impact
of population mobility within cities. (e) Impact of population migration between cities. (f ) Impact of awareness diffusion.
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,erefore, the reopening within cities of China is reasonable
and has effectively promoted economic recovery and epi-
demic prevention. Next, the epidemic prevention timetable
shows the results of restricting human mobility within cities
from a certain period in turn. We find the critical time
appears in the fourth week, and if the population mobility
restriction misses this time point, the intervention will have
little effect (Figure 5(a)).

In addition, we investigate the impact of stricter preven-
tion, which means taking tougher control measures on human
movement within cities than the actual policy from a certain
period in turn. As a result, only the strict restriction started
within the first three weeks is efficient at slowing the growth
substantially (Figure 5(a)). If we aim to reduce the final cu-
mulative confirmed cases in China to less than half of the real
data (i.e., less than 40,000) by controlling the population
mobility within cities, the action should be taken in the first two
weeks, i.e., limiting it to 76% of the current control level from
the first week, or 64% from the second week (Figure 5(b)).

(2) Factor Two: Population Migration between Cities. ,e
analysis of migration between cities is conducted in the same
way as above. We find that the critical time points of
deploying and lifting the migration restrictions between
cities are the third and second week, respectively
(Figure 5(c)). It means that we should take action to restrict
the migration across regions at least before the explosive
growth of new cases and restart it after the new cases drop to
half the peak. Since these time points are earlier than the
previous factor, it again supports the conclusion that we
should pay more attention to the early control of migration
between cities. Results also reveal that the stricter restriction
on migration across regions should start from the first week
to effectively mitigate the outbreak (Figure 5(c)). However,
the unprecedented migration confined in China is almost
sufficiently strict. ,erefore, if only tightening it further, the
final cumulative confirmed cases will not be cut by half
(Figure 5(d)).

(3) Factor 9ree: Awareness Diffusion. Similarly, the ex-
periments on awareness show that we should start an
awareness reminder no later than the third week and wait
until at least the fourth week before proceeding to relax the
publicity of anticontagion awareness (Figure 5(e)). It reveals
that we should always value the awareness reminder at least
until the new cases decline to near zero. If we try to limit the
epidemic more efficiently, more efforts need to be put into
publicizing awareness for the first three weeks. By contrast,
the decline of the epidemic caused by the awareness re-
minder is weaker than its increase, which means that the
self-protection awareness of Chinese residents is relatively
strong. On this basis, it is not achievable to bring the cu-
mulative cases below 40,000 by only controlling awareness
spreading (Figure 5(f)).

(4) Summary of Comparison. In general, population mobility
within cities, migration between cities, and awareness dif-
fusion are proven to be key epidemic factors. Taking ap-
propriate measures from these aspects at the right time can
effectively control the pandemic (Figures 5(a)–5(e)). ,e
controlling of these factors changes the course of a rapidly
escalating and deadly epidemic, and the crunch time for
epidemic prevention is discussed above. We also obtain
consistent evidence that countries should reopen at least
after the new case drops to half the peak.

However, once a state reopens, these human activity and
awareness factors may lead to a resurgence of the epidemic at
any time. ,e sudden resurgence of COVID-19 in Beijing in
mid-June has refocused attention on epidemic prevention
and control. In the previous three months, the country
gradually resumed work and classes, and large-scale gath-
erings and movements occurred again. ,e anticontagion
awareness reminder to the public also slackened. As a result,
these conditions provide an opportunity for the epidemic to
spread. Fortunately, Beijing immediately stopped resuming
work, restricted population movement, updated the public
on the epidemic information, and conducted a large number
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Figure 4: Comparison between the impacts of different controls in Hubei province. Subfigure (a) provides the simulation results of
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with the simulation results. (a) ,e simulation results of Hubei province. (b) Real data of Hubei province.
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Figure 5: Timetable for the work resumption, epidemic prevention, and strict restrictions. (a) records the simulated cumulative
confirmed cases, when the state goes back to work within each city (blue bar), restricts the population mobility within cities (grey bar),
and takes tougher control measures on mobility within cities (red bar) since different periods. (c) shows the results of controlling the
population migration between cities in the same way. ,e blue, grey, and red bars in (e) demonstrate neglecting, starting, and
emphasizing the awareness reminder, respectively. To cut the final cumulative confirmed cases by half, (b) shows the critical limiting
ratio of population mobility within cities. ,e partial enlarged view in (b) documents the cumulative cases when this factor is adjusted
to 1% of the true level, which shows that the goal cannot be achieved in the third week or beyond. Since the goal to cut cumulative cases
by half also cannot be achieved by only controlling the other two factors, i.e., the population migration between cities and awareness
diffusion, (d) and (f ) document the impact of limiting them to 1% and 10% of the true level. (a) Timeline for population mobility
management. (b) Timeline for population migration management. (c) Timetable for awareness diffusion. (d) Critical value of
population mobility management. (e) Critical value of population migration management. (f ) Critical value of awareness diffusion.

8 Complexity



of viral tests, which quickly curbs the growth of coronavirus
cases.

3.3. Experience of China and Reality of Various Countries.
On the basis of the above analysis, we summarize the
characteristics and experience of China in epidemic pre-
vention and economic recovery:

(1) ,e epidemic prevention started at the initial
stage of the outbreak when new cases just began to
increase exponentially. ,e key measures in-
cluded restrictions on population mobility within
cities, restrictions on population migration be-
tween cities, and publicity of anticontagion
awareness.

(2) ,e reopening policy was implemented when the
pandemic almost was under control, i.e., new cases
decreased almost to zero. ,e resumption of work
started within cities and then extended to human
movements across cities.

(3) Large-scale new cases in China lasted about one
month.

,e war against COVID-19 of China has gained re-
markable achievements. Based on China’s experience in the
epidemic prevention and reopening process, we analyze the
epidemic policies in various countries, where we focus on
the deploying and lifting of restrictions on population
movement. ,e results are presented in Figure 6, and the
main findings are listed as follows:

(1) Some Asian countries, e.g., Japan and South Korea
[32, 33], also started anticontagion measures at the
beginning of the outbreak and resumed work when
the epidemic is under stable control (Figure 6(a)).
,e outbreak was short-lived in these countries.

(2) In some European countries, e.g., the United
Kingdom, Italy, and Germany [34, 35], the epidemic
prevention started relatively late, with a time lag of
about two weeks from the initial outbreak, and the
reopening measures took effect when the epidemic
was initially under control (Figure 6(b)). For ex-
ample, in the early stages of the pandemic, the UK
adopted loose anticontagion measures, delayed
lockdown restrictions, and the self-protection
awareness of the residents was weak. ,ese led to an
insufficient implementation of the government’s
recommendations, such as keeping a social distance,
which made the outbreak last longer.

(3) In the American countries, e.g., the United States and
Canada [36, 37], anticontagion policies were put
forward in the early stage of the outbreak, but the
practical measures were not strict enough. ,e
countries got back to work when the outbreak was
still in progress. Hence the epidemic lasted for a long
time (Figure 6(c)). For instance, in the early days of

epidemic prevention in the United States, effective
measures such as wearing masks were not empha-
sized enough by the government and many residents
ignored personal protection, resulting in the ex-
plosive growth of coronavirus cases. In addition,
many states began to lift social distancing measures
and organize resumption of production even before
the new cases showed a clear downward trend, and
due to social causes, large-scale protest marches
broke out in many parts of the United States. As a
result, rather than being restricted, the population
movement has become more active. ,ese complex
conditions make it difficult for the US epidemic to be
effectively controlled.

Some other countries around the world now are still in
epidemic growth, e.g., India, Russia, Mexico, and Brazil [38].
,ese countries began to prevent the epidemic early, but due
to economic pressure and the world environment, they
began to resume work during the explosive growth.
,erefore, there is a risk of sustained large-scale outbreaks in
these countries.

4. Discussion

,is work investigates the coevolution of the epidemic
spreading and awareness diffusion during the COVID-19
outbreak. It develops a network model with large-scale real
data of heterogeneous human movements and imported
cases to simulate the epidemic.We focus on three key factors
of the epidemic, i.e., population mobility within regions,
population migration between regions, and awareness dif-
fusion, examining their effective measures and crunch time
separately. Results elucidate the important role played by
these factors in epidemic prevention and ascertain the
impact of measures taken in Hubei on the national outbreak.
We also highlight the critical time points for each anti-
contagion measure.

,e experience of China is employed to analyze COVID-
19 in other parts of the globe, to find unified rules in 275
complex situations around the world and give advice on
epidemic prevention.,e advice includes avoiding gathering
and lack of self-protection awareness; strongly preventing
the coronavirus from spreading within key regions or be-
yond; attaching importance to the crunch time, to eliminate
risks at the source, and keeping the pandemic from recurring
caused by reopening measures. Our findings explain some
key mechanisms of epidemic prevention and contribute to
the decision-making in various countries suffering from
COVID-19.

We attempt to discuss the impact of awareness diffusion
on the COVID-19 pandemic in this paper. Since awareness
plays an important role in controlling epidemic spreading,
many related issues are worth studying. We hope that this
paper will inspire more work on the relationship between the
epidemic and awareness and encourage more countries to
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build residents’ awareness of epidemic prevention in the
battle against COVID-19.

Data Availability

,e data source is described within the manuscript. ,e data
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qianxi.baidu.com/2020/, and http://www.nhc.gov.cn/xcs/
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Flight delay is one of the most challenging threats to operation of air transportation network system. Complex network was
introduced into research studies on flight delays due to its low complexity, high flexibility in model building, and accurate
explanation about real world. We surveyed recent progress about flight delay which makes extensive use of complex network
theory in this paper. We scanned analyses on static network and temporal evolution, together with identification about to-
pologically important nodes/edges. And, we made a clarification about relations among robustness, vulnerability, and resilience in
air transportation networks. )en, we investigated studies on causal relations, propagation modellings, and best spreaders
identifications in flight delay. Ultimately, future improvements are summarized in fourfold. (1) Under Complex Network, flight
operation relevant subsystems or sublayers are discarded by the majority of available network models. Hierarchical modelling
approaches may be able to improve this and provide more capable network models for flight delay. (2) Traffic information is the
key to narrow the gap between topology and functionality in current situations. Flight schedule and flight plan could be employed
to detect flight delay causalities and model flight delay propagations more accurately. Real flight data may be utilized to validate
and revise the detection and prediction models. (3) It is of great importance to explore how to predict flight delay propagations
and identify best spreaders at a low cost of calculation complexity. )is may be achieved by analyzing flight delay in frequency
domain instead of time domain. (4) Summation of most critical nodes/edges may not be the most crucial group to network
resilience or flight delay propagations. Effective algorithm for most influential sequence is to be developed.

1. Introduction

Commercial flights in China mainland has achieved 1.76
times growth in just one decade, from 4.22 million in 2008
[1] to 11.66 million in 2019 [2]. Except for strong demand to
satisfy, air transportation network system may be disturbed
by severe weather and airspace restrictions heavily. Most of
flight delays are caused by them [2]. Besides, this critical
infrastructure must be resilient or robust in case of earth-
quakes, system failures, and other unexpected situations.
Microcomputer simulation is able to model air trans-
portation network system at high resolution and accuracy
via professional software [3, 4]. It once was regarded as the
most efficient approach for airspace capacity, network

resilience, and flight delay. However, this method did not
become the first candidate for national, intercontinental,
worldwide, and other large-scale air transport network
systems. It is mainly because of its high complexity in model
building and strong inflexibility to model structure
modification.

It is much appreciated that network science is able to
simplify a complex system so that we can better understand
its function as a whole [5]. Despite aged less than two de-
cades, complex network theory [6, 7] in network science has
experienced a tremendous growth. Many real systems
[8–10], composed of a large set of interacting elements, can
thus get accurately interpreted. It is not surprising that this
methodology was introduced into researches on flight delay.
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Studies about network character and network resilience also
got stimulated even though they contribute to flight delay
phenomenon indirectly.

Network properties root for characterization, repro-
duction, and even prediction of the network system [11].
With strong fluctuations at various time scale, not only
network properties evolved but also flight delays diffused.
Complex network was applied to model and analyze
Worldwide Airport Network [12], USA Airport Network
[13], and China Airport Network [14] in the very beginning
of the theory. Metrics from complex network were also
utilized to characterize the temporal evolutions of airport
networks worldwide [15–20].

Flight delay will occur frequently and propagate heavily
if air transportation network is vulnerable, less robust, or less
resilient to disturbances. Network efficiency [21] and size of
the largest connected subgraph [22] became the most fre-
quent utilized indicators in robustness description of air
transportation network [23–28] and both of them come
from complex network. Indices, including degree, be-
tweenness, clustering coefficients, and closeness, could be
employed to make effective and efficient attack/recover
strategy [23–28] to network resilience.

On the foundation of character analyses about flight
delay in complex network, scholars attempted to discover
causal relations of flight delay [29–34]. Modellings or pre-
dictions about flight delay propagation in network level have
also achieved much progress [35–40] with support of
complex network.

With advancement in studies on network character
analysis, network resilience, and flight delay, there emerged a
new hot issue: identification of influential vertices or links.
)e identification is crucial to achieve certain structural or
functional objectives. )ey are topologically important
nodes/edges in network character analysis [41–44], influ-
ential nodes/edges to network resilience [24, 45], and best
spreaders for flight delay [34, 40, 46]. However, the iden-
tification is not a trivial task due to challenges in balancing
local and global indices and parameter-free and multipa-
rameter indices [47].

)is paper tracks and concludes recent progress in
network character analysis (Section 3), network resilience
(Section 4), and flight delay (Section 5). )e survey about
identification of influential vertices/links is conducted in
these 3 sections since we are concentrated on flight delay
under complex network. Section 2 will introduce the basic
concepts about air transportation network and complex
network. Finally, Section 6 is arranged to summarize the
future directions.

2. Basic Concepts

2.1. Air Transportation Networks. Static air transportation
network comes from one snapshot of the network states or
the accumulation of network states within certain time
duration. )ere are five categories of interesting air trans-
portation networks under complex network: (1) Airport
Network, (2) Airline Network and Air Alliance Network, (3)
Air Route Network, (4) ATC Sector Network, and (5)

Country Network. )e Airport Network is built by con-
necting pairs of airports if they have a direct flight, which are
illustrated by dotted lines in Figure 1. Consider that flights
may be operated by different airline companies, and there
are different types of dotted lines in Figure 1. And, several
airline companies may ally to share their flights and to
provide more convenient transport choices. If we discrim-
inate the flights with their airline company [48] or with their
airline alliance, the Airline Network or Air Alliance Network
gets founded. In some airport networks or airline networks,
there are more than one airport in the same city. )ese
airports may be merged into one node. Traffic information
outside the city is accumulated into the new node, while
traffic information inside the city is neglected [49]. What is
noticed is that airline network differs from airport network
only in the airline company. If the airline company infor-
mation does not get counted, the airline network is the same
as airport network, for example, [49, 50].

Nevertheless, flights will not fly to its destination airport
in a straight airline in real air transportation operation. For
safety and airspace capacity, they have to follow the pre-
defined nominal track, named air route or airway. Usually,
an air route looks like a polyline rather than a straight line.
Air route/airway is consisted of several intermediate way-
points, airports and segments among them, i.e., W1, W2,
and W3, and the solid lines among them, as shown in
Figure 1. Air Route Network is created once these air route
waypoints, airports, and predefined nominal tracks get
considered. Besides, air traffic controllers are responsible for
the flight safety and efficiency within pre-established air-
spaces, named air traffic control (ATC) sectors. Usually, an
ATC sector covers several waypoints of different air routes
and zero or more airports, as illustrated by Figure 1. ATC
Sector Network is constructed by linking ATC sectors if they
have an air route segment. In Country Network, all the
airports, waypoints, or ATC sectors within the same country
or region are merged into one vertex, and the connections
inside the country or region are discarded. Since air route
network and ATC sector network are most relevant to flight
operations, studies conducted on them benefit research
studies on flight delay most.

)e link in above networks can employ traffic infor-
mation between nodes as weight. Frequent adopted weights
include number of flights, passengers, and available seats.
Without weight, the link is a binary. Besides, directional
traffic between two same vertices can also get modelled
separately. In airport network in Figure 1, edge A⟶Cmay
describe the traffic from A to C while the link C⟶A may
represent the traffic in opposite direction, and this is the
directed network [51].

2.2. Temporal Network. Temporal network consists of a
sequence of static networks over multiple time snapshots. In
temporal air transportation network, connections, weights,
and architecture evolve with time t, as shown in Figure 2.

Figure 2 is an example of temporal airport network, in
which node denotes airport. A link is created when there
exists a direct flight between two airports. If we take the
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number of flights as weight, both weights and connections of
airport network may evolve along with time t. Except for
structural evolutions, temporal air transport network is also
filled with dynamics, such as flight delay.

2.3. Fundamental Metrics in Complex Network. Table 1 lists
the most frequent used fundamental metrics in air trans-
portation networks under complex network.

)ese fundamental metrics are for both undirected and
directed networks. And, H-index [56, 57], weighted metrics
[58], and other sophisticated methods [17, 20] are developed
basing on them. All of these indicators are to describe single
vertex or whole network directly. While eigenvectors [59]
and k-core [60] are to evaluate nodes via their neighbor-
hoods or layers they belonged to.

3. Network Character Analysis

Network character roots for the characterization, repro-
duction, and even the prediction of the network system.
Modelling and analyzing air transportation network are the
fundamental step for research studies on flight delay. )is
section is to investigate analyses about air transport network
characters under complex network on the context of flight
delay. Our focuses in this section include static and temporal
network, together with the identification of topological
important nodes/edges.

3.1. Analysis on Static Network. Static air transportation
network comes from one snapshot or the accumulation of
network system states within certain time duration. In
complex network theory, general procedure to analyze static
air transport network is to build the network model basing
on collected data, calculate topological metrics of network
model, and analyze these indicators.

Traffic information characterizes the connections in air
transportation infrastructure and is fundamental for a
comprehensive system description. Hence, this section pays
special attention to the characterization of traffic informa-
tion in established network models. For this purpose, re-
searchers usually employ weighted metrics and even develop
new indicators. Table 2 compares some strong impact an-
alyses on static air transport networks under complex
network theory.

Discussions about Table 2 are in twofold. )e first one
refers to the air transport network model. Despite the to-
pology of different air transport network models being
analyzed by worldwide scholars, the airport network model
acquires the most attention. It is mainly because it is the least
difficult one. However, the airport network model is also the
most different one from real air transport operation. It
discards plenty of intermediate waypoints and contacts.
)us, factors affecting flights, such as diverge, converge, and
cross traffic in the air, airspace restriction, and severe
weather, could not get effectively considered. )is problem
will be further confirmed by demonstrations of Tables 3–6.
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Another problem about air transport network model lies
in the category of nodes. Although Verma et al. [50], Lordan
and Sallan [62], and Du et al. [49] encapsulate airport
networks into multilayer infrastructures via the ‘‘k-core
decomposition” method, vertices in all the five air transport
network models denote airport, region/country, air route
waypoint, or ATC sector alternatively. In essence, nodes in
all available models only represent points of flight path or
flight route. Airport, air route waypoint, and ATC sector will
not attend on the same network model. )is simple mod-
elling method may work well in network-level description.
However, there are various factors which may affect flight
operation, such as plane rotation, flight crew, air traffic
controller, and “communication, navigation, and

surveillance facilities.” Any of them may produce large-scale
disruptions to air transport networks. Without these flight
operation relevant subsystems and sublayers, the current
modelling scheme is hard to be effective for flight delay.

)e second one pertains to the characterization about
traffic of air transport network system. Number of flights
and number of available seats are the most frequent
employed weights to signalize network traffic in almost all
relevant literatures, including those in Tables 2–6. However,
a comprehensive description of air transport network system
requires much more information, such as airspace capacity,
geographical length, direction, and altitude restriction of a
segment of air route/airway. And, to the best of our
knowledge, they are discarded by current investigations.

Table 2: Some strong impact analyses on static air transport networks.

Region Type Time period Directed Weight
Metrics

Ref
Conventional New

Worldwide Airport network
2000.11.1-

No —
Degree

— [12]2001.10.31 Betweenness
Shortest path length

Worldwide Airport network 2002 No Number of available seats

Degree

— [58]Strength
Shortest path length
Clustering coefficient

Worldwide Airport network 2011 No Number of flights Degree — [50]Clustering coefficient

USA Airport network — Yes Number of flights
Degree

— [13]Shortest path length
Clustering coefficient

USA Airport network 06:00–24:00 2010.1.1 Yes Number of flights
Degree

— [61]Shortest path length
Clustering coefficient

Europe Airport network 2014.8 No Number of flights Degree — [62]Clustering coefficient

China Airport network — Yes Number of flights
Degree

— [14]Shortest path length
Clustering coefficient

China Airport network 2015 No — Degree — [49]

India Airport network 2004.1.12 Yes Number of flights
Degree

— [63]Shortest path length
Clustering coefficient

Table 1: Most frequently used topological metrics in air transport network.

Metrics Equation Interpretation

Degree [52] ki � jmij

Where mij is the connection between node i and node j: mij � 1 if
there is a connection existing; mij � 0 otherwise; this metric refers to

the number of connections with other nodes in the network

Betweenness [53] BCi � j≠k≠i(σjk(i)/σjk)

Where σjk is the number of shortest paths going from node j to node
k; σjk(i) is the number of shortest paths going from node j to node k

and passing through node i
Average shortest path
length [52] L � (1/(n(n − 1)))i,j∈N,i≠jlij � (1/n)i∈Nli

Where N is the set of all nodes in the network, n is the number of
nodes; lij [54] is the length of the geodesic from node i to node j, the

minimum number of edges connecting from node i to j;
li � (j∈N,j≠ilij/(n − 1))

Efficiency [21] E � (1/(n(n − 1)))i,j∈N,i≠j(1/lij)

Clustering coefficient
[55] Ci � (j,k∈Ki,j≠ kmijmikmjk/ki(ki − 1))

Where Ki is the set of all the neighbor nodes of node i, ki is the
number of nodes Ki; mik is the connection between node i and node
k; this metric gives an overall indication of how nodes are embedded

in their neighborhoods

4 Complexity



Moreover, present research studies are unable to employ
more than one weight. Considered information is so limited
that it is hard tomake a comprehensive explanation of the air
transport network system.

Besides weights, scholars also employed topological
metrics and correlations among them to reveal features of air
transport network. Based on those conventional metrics in
Table 2, Barrat et al. [58] proposed weighted clustering
coefficient and weighted average nearest-neighbors degree.
Correlations between indexes, for instance, relations be-
tween clustering coefficients-degree [61, 63] and strength-
degree [58], get further evaluated. Guimera et al. [65] and
Bianconi et al. [66] also investigated the connections be-
tween community structure and air transportation network
topology. Bianconi et al. [66] proposed an entropy measure-
based indicator to quantify the dependence of USA Airport
Network structure on community structure and individual
vertex’s degree.

Much progress has been achieved by the metric-based
analyses. However, the majority of available metrics are
topological ones, including all the conventional and their
weighted indices in Tables 2–6. )ey are to characterize the
air transport network topology instead of the network
functionality, while air transport network is a physical
network system which is born for traffic. )ere exists an
inherent gap between topology and functionality in current
studies and the gap remains unnarrowed.

3.2.TemporalEvolutionAnalysis. During strong fluctuations
at various time scales in air transportation network, not only
topological properties evolved but also flight delay propa-
gated. As temporal network consists of a sequence of static
networks over multiple time snapshots, analyses about
temporal evolutions are mainly conducted through statistics
about network topological metrics and their relations in
different moments.

Besides the focuses on static network in Section 3.1,
primary concern in this section lies in how to analyze the
temporal evolutions. Table 3 surveys some strong impact
analyses on temporal evolutions.

Table 3 confirms the conclusions in Section 3.1. It also
reveals that most investigations in this field are performed
via basic statistics on network indices and their
relationships.

Wandelt and Sun [15] analyzed the yearly and monthly
evolutions of worldwide country network through degree
and density (a degree-related indicator). Relationships be-
tween degree and betweenness and topological critical nodes
and links got further displayed. Besides, they calculated
yearly correlations within unweighted degree and passenger-
weighted betweenness and correlations within functionally
critical nodes and weighted links. Gautreau et al. [16] dis-
covered topological characters in USA airport network were
stable via statistics of degree, passenger-weighted degree,
and passenger flows. Moreover, they explored the

Table 3: Some strong impact temporal evolution analyses on air transport network.

Region Type Time
period Directed Weight

Metrics
Ref

Conventional New

Worldwide Country
network 2002–2013 No Number of

passengers

Degree

— [15]Betweenness
Shortest path length
Clustering coefficient

USA Airport
network 1990–2000 No Number of

passengers Degree Weight growth lifetime of
links [16]

Brazil Airport
network 1995–2006 Yes

Number of
flights Degree

Entropy [17]Number of
passengers Shortest path length

Amount of cargo
carried Clustering coefficient

USA Airline
network 1990–2007 No —

Degree

— [18]Betweenness
Shortest path length
Clustering coefficient

China Airport
network 2002–2010 No — Degree shortest path length

clustering coefficient — [19]
China Air route

network

Europe Airport
network 2011–2013 Yes

Number of
available seats Degree betweenness shortest path

length clustering coefficient
Cov (ratio of the standard
deviation to the mean) [20]

Europe Air route
network

Number of
flights

Complexity 5



microscopic dynamic of network through analyses on
weight growth and lifetime of links. da Rocha [17] scanned
the yearly evolutions of unweighted and weighted Brazil
Airport Network via degree, shortest path length, and
clustering coefficient, together with their distributions and
correlations among them.

Cai et al. [19] analyzed temporal evolution of Chinese
Air Route Network via early distribution of flight-weighted
degree, yearly traffic flows, and traffic flow growth rates.
Based on degree, weighted degree, clustering coefficient,
betweenness, weighted betweenness, closeness (shortest path
length-based metric), and weighted closeness, Sun et al. [20]
studied temporal evolutions of European Air Route Network
and European Airport Network. Adopted weights are
number of flights and number of available seats.

Temporal tendencies of metrics and their correlations
are mainly presented and discussed via time-figures. Prin-
ciple-level analysis is quite rare. Weight growth and lifetime
of links [16], entropy of the degree distribution [17], and
variations and CoV of conventional indicators [20] are
employed to improve traditional methods and to narrow the
gap between topology and functionality of air transport
network.

3.3. Identification of Topological Important Nodes/Edges.
It was recognized that identification of influential vertices or
links [42–44] is crucial for certain benefits. In essence, the
identification in this section is to evaluate nodes/edges with
indicators in static networks. However, no single index can
perform the duty. )e general detection idea is based on
multitopological attributes, such as AHP [67]. )us, we are
interested in the idea of identification method, metrics they
fused, and performance test approaches. Table 4 is organized
by the concerns.

Li and Xu [41] employed both functional index and
topological metrics in the evaluation of node importance.
)ese indicators are fused by a method based on fuzzy soft
set theory which is able to integrate several indices over
different time intervals. Performance of the proposed
method is evaluated through the change of airport network
efficiency after the airport is removed intentionally. Ren et al.
[42] proposed a node sorting algorithm based on VCM and
four conventional topology metrics. )e VCM assumes that
the index with larger difference has a large impact on
network physical properties and is more important. )ey
adopt SIR (susceptible-infected-recovered) [38] model to
obtain node’s infection ability. And, performance of VCM
and four topology indices are compared through the SIR
model. )e IEM [43] believes that the indicator with small
entropy provides more information and is more crucial.

Depending on topological indices, these approaches
[41–43] calculate the importance of a node directly. Instead,
Ren et al. [44] measured influence of waypoint through
change of network after the node is removed. )e change is
defined as relative entropy of network agglomeration.
Network agglomeration is determined by the average path
length which has been introduced in Table 1.

)e identification of influential nodes/edges was stim-
ulated greatly by these two kinds of approaches. However,
the gap between topology and functionality of the air
transport network system remains still unnarrowed. Most
frequent utilized indicators are topological ones and the
network changes are also quantified via the change of
network topology. Last but not least, it is much appreciated
that air route network and ATC sector network have aroused
attentions from researchers, since they are the most relevant
networks to real flight operations.

3.4. Summary. Except for analyses about network characters
under complex network on the context of flight delay, we are
much concerned about network models which are funda-
mental to subsequent research studies since air trans-
portation network is a physical network and is born for
traffic. Future improvements lie in the bridge between
theoretical approaches and air transportation network
functionality.

(1) )ere are various factors and systems that may
disturb a flight, such as weather, plane rotation, flight
crew, air traffic controller, “communication, navi-
gation, and surveillance facilities,” diverge, converge,
and cross traffic in the air, and airspace restrictions.
Any of them may produce large-scale disruptions to
air transportation networks. However, as concluded
by Section 3.1 and confirmed by other sections,
current five network models are unable to take these
factors into account due to the absence of inter-
mediate points of flight path and the single category
of nodes. )is prevents these network models be-
coming the most effective modelling schemes for
flight delay. With flight operation relevant subsys-
tems or sublayer embedded in, such as [68], hier-
archical modelling approach may be the most
appropriate framework for flight delay.

(2) Since flight delay is concerned with functionality/
operation of the air transport system, the gap be-
tween topology and functionality should be taken
seriously when aimed at flight delay. More ap-
proaches or indices, responsible for both topology
and operation of air transport network, are to be
developed. Moreover, the comprehensive descrip-
tions and evaluations about air transport network
will definitely get stimulated by weights beyond
traffic information, such as geographical length,
capacity, and altitude restriction, or by network
models with more than one kind of weights.

4. Resilience

Flight delay will occur frequently if air transportation net-
work is less robust to disturbances. )e word resilience
originally originated from the Latin word “resiliere,” which
means “bounce back.” Resilience implies the ability of an
entity or system to return to its normal condition when
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disrupted. Resilience in the engineering system can get
clarified via the three phases of system responding in Fig-
ure 3 [69].

Performance stands for network system’s ability to
perform required task. )ere are various performance in-
dicators in complex networks and this will be discussed later.
In the original steady phase, network performancemaintains
its target level p0. In the disruptive phase, system perfor-
mance drops to the lowest level pr. In the recover phase,
network system performance recovers to new steady level
pns. Inspired by definitions about absorptive capability and
restorative capability [70], we argue that, in the air transport
network system,

(1) Robustness refers to network performance loss
(PL� p0 − pr in Figure 3) when perturbed. Distur-
bance will produce much less performance loss to a
robust network.

(2) Average drop rate of network performance reflects
resistance of network against the perturbation.
Sometimes, it can be expressed by the performance
loss over specified time, (PL/Δt). It can also be
measured by the performance loss under certain
attack strength (PL/Δa). Attack strength a can be
quantified by number of removed nodes or edges.
Network vulnerability is described via performance
loss and its average drop rate.

(3) pns − pr and its average increase rate are utilized to
characterize restorative capability of air trans-
portation network. Similar with the average drop
rate of PL, ((pns − pr)/Δt) indicates restored per-
formance over specified time. And, ((pns − pr)/Δr)

represents restored performance under certain re-
cover strength. Recover strength r can be quantified
by number of repaired nodes or edges.

)us, resilience is composed of vulnerability and re-
storative capability. Relationships among resilience, vul-
nerability, and robustness are illustrated in Figure 4.

Following the tagged numbers in Figures 3 and 4, re-
lations among robustness, vulnerability, and resilience are
easy to be clarified. And, this clarification breeds a clear sight
into numerous research studies about resilience of the air

transportation network system. Current investigations can
be reviewed based on the following 4 questions.

(1) How much is the network performance loss when it
is interrupted? How to measure this robustness?

(2) What is the most effective and efficient attack
strategy or what can be done to maximize the per-
formance loss? Whose removal decreases network
performance most?

(3) What is the best strategy to recover the network
system’s performance? Whose recovery increases
network performance most?

(4) How to make a comprehensive description about the
resilience of the air transportation network system?

4.1. Robustness Measurement. In early studies about error
and tolerance in complex network, Albert et al. [71] regarded
average length of the shortest paths between any two nodes
in the network as the performance of complex network.
Motter and Lai [22] quantified network performance in
terms of the relative node size of the largest connected
subgraph.

Our concerns in this section are about question (1), perfor-
mance indicator, and how to measure the robustness of air
transport network. Table 5 presents recent impact literatures
about robustness. )ese studies are to remove or recover
vertex and its connected edges one by one based on different
select criteria. )e network robustness is measured and
analyzed by the adopted performance indicator.

Table 5 reveals that network efficiency [21] along with
size of the largest connected subgraph ranks the most fre-
quently utilized performance indicators of air transportation
network. )e network efficiency closely relates to average
length of shortest path as illustrated in Table 1. Both network
efficiency and size of the largest connected subgraph are to
signalize network performance from perspective of network
connectivity other than network functionality. Nevertheless,
air transportation network is practical infrastructure which
is born for air traffic. Network robustness is concerned with
system functionality, as discussed previously. Without

Table 4: Comparison of multimetric-based methods.

Network type Identification method Fused metric Performance/effectiveness
test Ref

Airport
network

Fuzzy soft set (fuse multi-indices over different time
intervals)

Degree, Network efficiency after
airport gets removed [41]Betweenness

Passenger flow
ATC sector
network

Variation coefficient method (VCM, objective
weighting method to aggregate multiattributes) Degree betweenness

closeness eigenvector
SIR model Kendall’s tau

coefficient

[42]

Air route
network

Improved entropy weight (IEW, objective weight
method to aggregate multiattributes) [43]

Air route
network

)rough changes in network agglomeration relative
entropy when node removed — SIR model Kendall’s tau

coefficient [44]
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fundamental traffic information, these two topological
metrics are less convincing to measure robustness of air
transportation network system.

On the context of air transport network functionality,
Janić [72] relied on number of flights/passengers to calculate
robustness of existing airports. And, robustness of removed

airports is measured by their weights. )en, he regarded
summed robustness of all left vertices as network robustness.
Wandelt et al. [73] and Sun et al. [64] employed the un-
affected passengers with rerouting as a baseline index in
evaluation of air transportation system robustness. Besides,
Sun et al. [64] and Dunn andWilkinso [74] defined survived

Table 5: Recent impact literatures about robustness in air transport network.

Region Network type Indicator of network performance Node select criteria Ref

Worldwide Static airport network Size of the largest connected
subgraph

Degree, betweenness, and other 3
topological metrics [23]

Worldwide Static airport network Size of the largest connected
subgraph

Degree, betweenness, and 2 topological
metrics [24]

USA Static airport network Size of the largest connected
subgraph Degree-weighted degree [25]

Canada Static airport network Size of the largest connected
subgraph

Weighted clustering coefficients
betweenness connectivity (weighted

degree) closeness
[26]

German Static airport network
Size of the largest connected

subgraph network efficiency survived
links

Degree, betweenness, eigenvector closeness,
and other 2 topological metrics [64]

China
Static airport network static air
route network static ATC sector

work

Size of the largest connected
subgraph network efficiency Degree betweenness closeness [27]

China Static ATC sector network Size of the largest connected
subgraph network efficiency Degree-weighted degree betweenness [28]
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links as robustness of air transportation network. All these
summed weight metrics [64, 72, 73] assessed robustness of
air transportation network from the aspect of traffic demand.

Another kind of solution comes from the perspective of
traffic supply and is based on airspace capacity [75–77]. Pien
et al. [75, 76] proposed a new robustness index called the
relative area index (RAI). )e index quantifies the influence
of individual node to the performance of the entire network
when it suffers capacity reduction at a local scale. And, the
model estimates the maximum flow of network as its new
capacity when the air transport network is influenced. )ey
[75] also conducted a comparative analysis between RAI-
based robustness and betweenness-based robustness. Yoo
and Yeo [77] regarded the redundant capability to replace
the damaged node as the adaptive capacity. Furthermore,
they evaluated the air transportation network robustness
based on adaptive capacity concept.

Much progress has been achieved to describe air
transport network performance from perspective of network
functionality. )ey either rely on traffic demand or depend
on traffic supply. )us, disadvantages of topological char-
acter-based methods get surmounted and gap between
functionality and topology of air transport network get
narrowed. Nevertheless, few take traffic demand and traffic
supply into their description simultaneously. )is goes
against with the indication of COVID-19. In the rare sce-
nario, traffic demand is suppressed heavily, while traffic
supply (capacity of air transport network and airspace)
remains almost the same as before. )e demand is so weak
that any random errors or intentional attacks to network
system would produce much less disturbances than before.
Traffic demand and traffic supply are suggested to get
considered simultaneously in the measurement of air
transport network robustness.

4.2. Attack and Recover. )is section is to discuss questions
(2) and (3) in the beginning of Section 4, search most ef-
fective and efficient strategy to reduce or to restore network
performance, and locate those nodes or edges influential to
network performance. Table 5 reveals that most adopted
strategy is to remove or recover nodes one by one basing on
their values of degree, betweenness, clustering coefficients,
closeness, or other topological metrics. And, strategy ef-
fectiveness is evaluated via the estimation of network ro-
bustness. However, these nodes’ select criteria are also
topological ones since they completely rely on topological
indices and robustness indicators. In the birth of this
functionality-oriented research, there were no other better
solutions, and researchers had to go on with topological
methods. However, much progress has been achieved now.
More effective and efficient strategies should have been
developed.

Attack Strategy. Inspired by general game playing
process, Wandelt et al. [73] proposed a new explora-
tion/exploitation search technique to find attacking
strategies efficiently. It is based on a Monte Carlo Tree
Search algorithm, rather than on network metrics.
Dunn and Wilkinson [74] assumed that there may be

unused airport capacity to accept previously un-
scheduled flights. )is permits an adaptive saving and
rerouting edges. )is adaptive strategy is demonstrated
to be effective in raising robustness. )ompson and
Tran [78] utilized a three-stage optimization model
(defender-attacker-defender) to analyze USA air
transportation network robustness. )e model ap-
proximated the dynamics among three opposing
agents: an operator that seeks to minimize the net-
work’s operational cost via optimal passenger rerout-
ing, an attacker that aims to maximize that cost by
disrupting a number of network routes, and a defender
that is tasked with mitigating the actions of the attacker
by protecting key routes.
Recover Strategy. Since recover strategy in air trans-
portation network system has not aroused much in-
terest, current recover strategies mostly rely on
topological characters. Clark et al. [25] evaluated the
performance of three recover strategies in USA airport
network. )ey are based on traffic volume and random
and network centrality (eigenvector, closeness, be-
tweenness, and degree), respectively. Wang et al. [28]
compared the effects of random, degree-based, be-
tweenness-based, and remove sequence-based recover
strategy in China ATC sector network. However, to the
best of our knowledge, we have not noticed much
progress in recover strategies. Current relevant litera-
tures neither take traffic information into account nor
study recover strategies through the modelling of
network system evolutions such as [73, 74, 78].
Influential nodes or edges to network robustness can be
identified by the attack and recover strategies. How-
ever, these diagnosed nodes/edges are independent
individuals and summation of them may not be the
most crucial set. Du et al. [45] employed a memetic
algorithm to seek the minimum network robustness
after removing certain edges in Chinese air route
network. )e attacking performance of the algorithm is
superior to the highest edge-betweenness adaptive
strategy. And, the solution of the algorithm is the vital
set of edges. Soria et al. [24] proposed two customized
methods to search most effective sequence of edges in
network robustness reduction. It is based on be-
tweenness and damage, respectively. )ey also com-
pared the performance of genetic algorithm, simulated
annealing, two customized algorithms, and a combi-
nation of the two proposed methods in worldwide
airport network. Simulation experiments demonstrated
that the combined one is the most effective.

4.3. Resilience Description. It is quite rare to meet literatures
which are answering question (4). Xu [27] and Wang et al.
[79] defined a general resilience index for air transportation
network in which absorptive and restorative capability (il-
lustrated in Figure 3) get counted.)rough the evaluation of
system performance, comprehensive resilience of China
Airport Network was analyzed.
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It is much treasured that this integration of robustness,
resistance to attack, and restorative capability covers all
response phases to perturbations. However, the air trans-
portation network is a practical/physical system, such as the
electric power supply system [70]. Its operation is filled with
interactions among subsystems or sublayers, i.e., airport,
“communication, navigation, and surveillance facilities,” air
traffic controller, etc. Operation of subsystem or sublayer is
so sophisticated that any study on subsystem or sublayer is
worthwhile. )ese complicated subsystems or sublayers
should get further accounted in resilience descriptions.

4.4. Summary. We clarified the relations among robustness,
vulnerability, and resilience in the beginning of this section.
Under this guidance, we surveyed literatures about resilience
of air transportation network under complex network.
Future efforts are outlined as follows:

(1) Air transportation system is a practical infrastruc-
ture, whose robustness should be connected with
system performance. Traffic information is funda-
mental for robustness description. Except for to-
pological indicators, scholars have developed
numerous indexes to characterize air transportation
network robustness from perspective of either traffic
demand or traffic supply. However, the situation in
COVID-19 suggests that traffic demand and traffic
supply should get counted simultaneously in the
measurement about air transport network robust-
ness. In the rare scenario, traffic demand is sup-
pressed heavily, while traffic supply (capacity of air
transport network and airspace) remains almost the
same as before. )e demand is so weak that any
random errors or intentional attacks to the system
would produce much less disturbances than before.

(2) Under complex network framework, conventional
attack strategy and recover strategy are to remove
and recover nodes/edges one by one based on the
values of topological metrics. Monte Carlo Tree
Search algorithm [73], adaptive saving and rerouting
edge strategy [74], and defender-attacker-defender
optimization model [78] have been employed for
more effective attack strategy. While, to the best of
our knowledge, investigations about recover strategy
still rely on topological indices.

(3) It is pretty appreciated that resilience description
about air transportation network system has pro-
ceeded to the cover of all response phases, although
it just began. )ere are various subsystems or
sublayers in air transport networks and any of them
may produce large-scale disruptions. )ese factors
should get further considered in resilience de-
scriptions. We believe that only in this way resil-
ience of the air transport network system can get
accurately evaluated.

5. Flight Delay

Flight delay occurs when airplane cannot takeoff or land on
time. )is abnormality may spread to downstream flight
through airplane rotation. Furthermore, flight delay will
propagate heavily in some extreme situations, such as severe
weather and airspace restrictions. Under complex network
framework, flight delay diffusion can be portrayed as net-
work dynamics, such as cascade failure [22, 80] or epidemic
process [81].

Current investigations about flight delay in complex
network theory focus on empirical analysis, reveal of delay
causal relations, prediction or modelling of delay propa-
gation, and identification of best spreaders. Empirical an-
alyses [27, 82] share similar assumptions, approaches, and
limitations with network character analysis in Section 3.
)erefore, this section will not discuss them anymore. And,
these articles [83–87] are also off our concentrations since
they are beyond complex network framework, even though
they are worthwhile and well qualified in the prediction or
modelling of delay propagation.

5.1. Flight Delay Causal Relations. On the foundation of
character analyses about flight delay in complex network,
scholars attempted to discover causal relations of flight
delay.)e causal relations among vertices may get mined via
significance test methods in statistics. Flight delay causality
network is built by connecting pairs of vertices if they have a
direct induced flight delay. Moreover, characters of flight
delay network are analyzed under complex network theory.

Table 6 surveys recent impact studies on flight delay
causal relations under complex network framework. In
current situation, properties of established flight delay
networks are evaluated via topological metrics in complex
network. Network metrics-based analyses in this field share
similar limitations with network character evaluation in
Section 3. )erefore, our primary concern is the funda-
mental data, especially network work type and time series of
flight delay for significance test. And, approaches to mine
causal relations among flight delays are also interesting.

Analyses about Table 6 are organized according to the
focuses.)e first one refers to the fundamental data. Despite
flight delay causality under complex network theory
emerged only six years ago, related studies have covered
major nations/regions around the world. )e significance
test method cannot work without time series of flight delay.
Data in time series differ from landing delay to departure
delay. Real flight operation prefers ground delay strategy
than air delay strategy for safety and air fuel saving. )is
makes delay often occur in takeoff rather than in landing.
Cancelled flights should get counted since considerable
flights may be cancelled in large flight delay events.

However, all flight delay causal relations are studied in
airport network. Nevertheless, it is air route network or ATC
sector network that real flight operates in.)ere are multiple
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intermediate nodes between origination airport and desti-
nation airport in real flight operation, as illustrated by
Figure 1. Flights will frequently diverge, converge, and cross
in intermediate nodes, such as W2 for A-C and B-D in
Figure 1. Flight delay will diffuse heavily once the inter-
mediate node is blocked or covered by severe weather.
Another frequent situation is that once there are too many
flights between A-C, W2 might be allocated to these flights
with priority. )us, flights between B-D will be delayed
despite there being no direct links between A-C and B-D. In
this case, flight delay should be studied in air route network
or ATC sector network.

)e second concern is about the significance test method
adopted to detect flight delay causal relations. )e most
frequent employed approach is Granger Causality test

which is linear due to the adoption of smoothed and av-
eraged data. However, flight delay usually propagates in a
nonlinear fashion. In large flight delays, flight delay might
diffuse heavily in one specific time window. However, these
heavy propagations are likely to be ignored by the
smoothed and averaged data in the classical Granger
causality test. In order to overcome these limitations,
Belkoura and Zanin [29] developed a causality test method
for extreme events to identify those higher than expected
delays. It relies on the abnormal values and the statistics of
how such values are propagated. )ey also compared
performance of new approach with conventional Granger
causality through causal links, transitivity, efficiency,
largest shortest path length, greatest distance between any
pair of vertices, and assortativity.

Table 6: Recent impact studies on flight delay causality.

Region Time period Network
type Data in time series Significance test method Network

property metric Ref.

Europe 2011.3.1–2011.8.9 Airport
network

Average landing delay within
one hour

Granger causality test extreme
events identification-based test

Link number

[29]

Efficiency
Largest shortest
path length
Transitivity
Diameter

Assortativity

China 2015.8.1–2015.8.31 Airport
network

Average landing delay within
one hour Granger causality test

Link number

[30]

Efficiency
Largest shortest
path length
Transitivity
Assortativity

China 2012.7.1–2012.7.31 Airport
network

Average departure delay within
one hour (with consideration of

cancelled flights)
Granger causality test

Degree

[31]

Average cluster
coefficient
Largest

connected
cluster

Reciprocity
parameter
Community

Motifs

China 2016.12.1–2016.12.31 Airport
network

Average landing delay within
one hour

Low-dimensional approximation
of condition mutual information

for transfer entropy test

Degree

[32]

Link number
Efficiency

Average cluster
coefficient
Assortativity

Motif
Modularity

USA
China 2012.8.1–2013.8.31 Airport

network
Average landing delay within

one hour Pearson correlation test

Betweenness

[33]

Diameter
Average path

length
Average cluster

coefficient

USA 2015.1.1–2015.3.31 Airport
network

Total departure delay within
15minutes Granger causality in tail test

Link number

[34]
Average path

length
Average cluster

coefficient
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Except for averaged data, weighting small and large
delays equally also makes Granger causality unable to detect
large delays. Small delay is easily absorbed by the flight trip
in air and flight schedule buffers [34]. For this reason,
Mazzarisi et al. [34] proposed an extension use of the
Granger causality test, namely, Granger causality in tail. It
only considers extreme events and large delays. )ey also
compared performance of the proposed method with the
traditional Granger causality test through causal links, av-
erage path length, and average clustering coefficient.

Besides the Granger causality test, Xiao et al. [32]
proposed low-dimensional approximation of condition
mutual information for transfer entropy test to mine cau-
sality among nonlinear flight delays. )en, they designed a
simulation experiment based on artificial nonlinear time
series. Via true positive-, false negative-, true negative-, and
false positive-based indicators, performance of the proposed
method is analogically analyzed with Granger causality and
transfer entropy approaches. Simulations demonstrated that
the estimation accuracy increased when transfer entropy was
used to quantify and validate delay propagation. Wang et al.
[33] applied Pearson correlation coefficient to capture the
correlations between flight delays in different airports. )ey
also established flight delay networks from operational data.

Detection about delay propagation is fundamental for
subsequent flight delay researches. Under complex network
theory, there emerged Granger ausality test, transfer entropy
test, and Pearson correlation test methods in current flight
delay causal relation studies. Scholars have realized their
limitations and attempted to improve them. However, this
problem has not gained much attentions in general, and we
have not noticed much efforts. Furthermore, evaluations
about detection accuracy deserve more attentions. Belkoura
and Zanin [29] and Mazzarisi et al. [34] compared accuracy
of proposed methods with the traditional method. Xiao et al.
[32] evaluated accuracy of the proposed scheme through
flight delay propagation simulation experiment. No one has
been testified, validated, or evaluated by real flight delay
data. More effective flight delay propagation test methods
with high accuracy are to be developed.

Ultimately, the idea of above flight delay causality de-
tection methods is to mine delay causality via significance
test methods in statistics and the flight delay time series. In
essence, these kinds of schemes totally rely on flight delay
data to carry out their duty. )ey do not make full use of
flight schedule and flight plan. In real flight operation, there
are flight schedules to arrange flights. Most aircrafts are
scheduled with several flights within one day. And, every
commercial flight has to submit its flight plan in advance.
Flight plan contains origination airport, destination airport,
planned air route, expected departure/arrival time, and tail
number of aircraft.)rough tail number, we are able to track
flight path of an aircraft and of course the delay propagation
path. We believe that accuracy of flight delay causality de-
tection mechanisms will increase once flight schedule and
flight plan are accounted in.

5.2. Flight Delay Propagation Modelling. Subsequently,
scholars commenced modelling or predicting flight delay
diffusions for delay mitigation and reduction. Under
complex network framework, flight delay diffusion can be
portrayed as network dynamics, such as cascade failure
[22, 80] or epidemic process [81].

Our primary concern is about how to model the spreads
of flight delay. Most frequent utilized models are SIR [38] in
epidemic and cascade failure [22, 80] models.)e SIR model
divides all the individuals in the system into several groups
with different states. Everyone is aligned with only one status
at one time step. Delayed flights or delayed airports can be in
the infected state, those recovered from flight delay are in the
recovered state, and undelayed are in the susceptible state.
Flight delay propagation is simulated through state
transmissions.

Baspinar and Koyuncu [35] and Mou et al. [36] assumed
that recovered vertices are not immune to flight delay and
can be delayed with the same possibility with susceptible
ones. )ey employed the simplest SIR model. )ere are only
two kinds of states: susceptible and infected. Before infected
nodes recover to normal/susceptible, it will maintain in-
fected status and spread flight delay to neighbors constantly.
)e SIR model directly labels a node as delayed or unde-
layed. In real flight operation, airport, waypoint, ATC sector,
or other components contains more than one flight. Hence,
the accurate transmission rate (infection rate or recovery
rate) is of great importance for the predicting or modelling
since not all flights in one airport seem to be delayed or
undelayed in any moments.

)e cascade failure model [22] reproduces flight delay
propagations based on flight flow movement in the air
transport network system. It assumes that failure or flight
delay occurs once the load of node is over than its capacity.
Failed nodes have to be removed from the network and their
loads have to be reallocated to other connected nodes in air
transport network. )is reallocation may produce cascade
failures.)us, flight delay diffusions in air transport network
get simulated. Wu et al. [37] assumed that delayed airports
were able to perform certain amount of their traffic load and
kept delayed airports other than closed them. )is idea is
similar with real flight operation and makes the proposed
model more reasonable. )ey also explored the association
of cascade failure [22] and SIR. Allocation strategy of cascade
failure remains a challenging issue since there is more than
one flight in a single vertex.

In addition, the executions of both individual-based SIR
[35, 36] and improved cascade failure [37] require basic
computer simulation. )is requirement not only increased
calculation complexity but also decreased flexibility to the
adjustment of network architecture. Nevertheless, scientists
are able to draw network system characters and its dynamic
process via mathematical equations in the traditional
nonindividual-based SIR model. )is kind of methods as-
sumes that all the individuals are equally contacted with each
other and network is fully mixed. With graph Laplacian
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operator [39], Estrada [40] discovered and proved characters
of the propagation process. He obtained the rate of con-
vergence and best spreaders through theoretical analysis. In
this way, flight delay prevailing can be modelled at a low cost
of modelling complexity.

Second concern is about the infection/recovery rate and
the reallocation strategy. It is of great significance to resolve
them since they are the key parameters to model flight delay
propagations.

Baspinar and Koyuncu [35] estimated the infection rate
for airport-based SIR model through the data-driven sta-
tistical analysis on flight plan information and actual flight
flow data. Ground-waiting time of flight is utilized to de-
termine infection rate in the flight-based model. Moreover,
they calculated theoretical recovery rates of the airport-
based model and flight-based model via equations in the SIR
framework. Flight time and ground-waiting time are also
considered in the running of simulation. Furthermore, the
infection rate and recovery rate from actual flight flow data
was extracted by the Euler Method. )e accuracy of
established models in capturing delay spreading was dem-
onstrated via the comparison between estimated rates and
real rates. Mou et al. [36] introduced two airport-based SI
models to evaluate effects of flight time and ground-waiting
time on the spreads of flight delay. In one of them, infection
of flight delay completed at the moment flight lands. In the
other one, infection of flight delay accomplished once flight
is airborne. Infection rates in both models are directly de-
fined as 0.5, while recovery rates are 0.

Wu et al. [37] did not define or calculate the infection
rate and recovery rate directly.)ey reallocated the exceeded
load of infected airport to its connected susceptible airports
according on their weights. )ere are multiple available
reallocate strategies, such as average, degree-based, and
priority-based. As introduced in Section 5.1, we are able to
track the flight path of aircraft through flight schedule and
flight plan. )e flight path also enables us to follow the
spread of flight delay in air transport network. However,
flight schedule and flight plan should have been extensively
explored to obtain more accurate infection rate, recovery
rate, and reallocate strategy.

From flight delay propagation modelling approach to
key parameters solving, considerable efforts have been made
to complete the framework for flight delay propagation
under complex network. )e pursuit for high accuracy is a
fundamental objective. Generally, the accuracy of flight
delay propagation models remains unvalidated by real flight
operation data. )e accuracy test by real flight data also
implies a new idea to predict the spreads. Since current SIR
and cascade failure models totally rely on prebuild model to
simulate or predict flight delay propagations in network, real
flight data may be utilized to revise the modelling or pre-
diction. Based on the difference between predictions of

prebuild models and real flight delays, we believe the re-
vision will increase accuracy of the prediction or modelling.

5.3.Best Spreaders inFlightDelay. With the progress in delay
propagation modelling, there emerged a new hot issue:
identification of best spreaders, which is indispensable for
delay mitigation and reduction. )e general method is to
measure the flight delays once the node or edge is removed
one by one. More severe the flight delay is, more critical the
removed nodes or edges are.

Besides the strategy employed to identify best spreaders,
our primary concern is about how tomeasure the influence of
flight delay once nodes or links are removed. Cardillo et al.
[68] simulated the behavior of passenger rescheduling when
their flights are cancelled or links between airports are re-
moved. )rough the quantification of rescheduled or
delayed passengers, they explored the effects of link deletion
in the European Airline Network. )e number of
rescheduled or delayed passengers was also utilized to in-
dicate the network robustness. Voltes-Dorta et al. [46]
proposed an algorithm to quantify the disrupted passengers
due to closure of a given airport. )e approach also real-
located the disrupted passengers in alternative travel itin-
eraries based on shortest path length. )e proportion of
reallocated passengers was employed to measure robustness
of European Airport Network. Accumulated delay experi-
enced by the disrupted passengers was to identify the critical
airports.

Mazzarisi et al. [34] found that existing centrality metrics
neither respect the flight schedule nor consider airline
companies that each flight belongs to. Hence, these indices
were not capable to characterize the effect of delays in the air
transportation network. )en, they employed a new cen-
trality to identify critical airports. It is different from con-
ventional approaches since importance of airports is
measured through their influence to flight delay.

It s much appreciated that flight delay is quantified via
operational influences other than topological changes that
are adopted in the robustness indicator. However, above
works run into the same weak point with the first concern of
Section 4.2. )ey identify influential nodes or links through
computer simulation and this raises the calculation com-
plexity. Instead, Estrada [40] is able to locate best spreaders
through theoretical analysis with graph Laplacian operator
[39]. It achieved a low cost of computation complexity.

Our second concern lies in the strategy employed to
identify best spreaders of flight delay. To the best of our
knowledge, nodes and edges are selected by random or by
values of topological characters in current best spreaders
identification studies. )ese identified nodes/edges may be
most critical individuals to flight delay, but summation of
them may not be the most influential association to flight
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delay in the network level. )is conclusion is the same with
the attack and recover strategy of network resilience in
Section 4.2.

5.4. Summary. On the foundation of character analyses
about flight delay in complex network, scholars have made
great efforts to detect flight delay causalities, to model or
predict delay propagations, and identify influential nodes/
edges to flight delay under complex network. Section 5
surveyed recent progress about these challenging and
pragmatic concerns. Outlook for future is concluded as
follows:

(1) Under complex network framework, almost all the
current research studies in Section 5 are conducted
in airport network. Nevertheless, it is air route
network or ATC sector network rather than airport
network that real flight operates in. In these two
networks, there are multiple intermediate nodes
between origination airport and destination airport.
Airport network ignores these multiple intermediate
waypoints and prevents us from tracing some fre-
quent flight delays. Investigations in this section
should pay more attention to air route network or
ATC sector network for a better accuracy.

(2) Current flight delay causality detection models to-
tally rely on flight delay time series to mine causal
relations among nodes. And, few take fully advantage
of flight schedule and flight plan especially in the
estimations about the infection rate and recovery
rate of SIR and in the reallocation strategy of cascade
failure. However, flight path of an aircraft can be
traced from flight schedule and flight plan. With
guidance from flight path, we are able to follow both
the delay spreading of a single aircraft and delay
propagations in the whole network. Current studies
about flight delay under complex network, including
flight delay causality detections and estimations
about infection rate/recovery rate/reallocation
strategy, should explore benefits of flight schedule
and flight plan extensively.

(3) Most investigations on flight delay propagation
modelling and best spreaders identification require
computer simulations. )is not only raises the cal-
culation complexity but also reduces the flexibility to
the adjustment of network architecture. With graph
Laplacian operator [39], Estrada [40] revealed and
proved characters of propagation process through
theoretical analysis. )ey initialed a new course to
seek or develop approaches at low calculation
complexity. It further reminds that Laplacian
transform, Z-transform, Fourier transform, or
wavelet transform in signal processing area may be
adopted for that purpose. With transformed into
frequency domain from time domain, we can per-
form analyses on flight delay at low calculation
complexity.

(4) Much efforts have been made to reveal flight delay
causalities and model flight delay propagations.
However, accuracy of causality detections and dif-
fusion modellings have not been validated by real
flight data. Accuracy test via real flight data also
implies a new idea to predict the spreads. Since
current SIR and cascade failure models totally rely on
prebuild model to simulate or predict the propa-
gations, real flight data may get utilized to revise
modelling or prediction. Once difference between
predictions of prebuild models and real flight delays
is employed to revise the next time-step predictions,
prediction accuracy of flight delay diffusion in the
next time step is believed to increase.

(5) )e general strategy to identify best spreaders of
flight delay is to measure the flight delay after the
nodes or edges are removed one by one. More severe
the flight delay is, more important the node or edge
is. In this situation, identified nodes/edges may be
the most influential individuals to flight delay.
However, the reactions among diagnosed individuals
are ignored and summation of them may not be the
most critical group to the whole network. For the
sake of flight delay mitigation and reduction, the
most crucial association of nodes/edges is more
valuable. More effective algorithms should be ap-
plied into the search for most crucial group of nodes/
edges to flight delay.

6. Conclusion

Flight delay is one of most benefiting concerns in air
transportation system. From the perspective of complex
network, we reviewed research studies on network character
analysis, network resilience, and flight delay. All of them
directly or indirectly contribute to the flight delay phe-
nomenon in the air transport network system. We have
mapped the state of art to identify promising approaches as
well as tomake their limitations and assumptions clear.With
detailed conclusions organized in the main context, future
directions are summarized in fourfold:

(1) In the available network models for air trans-
portation under complex network framework, all the
nodes or edges are modelled with the same property.
)ese models disregard numerous subsystems and
factors behind flight operation. )is modelling
method prevents us from tracing and analyzing
frequent flight delays. Furthermore, real flight op-
eration may be affected by plane rotation, flight crew,
air traffic controller, “communication, navigation,
and surveillance facilities,” and other subsystems or
sublayers. It is impossible to describe vulnerability
and resilience of air transport network system
comprehensively since these factors are outside
current complex network framework. It is necessary
to utilize hierarchical modelling approaches to take
flight operation relevant subsystems, air route

14 Complexity



waypoints, and ATC sectors into network models.
Hierarchical modelling approaches will make net-
work models in complex network framework more
capable for flight delays.

(2) Flight delay is a matter of functionality or operation
of the air transportation system. In current studies
on flight delay under complex network, there exists
an obvious gap between topology and functionality.
Most available network metrics and robustness in-
dicators are topological ones. Transmission rates
about flight delay propagations are mainly quantified
via topological connections. Traffic information is
the key to narrow the gap. More indices with traffic
information and responsible for air transport net-
work operations are to be developed. And, network
system robustness measurement should take traffic
demand and traffic supply into consideration si-
multaneously, which is indicated by the situation in
COVID-19. Furthermore, flight schedule and flight
plan are indispensable in the tracing of aircraft flight
path. )e flight path is valuable for flight delay
causality detections and estimations of flight delay
transmission rates. Besides, real flight operation data
can be utilized for the accuracy test on flight delay
causality detections and flight delay diffusion
models. We also believe real flight data can be
employed to revise themodelling or prediction about
flight delay propagations. Accuracy of flight delay
propagation models may thus get raised.

(3) Most investigations about flight delay propagation
modellings and best spreaders’ identifications re-
quire computer simulations. )is requirement not
only increases calculation complexity but also de-
creases the flexibility to network architecture ad-
justment. With graph Laplacian operator [39],
Estrada [40] initialed a new course to seek or develop
approaches at low calculation complexity through
theoretical analysis. It further reminds that Laplacian
transform, Z-transform, Fourier transform, or
wavelet transform in signal processing may be ap-
plied for that purpose. By transforming into fre-
quency domain from time domain, we can perform
analyses on flight delay at low calculation
complexity.

(4) In research studies on attack/recover strategies, as
well as investigations on identifications of influential
nodes/edges to network resilience and flight delay
propagations, most frequent adopted select criteria
are to choose node/edge by random or by values of
topological metrics. Sophisticated algorithms, such
as Monte Carlo Tree Search algorithm [73], adaptive
saving and rerouting edge strategy [74], and de-
fender-attacker-defender optimization model [78],
have been applied for more effective attack strategies.
While to the best of our knowledge, recover strat-
egies still rely on topological indices. Furthermore,
those identified nodes/edges may be the most in-
fluential individuals to network resilience or flight

delay propagations. However, most of current
studies ignored the reactions among them and the
summation of them may not be the most critical
association. Similar to memetic algorithm [45] and
custom methods [24], effective algorithms should be
developed to search most influential sequence of
nodes/edges to network resilience or flight delay
propagations.
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Coronavirus disease (COVID-19) cases and COVID-19-related deaths have been increasing worldwide since the outbreak in 2019.
Before the mass vaccination campaign for COVID-19, the main methods for COVID-19 control in China were mass testing and
quarantine. Based on the transmissionmechanism of COVID-19, we constructed a dynamicmodel for COVID-19 transmission in
two typical regions: Beijing and Xinjiang. We calculated the basic reproduction number R0, proved the global stability of COVID-
19 transmission via the Lyapunov function technique, and introduced the final size. We assessed the effectiveness of mass testing
and quarantine. Sensitivity analysis indicated that the more the people were tested per day, the larger is the quarantine pro-
portionality coefficient, the earlier the source location was determined, and the better is the controlling effect. In addition, it was
more effective to increase the coefficient of quarantine if the population density in the region was low. To eliminate the pandemic,
the government has to expand testing and quarantine, requiring a large amount of continuous manpower, material, and financial
resources. -erefore, new control measures should be developed.

1. Introduction

-e sudden and unexpected outbreak of the coronavirus
disease (COVID-19) pandemic is the most serious global
public health emergency and has spread to more than 200
countries. COVID-19 is a contagious respiratory illness
caused by the severe acute respiratory syndrome coronavirus
2 (SARS-CoV-2), which is a zoonotic virus.-e symptoms of
COVID-19 include fever or chills, cough, dyspnea, difficulty
in breathing, fatigue, headache, nasal congestion or runny
nose, muscle or body aches, sore throat, loss of smell or taste,
nausea or vomiting, and diarrhea. Notably, some people
become infected but do not develop any symptoms or feel
unwell. Infectious droplets are released when someone with
COVID-19 sneezes, coughs, or talks, which can settle in the
mouth or nose of people who are nearby or possibly be
inhaled into the lungs. COVID-19 is thought to spread
mainly through close person-to-person contact (within
approximately 6 feet). People who are infected but do not
show symptoms may also spread the virus to others [1, 2].

In December 2019, COVID-19 was first reported in
Wuhan, the capital of Hubei Province in central China. Early
in the outbreak, many patients were reported to have a link
with a large seafood and live animal market [3, 4]. On
January 23, 2020, the Wuhan shutdown was implemented to
limit the movement of people in and out of the city.
Meanwhile, suspected and confirmed cases had been iso-
lated, public transport had been suspended, schools and
entertainment venues had been closed, public gatherings
had been banned, and health checks and information had
been widely disseminated [5, 6]. -rough the lockdown, the
spread of the virus was controlled. Residents returned to
their normal lives 7 months after the city’s strict lockdown
was lifted.

In June and July 2020, COVID-19 affected Beijing and
Xinjiang Uygur Autonomous Region (for Xinjiang), re-
spectively, giving rise to the second wave of infections;
however, this wave was localized within the regions and did
not cause widespread transmission. -e two regions curbed
the rapid spread of COVID-19 cases by adopting strict
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prevention and control measures. -e details are as follows:
on June 11, 2020, a new locally transmitted case was reported
in Beijing.-e Xinfadi wholesale market, which is the largest
food wholesale market in Beijing, was identified as a possible
source of infection within 22 hours. Most cases were linked
to the market. -e market was shut down, high-risk indi-
viduals were identified, and nearby communities were
subjected to lockdown.-e government ensured an increase
in COVID-19 testing, including testing of suspected persons,
and followed up on their status. With the implementation of
targeted measures, Beijing controlled the surge in cases in
less than a month. -e number of daily infections returned
to zero by July 7. -e market was reopened to the public on
August 16. On July 15, 2020, a 24-year-old woman from
Urumqi (the capital of Xinjiang) tested positive for SARS-
CoV-2, making her the first locally transmitted COVID-19
case in Xinjiang since February. Based on epidemiological
investigations and laboratory testing, this round of outbreak
was associated with a gathering, and most confirmed cases
were reported in Urumqi. No newly confirmed or asymp-
tomatic COVID-19 cases have been reported in Xinjiang
since August 16. Before the mass vaccination campaign of
COVID-19, there was successful management of the out-
break in Wuhan, which offered a valuable experience to
those in Beijing and Xinjiang. Expanding the testing of the
population and asking people from medium- and high-risk
areas or who had close contact with confirmed or asymp-
tomatic cases to quarantine themselves gated widespread
community spread or spread across regions. -ese measures
have effectively reduced the spread of the virus and pre-
vented mass infections, thereby helping consolidate the
efforts of COVID-19 control and prevention. -ese two
outbreaks were quickly curbed. However, the time of
pandemic control in Xinjiang was longer than that in
Beijing.

With the massive global pandemic, it is natural that the
outbreak emerges accidentally in other areas worldwide.
-ere are geographical, economic, cultural, health care, and
population density differences between people living in
Beijing and Xinjiang. For instance, the population density in
Beijing is about 1313 people per square kilometer, whereas it
is 14.98 people per square kilometer in Xinjiang. Based on
the initial spread of the infection, in Beijing, the source of the
infection, that is, the market, was identified within 22 hours
after the first case was confirmed. In Xinjiang, the epide-
miological analysis showed that the virus source of this
outbreak was from the same source of infection identified 13
days later. -e other regions can learn from these two re-
gions’ experiences in containing the spread of the virus.
Quantifying the effectiveness of these control measures is of
crucial importance for cities preparing for rapid responses in
the event of another outbreak; if asymptomatic cases are
identified quickly, the source of the infection can be con-
trolled and the infection rate can be reduced. -erefore,
massive screening of asymptomatic cases and quarantine of
susceptible people in communities are necessary.

-e dynamic model is a useful method for identifying
the key factors affecting disease outbreaks and evaluating
the intervention strategies. Based on the transmission

mechanism, the model can dynamically predict future
trends according to current information. -e quantities
used often include the basic or effective reproduction
number and the final epidemic size [7–11]. A mathematical
model is used to estimate the degree of the COVID-19
epidemic in cities worldwide [12–16]. -e SEIR model is
the most widely adopted model to study the COVID-19
outbreak in China and other countries [17–20]. Based on
the SEIR model, some researchers have increased the
number of states that have to follow the quarantine process
[6, 21]. We analyzed the transmission of COVID-19 in two
typical regions: Beijing and Xinjiang. Between the two
regions, the outbreak occurred simultaneously and similar
control measures were adopted, though there were sig-
nificant differences, for instance, in the duration of con-
firming the source, the ability of mass testing, and
proportional coefficient of quarantine.

In this study, we considered a dynamic model with
intervention measures.-emodel is introduced in Section 2.
In Section 3, the basic reproduction number, R0, a threshold
quantity for the stability of equilibria, was calculated. Using
the Lyapunov function, we proved that the disease-free
equilibrium was globally asymptotically stable if R0 ≤ 1,
whereas an endemic equilibrium was globally asymptotically
stable if R0 > 1. -e final size was derived. In Section 4, we
estimate the parameter values using Markov Chain Monte
Carlo (MCMC) simulations. In Section 5, we explore the
influence of mass testing and quarantine in Beijing and
Xinjiang. -e final size was evaluated for COVID-19 in
Beijing and Xinjiang.

2. Model Formulation

-e SIHRSq model was used to estimate the COVID-19
epidemic in Beijing and Xinjiang. We divided the total
population (N) into five groups: susceptible (S), unfound
infected (I), hospitalized (H), removed (R, removed group
includes recovered and death populations), and quarantine
(Sq). Susceptible people were infected by asymptomatic
infected people. -rough a latent period, some infected
people developed symptoms, went to the hospital, and were
diagnosed, while others remained asymptomatic. Some
asymptomatic people who were identified by nucleic acid
testing were taken to the hospital. -erefore, hospitalized
patients included symptomatic and asymptomatic individ-
uals. Patients hospitalized were isolated and treated; thus, we
considered that the susceptible people could not be infected
by the hospitalized patients. Other asymptomatic people not
diagnosed in the crowd recovered without treatment. Re-
covered patients included the treated and untreated patients.
To minimize risks, susceptible people from medium- and
high-risk areas or who had close contact with confirmed or
asymptomatic cases were tested. If their results were negative
on nucleic acid testing, they were prohibited from leaving
the outbreak regions and quarantined. -erefore, the sus-
ceptible individuals were quarantined in proportion to the
number of new cases hospitalized. -ose quarantined
remained till the outbreak was over in their regions. Hence,
people quarantined did move toward susceptible people.
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Based on the previous assumptions, the dynamic model
was described by the following ordinary differential
equations:

dS(t)

dt
� − β

S

N
I − κq

S

N
I + μN − μS,

dI(t)

dt
� β

S

N
I − α1I − α2I − μI,

dH(t)

dt
� α1I − δH − μH,

dR(t)

dt
� α2I + δH − μR,

dSq(t)

dt
� κq

S

N
I − μSq,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

where α2 � c(1 − ρ)(1 − λ), α1 � ρ(1 − λ) + λ, and
κq � κ(1 − β)α1, where β is the infection coefficient. λ de-
notes the discovery rate of infectious people. c and δ are the
recovery rates. 1/μ is the rate of natural births and deaths,
where ρ is the daily proportion of nucleic acid testing. With
contact tracing, the uninfected individuals, who got in
contact with new hospitalized cases, move to the quaran-
tined compartment at a rate of κq. All parameters were
nonnegative. A flow diagram of system (1) is shown in
Figure 1. Additionally, the total population was included
N(t) � S(t) + I(t) + H(t) + R(t) + Sq(t). Adding all five
equations in system (1), we obtain (dN/dt) � 0, for all t≥ 0,
which implies N(t) � N(0)> 0 for all t≥ 0. Let the feasible
region for system (1) be

Ω � S, I, H, R, Sq  ∈ R
5
+: 0< S + I + H + R + Sq ≤N .

(2)

And the initial condition is

S(0) � S
0 ≥ 0, I(0) � I

0 ≥ 0,

H(0) � H
0 ≥ 0, Sq(0) � S

0
q ≥ 0,

R(0) � R
0 ≥ 0,

N(0) � N
0

� S
0

+ I
0

+ H
0

+ R
0

+ S
0
q.

(3)

Theorem 1. ,e region Ω is positively invariant with respect
to system (1).

Proof. To show the positivity of each individual, we first
show that I(t)> 0. We multiply both sides of the second

equation of system (1) by Θ(t) � e
− 

t

0
(β(S(τ)/N))dτ+(α1+α2+μ)t

and obtain

Θ(t)I′(t) � Θ(t) β
S(t)

N
− α1 + α2 + μ(  I(t). (4)

We obtain

I(t) � I
0
e


t

0
(β(S(τ)/N))dτ − α1 + α2 + μ( t

.
(5)

Since I0 ≥ 0, we obtain I(t)≥ 0 for all time t> 0. Now to
show that H(t)> 0, we multiply both sides of the third
equation of system (1) with e(δ+μ)t and obtain

e
(δ+μ)t

H′(t) � e
(δ+μ)t α1I(t) − (δ + μ)H(t)( . (6)

We may write

e
(δ+μ)t

H(t) ′ � e
(δ+μ)tα1I(t), (7)

on integrating from 0 to t and get

H(t) � e
− (δ+μ)t

H
0

+ 
t

0
e

(δ+μ)(τ− t)α1I(τ)dτ
. (8)

Since H0 ≥ 0 and I(t)≥ 0 for all times t> 0, we have
H(t)> 0. We multiply both sides of the fourth equation of
system (1) by eμt. By integrating from 0 to t, we obtain

R(t) � e
− μt

R
0

+ 
t

0
α2I(τ) + δH(τ)( dτ . (9)

Because R0 ≥ 0, I(t)≥ 0, and H(t)≥ 0 for all times t> 0,

we have R(t)> 0. From the fifth equation of system (1) and
S � N − I − H − R − Sq, we obtain

Sq
′(t) � κq

N − I(t) − H(t) − R(t)

N
I(t) − κq

I(t)

N
+ μ Sq(t).

(10)

We multiply both sides of the above equation with

Φ(t) � e


t

0
(κq(I(τ)/N))dτ+μt > 0 and get

Φ(t)Sq(t) ′ � κqΦ(t)
N − I(t) − H(t) − R(t)

N
I(t).

(11)

μN μS

μSq μH

μl μR

S l R

Sq H
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κ(1 – β)(S/N)(ρ(1 – λ)I + λI) ρ(1 – λ)I + λI

δH

β(S/N)I

Figure 1: General transfer diagram of the model.

Complexity 3



On integrating from 0 to t, we obtain that

Sq(t) � Φ− 1
(t) S

0
q + 

t

0
κqΦ(τ)

N − I(τ) − H(τ) − R(τ)

N
I(τ) dτ .

(12)

Since S0q ≥ 0, N − I(t) − H(t) − R(t)≥ 0, and I(t)≥ 0 for
all times t> 0, we have Sq(t)> 0. Similarly, to show that
S(t)> 0, we multiply both sides of the first equation of

system (1) by Ψ(t) � e


t

0
(β(I(τ)/N)+κq(I(τ)/N)+μ)dτ > 0 and

obtain

Ψ(t)S′(t) � Ψ(t)μN − Ψ(t) β
I(t)

N
+ κq

I(t)

N
+ μ S(t),

(13)

which can be rewritten as

(Ψ(t)S(t))′ � μNΨ(t). (14)

On integrating from 0 to t, we obtain that

S(t) � Ψ− 1
(t) S

0
+ 

t

0
μNΨ(τ)dτ , (15)

and thus S(t)> 0 for all times t> 0.
N(t) � N. -erefore, the region Ω is positively invari-

ant. -e solution enters Ω in an infinite time or N(t) as-
ymptotically approaches N. -e region Ω attracts all
solutions in R5

+ [22]. □

3. Dynamical Analysis

For the convenience of calculation, adding the equations in
system (1), it follows that N(t) is a first integral, and in-
troducing the densities s � (S/N), i � (I/N), h � (H/N),
sq � (Sq/N), r � (R/N), and s + i + h + sq + r � 1, system (1)
becomes

ds(t)

dt
� μ − βsi − κqsi − μs,

di(t)

dt
� βsi − α1 + α2( i − μi,

dh(t)

dt
� α1i − δh − μh,

dr(t)

dt
� α2i + δh − μr,

dsq(t)

dt
� κqsi − μsq.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(16)

3.1. Global Stability of the Disease-Free Equilibrium (DFE).
By solving the equations of system (16) at a steady state, we
obtain a disease-free equilibrium (DFE) P0 � (s0, 0, 0, 0, 0),

where s0 � 1. We can evaluate the basic reproduction
number R0 for system (16) following the next-generation
matrix formulated by van den Driessche and Watmough
[23]. For the epidemic model, R0 shows that an average of
each infected individual infects more than one individual. If
R0 ≤ 1, the disease dies out. On the other hand, we may
expect the disease to spread in the community if R0 > 1. -e
basic reproduction number R0 for system (16) is

R0 �
β

α1 + α2 + μ
. (17)

Theorem 2. ,e DFE of system (32) is locally asymptotically
stable if R0 ≤ 1 and unstable if R0 > 1.

Proof. By linearizing system (16) around P0, the local sta-
bility of the DFE solution can be examined. Let
x � (i, h, r, sq, s) and f(x) denote the vector field of the
system in (16). Jacobian matrix J � (zf/zx) associated with
this P0:

J|P0 �

β − α1 − α2 − μ 0 0 0 0

α1 − δ − μ 0 0 0

α2 δ − μ 0 0

κq 0 0 − μ 0

− β − κq 0 0 0 − μ

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (18)

-e characteristic equation for the above matrix is

(λ + μ)
3 λ + α1 + α2 + μ(  1 − R0( ( (λ + δ + μ) � 0. (19)

We can see that all the eigenvalues have negative real
parts if and only if R0 < 1 which shows that the DFE P0 is
locally asymptotically stable. -e DFE P0 is unstable if
R0 > 1. □

Theorem 3. ,eDFE of system (16) is globally asymptotically
stable in Ω whenever R0 < 1.

Proof. Consider the following Lyapunov function:

V(t) � i(t). (20)

-en, if R0 < 1,

V′(t) � i′(t)

� βsi − α1 + α2 + μ( i

≤ β − α1 − α2 + μ( i

� α1 + α2 − μ(  R0 − 1( , i≤ 0,

(21)

where V′ � 0 if and only if i � 0. -e largest compact in-

variant set in (s, i, h, r, sq) ∈ Ω: V′ � 0  is a singleton P0.

-e global stability of P0 follows from LaSalle’s invariance
principle [24–26]. -is establishes the theorem. □
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3.2. Global Stability of the Endemic Equilibrium. By solving
the equations of system (16) in the steady state, there is an
endemic equilibrium P∗ � (s∗, i∗, h∗, r∗, s∗q ) if R0 > 1, where

s
∗

�
1

R0
> 0,

i
∗

�
R0 − 1( μ
β + κq

> 0,

h
∗

�
α1

δ + μ
i
∗ > 0,

r
∗

�
δα1 +(δ + μ)α2

(δ + μ)μ
i
∗ > 0,

s
∗
q �

R0 − 1( κq μ + α1 + α2( 

β β + κq 
> 0.

(22)

Now, we prove that P∗ is globally asymptotically stable in
the interior of Ω. We establish the following result.

Theorem 4. ,e unique endemic equilibrium P∗ is locally
asymptotically stable if R0 > 1.

Proof. By linearizing system (16) about P∗, we obtain the
Jacobian matrix:

J|P∗ �

βs
∗

− α1 − α2 − μ 0 0 0 βi
∗

α1 − δ − μ 0 0 0

α2 δ − μ 0 0

κqs
∗ 0 0 − μ 0

− β + κq s
∗ 0 0 0 − β + κq i

∗
− μ

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(23)

-e characteristic equation for the above matrix is

λ + M1(  λ + M2( (λ + μ)(λ + η + μ)(λ + δ + μ) � 0,

(24)

where

M1 �
β + κq  α1 + α2 + μ( i

∗

β + κq i
∗

+ μ
,

M2 � β + κq i
∗

+ μ.

(25)

Hence, all the eigenvalues are negative real parts ifR0 > 1,
which shows that P∗ is locally asymptotically stable. □

Theorem 5. ,e endemic equilibrium P∗ is globally as-
ymptotically stable whenever R0 > 1.

Proof. We define the following Lyapunov function:

V � s
∗


s

s∗

βτ − α1 + α2 + μ( 

τ
dτ + 

i

i∗

β + κq s
∗τ + μs

∗
− μ

τ
dτ,

(26)

where α1 + α2 + μ � βs∗. By calculating the time derivative of
V along the solution of system (16), we obtain

V′ � −
μβ s − s

∗
( 

2

s
≤ 0, (27)

for all (s, i) ∈ Ω. -erefore, (s∗, i∗) is globally asymptotically
stable.

Using the previous conclusion,

h(t) � e
− (δ+μ)t

h
0

+ 
t

0
e

(δ+μ)(τ− t)α1i(τ)dτ. (28)

We derive

lim
t⟶∞

h(t) � lim
t⟶∞

α1i(t)

δ + μ
� i
∗
. (29)

Similarly, we obtain

lim
t⟶∞

r(t) � r
∗
,

lim
t⟶∞

sq(t) � s
∗
q .

(30)

According to LaSalle’s invariance principle [27, 28], the
endemic equilibrium P∗ is unique and globally asymptoti-
cally stable in the interior of Ω if R0 > 1. -e theorem is
proven. □

3.3.FinalSize. -efinal size of the epidemic is the number of
individuals ultimately becoming infected, which is the total
number of cases during the entire outbreak [29, 30]. In
analyzing system (16), we adopt the conventions that, for an
arbitrary continuous function x(t) with nonnegative
components:

x
∞

� lim
t⟶∞

x. (31)

Due to the small-time span, we considered natural birth
and death to be zero.

Letting μ � 0 in system (16), it becomes

ds(t)

dt
� − βsi − κqsi,

di(t)

dt
� βsi − α1 + α2( i,

dh(t)

dt
� α1i − δh,

dr(t)

dt
� α2i + δh,

dsq(t)

dt
� κqsi.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(32)

-e disease basic reproductive number is
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R0 �
β

α1 + α2
. (33)

We observe that

s(t) + sq(t) ′ < 0,

s(t) + sq(t) + i(t) ′ < 0,

s(t) + sq(t) + i(t) + h(t) ′ < 0,

r′(t)> 0,

(34)

for all t> 0, while we know that s(t), sq(t), i(t), h(t) > 0 and
0≤ r(t)<N; hence, s∞ and r∞ exist, and we have
i∞ � 0, h∞ � 0, and s∞q � 0. Adding s, sq, and i equations to
system (32), we obtain

s + sq + i ′ � − α1 + α2( i. (35)

Integration of the equation with respect to t from 0 to∞
gives


∞

0
idt �

1
α1 + α2

s
0

− s
∞

+ s
0
q + i

0
 . (36)

Adding sand sq equations to system (32),

s + sq ′ � − βsi. (37)

From (di/d(s + sq)), we obtain that

di � − d s + sq  +
1

R0

ds

s
+
dsq

s
 

� − d s + sq  +
1

R0

ds

s
+
κq

R0
i.

(38)

An epidemic ends when no infection is found; that is,
i∞ � 0, h∞ � 0. -e integration of the above equation yields

ln
s
∞

s
0  � − R0 1 +

κq

β
  s

0
− s
∞

+ s
0
q + i

0
 . (39)

We now derive the equation for the final epidemic size,
defined by Y � s0 − s∞. -is yields an implicit relation:

Y � s
0
e

− R0 1+ κq/β( (  Y+s0q+i0 
. (40)

4. Estimation of Epidemiological Parameters

We obtained data on COVID-19 cases in Beijing and
Xinjiang from the National Health Commission of -e
People’s Republic of China. -e data included the cumu-
lative and new infections of confirmed, suspected, death,
cured, and asymptomatic cases; the cumulative number of
close contacts; and hospitalization time [31].

In China, the per-day rate of natural birth and death is
μ � 0.01094/365. Suppose that the recovery rate of asymp-
tomatic cases is c � 1/14. Beijing is a metropolitan area with
a population of 21.536 million (N � 2.1536 × 107). From
June 11 to July, 9,335 confirmed local cases and 49

asymptomatic cases had been reported, and no deaths were
reported of the cases in Beijing. According to the data in
Beijing, the mean time from infection to being tested pos-
itive for the virus was 10.8 days λ � (1/10.8), and the
treatment time was 10 days δ � (1/10). -e testing capacity
was approximately 0.3 million people per day ρ � 3 × 105/N.
-e initial values on June 11 in Beijing were S(0) � 2.1536 ×

107 R(0) � 0 and H(0) � 1.
-e population in Xinjiang is 24.87 million

(N � 2.487 × 107). Since the outbreak of the virus on July 15,
828 confirmed COVID-19 cases and 391 asymptomatic cases
have been reported in Xinjiang, mainly in Urumqi. No newly
confirmed COVID-19 case had been reported in Xinjiang since
August 16.-e treatment timewas 11 days δ � 1/11. From July
15 to 19, about 0.24 million people who had close contact with
infected people and asymptomatic carriers had got the nucleic
acid test, where the testing capacity was 0.06 million people per
day (ρ1 � 6 × 104/N). -e mean time from infection to being
tested positive for the virus was 14 days (λ1 � 1/14). On July 18,
a citywide, free nucleic acid test was launched in Xinjiang. -e
testing capacity was up to 0.5 million people per day
(ρ2 � 5 × 105/N) since July 20, the meantime from getting
infected to being tested positive for the virus was shortened
(λ2 � 1/7). -e initial values on June 11 in Xinjiang were
S(0) � 2.487 × 107, R(0) � 0, and H(0) � 1.

Based on the mathematical model, the cumulative
numbers of confirmed cases and identified asymptomatic
cases were determined in Beijing and Xinjiang. We used the
MCMC method to fit the model and adopted an adaptive
Metropolis–Hastings algorithm to carry out the MCMC
procedure. -e algorithm was run for 30,000 iterations with
a burn-in of the first 10,000 iterations, and the Geweke
convergence diagnostic method was employed to assess the
convergence of chains [32, 33]. We could acquire the pa-
rameter values for β and κ, and the initial values for S0q and I0

in the two regions. -e mean values and 95% confidence
intervals (95% CI) are presented in Table 1.

-e infection coefficient in Beijing (β � 0.0640) is lower
than that in Xinjiang (β � 0.1522). S0q in Beijing is greater
than that in Xinjiang because the population density in
Beijing (approximately 1313 people per square kilometer) is
higher than that in Xinjiang (approximately 14.98 people
square kilometer). I0 in Beijing is lower than that in Xinjiang
because the source of infection in Beijing was identified
quicker than that in Xinjiang. -e time evolution of the
infected cases and comparison with the cumulative number
of confirmed cases and identified asymptomatic cases are
shown in Figure 2. Evidently, the theoretical prediction is
nearly in agreement with the actual data, which also validates
the accuracy of the model. -e final sizes of the pandemic in
Beijing and Xinjiang were S(∞) � 2.1535137 × 107,
R(∞) � 862 and S(∞) � 2.4866980 × 107, R(∞) � 3019,
respectively. -e final scale in Beijing is smaller.

5. Spread of COVID-19 and the Effectiveness of
Interventions in Beijing and Xinjiang

-e basic reproduction numbers in Beijing and Xinjiang
were 0.3783 and 1.0882, respectively. -e basic reproductive
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number in Beijing was less than one, and it was verified that
the disease dies out. -e basic reproductive number in
Xinjiang was greater than one; however, with the increasing
expansion of the nucleic acid testing, the outbreak was
curbed. To draft policies for control measures, we analyzed
the cumulative number of confirmed and identified
asymptomatic COVID-19 cases for different values of κ
(Figure 3). -e analysis showed that, to control the spread of
COVID-19 (the smaller the final size, the shorter the du-
ration), a larger coefficient of quarantine is necessary. In
addition, as the population density in Xinjiang is less than
that in Beijing, it is effective to increase the coefficient of
quarantine in Xinjiang. We provided a sensitivity analysis of
the basic production number R0 with the parameters β and ρ
in Beijing and Xinjiang (Figure 4). Apparently, improving
the testing capacity ρ can decrease the basic reproduction
number R0.When the testing capacity reaches a certain level,
it will make the basic reproduction number R0 less than one
(Figure 4). In Xinjiang, the basic reproduction number
R0 > 1 was equal to ρ≥ 415600/N if the other parameters are
fixed. -is implies that the infection could not persist over
time in Xinjiang if the number of people tested was greater
than 415,600 per day. Without mass vaccination campaigns,
mass testing may be an effective prevention measure. Early

detection of new cases is a useful control strategy for
COVID-19.

6. Conclusion and Discussion

In this study, we constructed a mathematical model for
COVID-19 transmission in Beijing and Xinjiang in 2020.
-ere are differences in geographical, economic, cultural,
health care, and lifestyles of people living in the two regions.
-e population in Xinjiang is similar to that in Beijing;
however, the population density in Xinjiang is 100 times less
than that in Beijing. -e outbreak occurred in Beijing and
then in Xinjiang. Similar measures (mass testing and
quarantine) were adopted in the two regions, though the
time to confirm the source, the ability of mass testing, and
the proportional coefficient of quarantine were different. To
explore effective control and prevention measures for
COVID-19, we proposed a deterministic model with mass
testing and quarantine to describe the spread of COVID-19
in China. First, the basic reproduction number R0 of the
model was provided. -en, it was found that the model had
two nonnegative equilibria: the DFE and endemic equilib-
rium. -rough the analysis of the model, it was found that
the global behavior of the system was completely determined

Table 1: Parameter estimation for COVID-19 in Beijing and Xinjiang.

Parameter
Beijing Xinjiang

Source
Mean 95% CI Mean 95% CI

β 0.0640 [0.0640, 0.0641] 0.1522 [0.1520, 0.1524] MCMC
κ 99.2342 [93.4580, 105.8892] 83.3883 [83.3727, 83.4038] MCMC
S0q 80.0866 [80.0864, 80.0868] 1.8793 [1.8790, 1.8796] MCMC
I0 344.4526 [344.1625, 344.7428] 449.7552 [447.4628, 451.0475] MCMC
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Figure 2: Fitting results of the estimated cumulative number of confirmed and identified asymptomatic COVID-19 cases with its actual
reported numbers in Beijing and Xinjiang.
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Figure 3: Cumulative number of confirmed and identified asymptomatic COVID-19 cases on κ in (a) Beijing and (b) Xinjiang.
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Figure 4: Continued.
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by the size of the basic reproduction number R0, that is, the
DFE was globally asymptotically stable if R0 < 1, while an
endemic equilibrium existed uniquely and was globally
asymptotically stable if R0 > 1. Based on mathematical
analysis, data fitting, and sensitivity analysis, we revealed the
effects of mass testing and quarantine. Without the mass
vaccination campaign of COVID-19, it was found that the
higher the mass testing is, the earlier the source of infection
was determined for effectively controlling the spread. In
addition, a larger coefficient of quarantine was necessary to
control the spread of COVID-19. It was more effective in
increasing the coefficient of quarantine if the population
density of the region was less. If the government implements
mass testing and quarantine, it must devote a large amount
of continuous manpower, material, and financial resources
to eliminate the epidemic. With the development of the
vaccine for COVID-19, more people are vaccinated in a
community, which makes it possible for eliminating the
spread of COVID-19.

In the future, we plan to study the mass vaccination
campaign for COVID-19 in the whole of China.
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In the real world, individual resources are crucial for patients when epidemics outbreak. ,us, the coupled dynamics of resource
diffusion and epidemic spreading have been widely investigated when the recovery of diseases significantly depends on the
resources from neighbors in static social networks. However, the social relationships of individuals are time-varying, which affects
such coupled dynamics. For that, we propose a coupled resource-epidemic (RNR-SIS) dynamic model (coupled model for short)
on a time-varying multiplex network to synchronously simulate the resource diffusion and epidemic spreading in dynamic social
networks. ,e equilibrium analysis of the coupled model is conducted in a general scenario where the resource generation varies
between susceptible and infected states and the recovery rate changes between resourceful and noresource states. By using the
microscopic Markov chain approach and Monte Carlo simulations, we determine a probabilistic framework of the intralayer and
interlayer dynamic processes of the coupled model and obtain the outbreak threshold of epidemic spreading. Meanwhile, the
experimental results show the trivially asymmetric interactions between resource diffusion and epidemic spreading. ,ey also
indicate that the stronger activity heterogeneity and the larger contact capacity of individuals in the resource layer can more
greatly promote resource diffusion, effectively suppressing epidemic spreading. However, these two individual characters in the
epidemic layer can cause more resource depletion, which greatly promotes epidemic spreading. Furthermore, we also find that the
contact capacity finitely impacts the coupled dynamics of resource diffusion and epidemic spreading.

1. Introduction

Most real networks are not isolated and the spreading
dynamic processes on such real networks described by
classical models such as the susceptible-infected-suscep-
tible model (SIS) [1, 2] and susceptible-infected-recovery
model (SIR) [3] may be interrelated and interactive with
each other [4–6]. In epidemic spreading, a variety of factors
can greatly influence the spread of diseases, such as the
particular individuals’ birth rate [7], immunity [8, 9],
public policy [10, 11], vaccination [12], awareness [13–19],
and resource [20, 21].

For example, Brandeau [20] et al. determined the op-
timal allocation of a limited resource for epidemic control
among independent populations, and Chen et al. [21] found
that any additional quantity of resources above the critical
level would only bring marginal benefits to the containment.
,ese works focus more on how public resource investment
affects the spread of disease. However, in a general scenario,
many patients tend to depend on the individual resources
from their direct or indirect neighbors in social networks
because of the limitation of public resource investment.
,us, some researchers naturally investigate the interactions
between individual resources and epidemic dynamics. ,ey
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assume that resource diffusion and epidemic spreading
occur on a two-layer interdependent network because re-
sources usually propagate through social links and diseases
spread through physical contacts. ,ey find that individual
resources play a crucial role in controlling or mitigating
epidemic spreading by using an appropriate strategy of
resource allocation [22–27].

Although many works based on contact network models
have been done on the resource allocation for epidemic
control, most of them assume that contacts are static
through time. However, contact patterns are not static
[28–31] and abundant close contacts in heterogeneous social
networks promote both epidemic outbreak and spreading
[32–35]. In recent years, the activity-driven (AD) temporal
network model has attracted a large amount of attention for
considering the dynamic connectivity patterns in real net-
works [19, 36–39]. In such network models, each node is
assigned with an activity potential that determines its
probability to create pairwise interactions with others ran-
domly selected at each time.

Furthermore, some theoretical methods describe the
evolution of the dynamic spreading process and analyze the
corresponding stylized characters. Two of the widely used
approaches are heterogeneous mean-field (HMF) [40–42]
and the microscopic Markov chain approach (MMCA) [43].
MMCA can deal with individual-level infection dynamics
much better. ,is approach is first used to derive the ex-
pression of the outbreak threshold of epidemic spreading on
epidemic-awareness multiplex networks [44, 45]. Very re-
cently, the MMCA is also expanded to understand the in-
teraction between awareness propagation and epidemic
spreading on static multiplex networks [46, 47] and time-
varying multiplexes [19, 48].

In real life, healthy individuals can earn resources (e.g.,
money) or strive for personal resources. However, patients
quickly lose the ability to generate resources. For solving the
problem of deficiency of individual resources, patients
commonly seek resources from their friends or relatives and
even use the crowdfunding platform (e.g., GoFundMe and
Waterdrop) to obtain resources provided by healthy indi-
viduals. As the resource diffusion and epidemic spreading on
dynamic social networks synchronously happen in real
society, the present work uses the AD model to construct a
generic time-varying multiplex network representing the
active contacts (or social relationships) of social networks.
Because the dissemination of resources relies on the
spreading of news on the crowdfunding platform, we use the
Resourceful-Noresource-Resourceful (RNR) model (i.e., a
SIS-like model) to describe resource diffusion. ,e evolu-
tionary process of epidemic spreading is described by the SIS
model. ,ese two dynamic models are coupled into the
RNR-SIS model by interlayer links of the time-varying
multiplex network better to understand the interactions
between resource diffusion and disease spreading. Mean-
while, considering the similarity between awareness prop-
agation and resource diffusion, we make efforts to apply the
MMCA for constructing a theoretical framework of the
coupled resource-epidemic dynamic model (i.e., coupled
RNR-SIS model) on a time-varying multiplex network.

,eoretically, the equilibrium analysis based on MMCA
determines a probabilistic framework of the coupled model
and theoretical outbreak thresholds involving different pa-
rameters. By performing extensive numerical simulations,
we obtain the outbreak thresholds of epidemic spreading via
variability measurement, which well agree with the theo-
retical analysis. Moreover, the experimental results also
show that stronger activity heterogeneity and larger contact
capacity of individuals greatly influence the coupled dy-
namics of resource diffusion and epidemic spreading.
However, the influence of small contact capacity is finite.

Our paper is organized as follows: in Section 2, we
describe the coupled RNR-SIS model on a time-varying
multiplex network. In Section 3, we use MMCA to propose a
probabilistic description of the dynamical processes and
derive the theoretical expression of the outbreak threshold.
In Section 4, we compare numerical simulations with the-
oretical analysis and investigate the influences of different
parameters on resource diffusion and epidemic spreading. In
Section 5, we conclude our work.

2. Coupled Resource-Epidemic Model on a
Time-Varying Multiplex Network

,e coupled RNR-SIS model on a time-varying multiplex
network is depicted in Figure 1. In this model, individuals
are mapped into the nodes of an AD temporal two-layer
network. ,e individual resources diffuse on the upper layer
(i.e., resource layer), and the spread of disease occurs on the
lower layer (i.e., epidemic layer). In the dynamic process of
resource diffusion (or epidemic spreading), the nodes are
alternatively changing from the noresource (or susceptible)
to resourceful (or infected) states according to resource rate
diffusion λ (or epidemic transmission rate β) and conversely
with resource loss rate δ (or epidemic recovery rate μ). λ is
parallel with β. For example, the possibility is that you will
give a hand when you browse information about fund-
raising. ,us, in the coupled dynamic process, the nodes are
divided into four categories, noresource and susceptible
(NS), resourceful and susceptible (RS), noresource and in-
fected (NI), and resourceful and infected (RI). We assume
the trivially asymmetric interactions between resource dif-
fusion and epidemic spreading because the individual re-
sources effectively affect the recovery of disease, but the
spread of disease only affects the generation of individual
resources. ,us, we further refine the epidemic recovery rate
into μN and μR according to the node state in the epidemic
layer. Obviously, the infected nodes with the resource can
recover faster than those without resources, which indicates
μN � ξμR(0≤ ξ≪ 1). Table 1 shows the detailed definition of
parameters in the coupledmodel. Most of the parameters are
probabilities and rates, and their domain is limited in the
interval [0, 1].

More concretely, we construct the AD networks of N

nodes for each layer regarding different parameters. Each
node i is assigned with an activity level (i.e., firing rate)
ai � η1xi in the resource layer and bi � η2yi in the epidemic
layer, where ηi is a rescaling factor to make the average
number of active nodes per unit time be η1〈x〉N and
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η2〈y〉N. According to the previous work [49], the activity
levels of individuals in social networks usually obey a
power-law distribution with a cutoff, and due to the ex-
perience from [36], we use the given probability distri-
butions F1(x)∝ x− c1 and F2(y)∝y− c2 to generate the
hierarchical activity potential of individuals in the resource
and epidemic layer, respectively. Also, we set the lower
cutoff ε � 0.001 of activity potential, that is, ε≤xi ≤ 1 (yi is
likewise).

Based on the AD temporal two-layer network, we de-
scribe the evolving process of coupled RNR-SIS model as the
following steps:

(i) At each time t, node i(i � 1, . . . , N) becomes active
with probabilities ai and bi in the corresponding
layer. If the node is active in the resource layer, it
will generate m1(corresponding m2 in the epidemic
layer) edges to randomly selected nodes. Otherwise,
no connections are created. Both active and inactive
nodes can receive connections from active nodes.

(ii) ,e coupled RNR-SIS dynamic process is run on the
constructed two-layer networks. Initially, the nodes
only exist in the RS and NI states. ,e rules are
specifically described as follows: (a) only the sus-
ceptible nodes can generate resources at the end of
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Figure 1: ,e sketch of coupled RNR-SIS model on an AD temporal two-layer network. ,e nodes indicate individuals in real society, and
the edges depict dynamic contacts and social relationships of individuals in social networks. Individual resources diffuse on the upper layer
(i.e., resource layer), leading to the node in a resourceful or noresource state. ,e spread of disease occurs on the lower layer (i.e., epidemic
layer), leading to the node in a susceptible or infected state.,e coupled dynamic process evolves from (a) times t1 to (b)t1 + Δt, where node
2 is infected from its neighbors, node 4 recovers in the epidemic layer, and node 3 changes from the noresource to resourceful state in the
resource layer.

Table 1: Notions of parameters.

Symbol Domain Definition
N [0, ∞] Number of nodes in network
t [0, ∞] Time step
δ [0, 1] Resource loss rate
λ [0, 1] Resource diffusion rate
β [0, 1] Epidemic transmission rate
μ [0, 1] Epidemic recovery rate
μN [0, 1] Epidemic recovery rate of the nodes in noresource state
μR [0, 1] Epidemic recovery rate of the nodes in resourceful state
m1 [0, ∞] Contact capacity of active nodes in the resource layer
m2 [0, ∞] Contact capacity of active nodes in the epidemic layer
ai [0, 1] Activity level of node i in the resource layer
bi [0, 1] Activity level of node i in the epidemic layer
η1 [0, ∞] Rescaling factor of resource layer
η2 [0, ∞] Rescaling factor of epidemic layer
xi [ϵ, 1] Activity potential of node i in the resource layer
yi [ϵ, 1] Activity potential of node i on epidemic layer
ε (0, 1] ,e lower cutoff of activity potential
F1(x) — Distribution of nodes’ activity potential of resource layer
F2(y) — Distribution of nodes’ activity potential of epidemic layer
PX

i [0, 1] Probability of node i in state X
ri(t) [0, 1] Probability that node i has no resources from neighbors at time t

qi(t) [0, 1] Probability that node i will not be infected by any neighbors at time t

βc [0, 1] ,e upper threshold of β for the outbreak of epidemic
λc [0, 1] ,e lower threshold of λ for the outbreak of epidemic
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any moment. (b) To some extent, the resourceful
nodes lose their all resources with probability δ or
diffuse resources to their direct neighbors in the
noresource state with probability λ. (c) ,e sus-
ceptible nodes are infected by their direct neighbors
in the infected state with probability β. (d) ,e
infected nodes with (or without) resources recover
in the susceptible state with probability μR (or μN).
Note that the NS nodes only exist at the transient
time but finally disappear at the end of the syn-
chronous-updating coupled dynamic process and
the resource diffusion to susceptible nodes is in-
significant according to rule (a).,us, there are only
three types of nodes in the coupled dynamic process
at each time. Figure 2 shows the transition proba-
bility trees of three types of nodes describing the
transient changes of their states.

(iii) At next time t + Δt (we set Δt � 1), all edges of the
previous network in each layer are deleted and we
repeat the construction of AD networks. ,e cou-
pled dynamic process continuously evolves
according to the rules and also is terminated when it
converges to the stable state.

3. Theoretical Analysis Based on Microscopic
Markov Chain Approach

According to the model mentioned above, each node can be
in one of the four states at time t with the probabilities
represented byPNS

i (t), PRS
i (t), PNI

i (t), and PRI
i (t). According

to rule (a), we can easily obtain PNS
i (t) ≡ 0. Note that PR

i �

PRS
i + PRI

i and PI
i � PNI

i + PRI
i . Based on MMCA, we give the

following theorems.

Theorem 1. ri(t) denotes the probability of node i not getting
resources from any direct neighbors, which can be written as

ri(t) � 
j

1 − λ
m1

N
aiP

R
j (t) + ajP

R
j (t)  . (1)

,e part (m1/N)aiP
R
j (t) is the probability that an active

node i creates a link with an active node j in the state R and
the second part (m1/N)ajP

R
j (t) is the probability that an

active node i gets a link from an active node j in the state R.

Theorem 2. qi(t) denotes the probability for the active node i

not being infected by any neighbors, which can be written as

qi(t) � 
j

1 − β
m2

N
biP

I
j(t) + bjP

I
j(t)  . (2)

,e part (m2/N)biP
I
j(t) is the probability that an active

node i creates a link with an active node j in the state I and
the second part (m2/N)bjP

I
j(t) is the probability that an

active node i gets a link from an active node j in the state I.

Theorem 3. According to Figure 2, we can develop the
Markov chains equations for each node i as follows:

P
RS
i (t + 1) � P

RS
i (t) δqi(t) +(1 − δ)qi(t) 

+ P
NI
i (t) 1 − ri(t)( μR

+ μN
ri(t) 

+ P
RI
i (t) (1 − δ)μR

+ δμN
 ,

(3)

P
NI
i (t + 1) � P

RS
i (t)δ 1− qi(t)( +P

NI
i (t) 1− μN

 ri(t)

+ P
RI
i (t)δ 1 − μN

 ,

(4)

P
RI
i (t + 1) � P

RS
i (1 − δ) 1 − qi(t)( 

+ P
NI
i (t) 1 − ri(t)(  1 − μR

 

+ P
RI
i (t)(1 − δ) 1 − μR

 .

(5)

,e theoretical analysis based on MMCA aims to deduce
the theoretical outbreak threshold βc of epidemic spreading
through theorems (1)–(3). In the stable state, equations
(3)–(5) can satisfy PRS

i (t + 1) � PRS
i , PRI

i (t + 1) � PRI
i , and

PNI
i (t + 1) � PNI

i . Near the outbreak threshold of epidemic
spreading, the probability of an active node i to be infected is
approximately equal to zero, PI

i⟶ 0. ,erefore, we can
obtain

qi ≈ 1 − m2β biρ
I

+ θI
b , (6)

where θI
b � jbjP

I
j/N. Next, we give a proof to deduce the

theoretical outbreak threshold βc of epidemic spreading.

Proof. By ignoring the higher-order items, we simplify
equations (3)–(5) as

P
RS
i � P

RS
i δqi +(1 − δ)qi  + P

NI
i 1 − ri( μR

+ μN
ri 

+ P
RI
i (1 − δ)μR

+ δμN
 ,

(7)

P
NI
i � P

NI
i 1 − μN

 ri + P
RI
i δ 1 − μN

 , (8)

P
RI
i � P

NI
i 1 − μR

  1 − ri(  + P
RI
i (1 − δ) 1 − μR

 . (9)

It is easy to find that the combination of equations (8)
and (9) equals equation (7). By substituting equation (8) into
equation (7), consequently, we can rewrite equation (7) as
follows:

P
RS
i 1 − qi(  � μR

P
I
i + μN

− μR
 

P
NI
i

1 − μN
. (10)

Note that PRS
i � 1 − PNI

i − PRI
i , and with ignoring higher-

order items, the part PRS
i (1 − qi) can be simplified as (1−

PRI
i )(1 − qi). ,en, considering ξ⟶ 0(i.e., μN≪ μR < 1)

and PNI
i <PI

i ≪ 1, we simplify equation (10) as follows:

μR
P

I
i � 1 − P

RI
i  1 − qi( . (11)

4 Complexity



,en, we note that θRIb2 � jb
2
jPRI

j /N. Multiplying bi on
both sides of equation (11) and taking average over all nodes,
we obtain a similar expression of θI

b as

μRθI
b � 1 − θRIb  1 − qi( . (12)

Next, we consider equations (11) and (12) as a matrix
form

μR

m2β

ρI

θI
b

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ �

〈b〉 − θRIb 1 − ρRI

〈b2〉 − θRIb2 〈b〉 − θRIb

⎡⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎦

ρI

θI
b

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦, (13)

βc is the minimum value of β that satisfies equation (13). And

with ρI

θI
b

 ≠ 0, we can easily solve the critical point with

iteration method through the matrix

βc �
μR

m2

������������������

〈b2〉 − θRIb2  1 − ρRI( 



+〈b〉 − θRIb 
− 1

. (14)

When there is only single layer in which only the epi-
demic spreads, the outbreak threshold of epidemic spreading
could be solved by setting θRIb � 0, θRIb2 � 0, and ρRI � 0 ,

βc �
μ

m2

���������

〈b2〉 +〈b〉

 .
(15)

□

4. Results

To validate our MMCA based theoretical analysis, we run
numerical experiments by the Monte Carlo simulations
(MC) and compare the experimental results with theoretical
ones regarding different parameters. We construct the
coupled network with 1,000 nodes by two AD models.
Considering the identical social networks and referring to
[36], we set the exponents of probability distributions of
activity potential with c1 � c2 � 2.5, the contact capacities of
active nodes with m1 � m2 � 5 , and the rescaling factors
with η1 � η2 � 1000.,e values of the rescaling factor do not
affect the following results, but the activity heterogeneity and
contact capacity have a significant influence, both of which
are verified by the following experimental results. Note that
the values of these parameters do not change unless they are
chosen as the variables. We represent the final fraction of

infected nodes ρI and the fraction of noresource nodes ρN in
the stable states, which characterize the coupled dynamic
processes of resource diffusion and epidemic spreading.
Initially, we set a small fraction of infected nodes with
ρI � 0.08. Meanwhile, to highlight the crucial influence of
individual resources on the recovery of disease, we herein set
ξ � 0 (i.e., μN � 0 and μ � μR) that means the infected nodes
without resource cannot recover. In the following, we in-
vestigate the influences of a number of parameters involved
with the RNR-SIS dynamic model and AD network model
on the coupled dynamic processes by performing hundreds
of MC numerical simulations and obtain a number of nu-
merical results.

Firstly, we investigate the influence of β on the coupled
dynamic processes. In Figure 3, it can be found that the
changes of ρI and ρN with β indicate that there exists a phase
transition of ρI and ρN when β is larger than the critical
points, and the critical points of ρI and ρN can be identified
by the peak of variability χ calculated as [50]

χ � ω
〈ρ2〉 − 〈ρ〉

2

〈ρ〉
. (16)

Note that, in Figure 3(b), we multiply ω� 1000 to
identify the peak more clearly, which does not change the
threshold value. For ρI, its critical point βc � 0.12 approx-
imately equals the theoretical outbreak threshold of epi-
demic spreading by solving equation (14). Moreover, as
shown in Figure 3(a), the numerical results of ρI and ρN are
in good agreement with the theoretical ones obtained by
solving equations (1)–(5) (the same in the following figures),
which verifies the validation of MMCA based dynamic
framework of the coupled model.

,en, we investigate the influences of δ and λ on the
coupled dynamic processes, which mainly imply how in-
dividual resource diffusion affects the epidemic spreading.
Figure 4 shows the changes of ρI and ρN with δ and λ,
respectively. Specifically, both ρI and ρN increase with δ in
Figure 4(a) but decrease with λ in Figure 4(b). And, the
increasing (or decreasing) trend as a function of δ (or λ) is
significantly different between resource diffusion and epi-
demic spreading. Obviously, δ and λ have a greater influence
on resource diffusion than epidemic spreading. More in-
terestingly, a smaller λ(≃0.2) can dramatically reduce ρI,
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Figure 2: Transition probability trees of three types of nodes. ,ey describe the transient changes of nodes’ states at each time. ,e
definitions of parameters can be found in Table 1.
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which, to some extent, suggests the diffusion of individual
resources is of importance for suppressing the spread of
disease.

We have investigated the influence of single parameter
(i.e., δ, λ, and β) on the coupled dynamic process. As the
dynamic process of epidemic spreading is more important,
we need the comprehensively synergistic influences of these
parameters on the epidemic spreading and its outbreak
threshold. Figure 5 shows the heat map of ρI in respect to a
pair of δ (or λ) and β. We can find that, in Figure 5(a), the
theoretical outbreak threshold βc weakly decreases with δ,

and in Figure 5(b), it quickly increases then barely changes
with λ which indicates that the resource diffusion suppresses
the outbreak threshold with a lower resource loss rate and
larger resource diffusion rate. Meanwhile, when the epi-
demic outbreaks (i.e., β> βc), it can be seen that smaller δ
and larger λ can more effectively suppress the spread of
disease, confirming the conclusion found in Figure 4. We
also calculate the (simulated) outbreak threshold of λ ob-
tained by the variability measurement in equation (16) based
on the Monte Carlo simulations of numerical experiments,
which are shown with the transverse curve in Figure 5(b).
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Figure 3: (a),e final fractions ρI and ρN of the infected nodes and the noresource nodes as a function of epidemic transmission rate β. ,e
blue circle indicates ρN and the red circle indicates ρI. For both ρI and ρN, we present the results of numerical simulation and MMCA
approach in full and open circles, respectively, which are in good agreement with each other. (b) ,e variability χ of ρI and ρN as a function
of β. We can determine the critical points of ρI and ρN by the peak of variability and obtain the outbreak threshold of epidemic spreading
βc � 0.12. ,e other fixed parameters are δ � 0.10, λ � 0.64, μ � 0.48.
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Figure 4: ,e final fractions ρI and ρN of the infected nodes and the noresource nodes as a function of the resource loss rate δ (a) and the
resource diffusion rate λ (b). ,e symbols are the same as in Figure 3.,e results show that both ρI and ρN increase with δ but decrease with
λ. And, a smaller λ( ∼ 0.2) can dramatically reduce ρI, indicating the diffusion of individual resources is of importance for suppressing the
spread of disease. ,e other fixed parameters are β � 0.70, μ � 0.48.
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When λ is less than the simulated outbreak threshold, the
epidemic will outbreak even if β is very small. We also note
that λc (i.e., the transverse curve) fluctuates only when β is
less than 0.2. A smaller β results in a smaller threshold of
resource diffusion rate that a lower rate of epidemic
spreading can reduce the risk of an epidemic outbreak
caused by a low rate of resource diffusion. However, a
smaller λ results in a smaller βc making it easy for an epi-
demic outbreak. ,ese results suggest that the diffusive
dynamics of individual resources can affect both the out-
break threshold and the spread of disease.

Next, we make efforts to investigate the influences of
time-varying network structure mainly including activity
heterogeneity and contact capacity of nodes in two AD
networks on the coupled dynamic process. Figures 6(a) and
6(b) show that c1 and m1 in the resource layer, respectively,
impact ρI and ρN. ,ey clearly show both ρI and ρN weekly
increase with c1 in Figure 6(a) and decrease with m1 in
Figure 6(b). ,e finding suggests that stronger activity
heterogeneity (corresponding to smaller c1) and larger
contact capacity effectively promote resource diffusion
(corresponding to smaller ρN) but suppress epidemic
spreading (corresponding to smaller ρI). Note that, in
comparison with the epidemic spreading, c1 and m1 have
more influence on the dynamic process of resource
diffusion.

In contrast, we present that c2 and m2 in the epidemic
layer, respectively, impact ρI and ρN in Figures 6(c) and 6(d).
,ey clearly shows that both ρI and ρN weakly decrease with
c2 in Figure 6(c) and increase with m2 in Figure 6(d). ,ese
results are the opposite to the ones found in Figures 6(a) and
6(b), which suggest that stronger activity heterogeneity

(corresponding to smaller c2) and larger contact capacity
cause more resource depletion (corresponding to larger ρN)
and thus promote epidemic spreading (corresponding to
larger ρI). Also, in comparison with the resource diffusion,
we note c2 and m2 having more influences on the dynamic
process of epidemic spreading.

,e following results also focus on the synergistic in-
fluences of ci, mi, and β on the epidemic spreading and its
outbreak threshold. It is clearly shown that, in Figure 7(a),
the outbreak threshold is almost uncorrelated with c1 and, in
Figure 7(b), it weakly increases and then barely changes with
m1. Meanwhile, for β> βc, we show that the spread of disease
is obviously suppressed by more heterogeneous activity
potential and larger contact capacity of nodes in the resource
layer, which confirms the conclusion found in Figures 6(a)
and 6(b). ,ese results indicate that the dynamic social
relationships of individuals represented by the AD network
model in the resource layer cannot inhibit the outbreak of
the disease but can effectively suppress the spread of disease.

In contrast, in Figures 7(c) and 7(d), we can find that the
outbreak threshold is strongly affected by c2 and m2. More
specifically, when the activity potentials of individuals in the
epidemic layer become more heterogeneous (corresponding
to smaller c2), the outbreak thresholds dramatically de-
crease. When the contact capacities of individuals in the
epidemic layer are much larger, the outbreak thresholds also
dramatically decrease. Meanwhile, for β> βc, we find that
stronger activity heterogeneity and larger contact capacity of
individuals in the epidemic layer significantly promote the
spread of disease, which also confirms the conclusion found
in Figures 6(c) and 6(d). Besides, combining with the results
in Figures 7(b) and 7(d), it can be seen that, in respect to each
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Figure 5: ,e heat maps of ρI as a function of a pair of δ and β (a) and λ and β (b). ,e longitudinal curve in Figures 5(a) and 5(b) indicates
the theoretical outbreak thresholds of β obtained by solving equation (13), which is the same as those in Figure 7. And, the transverse curve in
Figure 5(b) indicates the simulated outbreak thresholds of λ obtained by the variability measurement, which affects the outbreak of
epidemic. It trivially fluctuates only when β is less than 0.2. ,ese two subfigures clearly show that δ and λ affect the outbreak thresholds of
each other and effectively affect the outbreak of the epidemic, which suggests that resource diffusion can play an important role in the control
of epidemic spreading. ,e other fixed parameters are λ � 0.64 for (a), δ � 0.10 for (b), μ � 0.48.
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Figure 6: ,e final fractions ρI and ρN of the infected nodes and the noresource nodes as a function of activity potential ci and the contact
capacity mi. ,e symbols are the same as those in Figure 3. ,e upper panel presents that ρI and ρN changes with c1 (a) and m1 (b) in the
resource layer, which shows that stronger activity heterogeneity and larger contact capacity of individuals in the resource layer can effectively
promote resource diffusion but suppress epidemic spreading. ,e lower panel presents that ρI and ρN changes with c2 (a) and m2 (b) in the
epidemic layer, which suggests that these two characters of individuals in the epidemic layer cause more resource depletion and thus
promote epidemic spreading. ,e other fixed parameters are δ � 0.10, λ� 0.64, β� 0.70, μ� 0.48, and m1 � 5 for (a), (c), and (d); m2 � 5 for
(a), (b), and (c); c1 � 2.5 for (b), (c), and (d); and c2 � 2.5 for (a), (b), and (d).
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Figure 7: Continued.
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β(> βc), the contact capacity of individuals in both the
resource and epidemic layers has a limited influence on the
spread of disease.

5. Conclusion

In conclusion, the present work has investigated the coupled
dynamic processes of resource diffusion and epidemic
spreading via the proposed RNR-SIS dynamic model on
time-varying multiplex networks. We perform the investi-
gations by assuming a good abstraction from a real scenario,
where the diseases spread on a physical contact network, the
individual resources diffuse on an online social network, and
they dynamically interact with each other. Considering such
two networks are temporal due to the time-varying physical
contacts or social relationships of individuals, we first
construct the time-varying two-layer network by using two
AD network models with different parameters. ,e AD
model encodes the connectivity pattern (i.e., the dynamic
process of changing physical contact or social relationship)
of individuals in the distribution of activity potential fol-
lowing a power-law function empirically measured in real-
world networks. ,is function allows the definition of a
simple dynamic process based on the nodal activity level,
providing a time-dependent description of the connectivity
pattern.

,en, to explore the full-phase diagram of the coupled
RNR-SIS dynamics on the time-varying two-layer network,
we develop a probabilistic framework of the intralayer and
interlayer dynamic processes of the coupled model by
extending MMCA to time-varying multiplex networks.
Based on the theoretical analysis of the probabilistic
framework, we obtain the expressions of the fractions of
infected nodes and noresource nodes and the outbreak

threshold. Monte Carlo simulations are essential to verify
the theoretical analysis. Comparing with extensive Monte
Carlo simulations of the same system. ,e approximation
using MMCA has an accuracy of up to 1.93% error for the
prediction of the epidemic incidence and 21.79% error for
the outbreak threshold of β. ,e principal reason for the
large error in βc is that we neglect some higher-order terms
and other related terms. ,e approximate agreement be-
tween theoretical and numerical results indicates the vali-
dation of the determined probabilistic framework.
Meanwhile, these results show the trivially asymmetric in-
teractions between the coupled dynamic process of resource
diffusion and epidemic spreading. ,at is, the spread of
disease is effectively suppressed by the resource diffusion
with a lower resource loss rate and larger resource diffusion
rate, but the diffusion of individual resources is trivially
affected by the epidemic spreading even with a very larger
disease transmission rate. Besides, we note that when epi-
demic outbreaks, the resource diffusion rate has a limited
influence on the outbreak threshold and the fraction of
infected nodes and also the disease transmission rate affects
the threshold of resource diffusion rate limitedly around the
threshold of the disease transmission rate.

Next, considering the influence of time-varying two-
layer network structure on the coupled dynamics of resource
diffusion and epidemic spreading, we mainly focus on how
the activity potential and contact capacity of individuals in
the resource and epidemic layers affect the final fraction of
infected nodes and noresource nodes and the outbreak
threshold. ,e theoretical and numerical results suggest that
stronger activity heterogeneity and larger contact capacity of
individuals in the resource layer can suppress the spread of
disease because they promote the diffusion of individual
resources. In contrast, these two characters of individuals in
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Figure 7: ,e heat maps of ρI as a function of a pair of ci and β (a–c) and mi and β (b–d). (a, b) c1 and m1 are approximately uncorrelated
with the outbreak threshold and effectively affect the spread of disease, which suggests that the dynamic social relationships of individuals in
the resource layer cannot inhibit the outbreak of the disease but can effectively suppress the spreading of disease. (c, d) c2 and m2
significantly affect the outbreak threshold and the spread of disease, which suggests that the dynamic physical contacts of individuals in the
epidemic layer have strong influences on the dynamic process of epidemic spreading. ,e other fixed parameters are δ� 0.10, λ� 0.64,
μ� 0.48, and m1 � 5 for (a), (c), and (d); m2 � 5 for (a), (b), and (c); c1 � 2.5 for (b), (c), and (d); and c2 � 2.5 for (a), (b), and (d).
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the epidemic layer tend to mitigate the diffusion of indi-
vidual resources and thus increase epidemic prevalence.
Meanwhile, we note that the outbreak threshold is nearly
independent of the time-varying network structure in the
resource layer, suggesting the resource diffusion of indi-
viduals cannot inhibit the outbreak of disease but only can
effectively suppress the spreading of disease. Besides, when
the epidemic outbreaks, the contact capacity of individuals
in both the resource and epidemic layer has a finite influence
on the final fraction of infected nodes, suggesting that in-
creasing contact capacity above a very large value makes no
sense at all.

,rough the conclusion mentioned above, it can be seen
that the diffusion of individual resources interacts closely
with the dynamic process of epidemic spreading. On the one
hand, the quicker diffusion of individual resources can ef-
fectively suppress epidemic spreading. However, only
considering the dynamics of resource diffusion, we easily
waste the individual resources due to the limited influence of
the resource diffusion rate. On the other hand, we turn to
analyze how the time-varying network structure affects the
coupled dynamic process. When the epidemic outbreaks,
individuals with larger activity potential and contact ca-
pacity have a high risk of getting infected but also are able to
quickly obtain the resources of the neighbors. An extreme
scenario is that the lack of individual resources might
happen if the epidemic deteriorates, and then it entered a
vicious circle. ,us, the obtained conclusion may be useful
to provide methods of controlling large-scale epidemic
prevalence, such as strengthening resource diffusion, re-
ducing resource loss, speeding up of individuals’ activities,
and enlarging the contact capacity in social networks. Fi-
nally, the proposed coupled resource-epidemic model and
analytical approach may be instructive to multiplex
spreading models in time-varying multilayer networks.
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In this paper, we propose a nonlinear coupled model to study the two interacting processes of awareness diffusion and epidemic
spreading on the same individual who is affected by different neighbor behavior status on multiplex networks. We achieve this
topology scenario by two kinds of factors, one is the perception factor that can change interplay between different layers of
networks and the other is the neighbors’ behavior status that can change the infection rate in each layer. According to the
microscopic Markov chain approach (MMCA), we analyze the dynamical evolution of the system and derive the theoretical
epidemic threshold on uncorrelated heterogeneous networks, and then, we validate the analysis by numerical simulation and
discuss the final size of awareness diffusion and epidemic spreading on a scale-free network. With the outbreak of COVID-19, the
spread of epidemic in China prompted drastic measures for transmission containment. We examine the effects of these in-
terventions based on modeling of the awareness-epidemic and the COVID-19 epidemic case.)e results further demonstrate that
the epidemic spreading can be affected by the effective transmission rate of the awareness and neighbors’ behavior status.

1. Introduction

)e outbreak of COVID-19 can involve the diffusion of
information about the epidemic, including the officially
released authoritative information, rumors, and fears [1–3].
In reality, awareness diffusion can stimulate individuals to
take spontaneous behavioral responses such as wearing
masks or staying at home to reduce the frequency of face-
to-face contact [4, 5]. )erefore, the epidemic-spreading
dynamics in complex networks has attracted increasing
attention in many disciplines [6, 7]. However, the exact
impact they can have on the epidemic dynamics is difficult
to quantify, so mathematical modelling is used to test
hypotheses and identify pivotal parameters in the inter-
play between awareness diffusion and epidemic spreading
[8–11]. For example, Granell et al. constructed a UAU-SIS
(unaware-aware-unaware/susceptible-infected-suscepti-
ble) model to study the interaction between epidemics
spreading and awareness diffusion on multiplex networks
[12]. Funk et al. researched the coevolution of information
and epidemic on public and found that the spread of

positively oriented information about the epidemic can
suppress the epidemic [13]. Wang et al. utilized real data
to investigate the coevolution mechanisms between in-
formation and disease spreading, and the empirical
analysis showed that there is an asymmetric interaction
between information and disease spreading [14]. More-
over, Wang et al. further found that the awareness inhibits
the epidemic spreading, whereas the epidemic spreading
facilitates the awareness diffusion [15]. Zhu et al. thought
that an epidemic might spread among multicommunities,
so they modeled each community as a multiplex network
that included both a virtual awareness layer and a physical
layer [16]. )ey further presented a coupled UAU-SIRD
model, which consisted of a virtual layer sustaining
unaware-aware-unaware dynamics and a physical layer
supporting the susceptible-infected-recovered-dead pro-
cess, to investigate the spreading property of epidemics
and the relationships between the focused variables and
parameters of the epidemic. )e result indicated that the
incorporation of virtual layers would reduce the range of
affected individuals [17]. Kabir and Tanimoto established
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a two-layer SIR-UA (susceptible-infected-recovered/un-
aware-aware) epidemic transmission model that com-
prehensively considered the influence of individual
behavior and awareness diffusion on epidemic spreading
on heterogeneous networks [18]. Shang studied the effects
of global, local, and contact awareness on a discrete-time
SIS epidemic dynamics and used the stability theory of
matrix difference equation to derive the epidemic
threshold [19]. )ey further investigated the impact of the
three forms of awareness on epidemic spreading by the
mean-field approach with heterogeneous transmission
rates, and the numerical simulation results showed that
both local and contact awareness can raise the epidemic
threshold while global awareness can only decrease the
final epidemic size [20].

)ough the effects of information-based behavioral re-
sponses on the epidemic dynamics have been studied by
many documents, most of them assumed that individuals are
treated equally when they contact different neighbors. In
fact, the deviation among different neighbors has a re-
markable influence on the individual infection process due
to the complex topological structures of networks. In view of
this, there has been an increasing focus on the discussion of
neighbor behavior in the interacting processes of awareness
diffusion and epidemic spreading [21–25]. For instance, Kan
and Zhang assumed that susceptible individuals can not only
be informed by aware neighbors in the information network
but also by self-awareness induced by the infected neighbors
in the contact network. Results indicated that the individuals
with more neighbors in the information network have
higher awareness acquisition and they are hard to be infected
in the contact network [26]. Guo et al. introduced a het-
erogeneous threshold model to converse that a hub with a
large number of neighbors is relatively easy to become in-
fected [6]. Moreover, they proposed a heterogeneous
spreading model that considers the degree heterogeneity and
k-core measures heterogeneity of individuals with the belief
that different individuals facing the same epidemic would
exhibit distinct behaviors according to their own experiences
and attributes [27]. Zhu et al. generated an adaptive strategy
of the susceptible/exposed individual that a susceptible/
exposed individual would disconnect with infected neigh-
bors probabilistically and one new connection would be
constructed [28]. Chen et al. proposed a resource-epidemic
coevolution model to investigate the effects of the hetero-
geneous distribution of self-awareness and the heteroge-
neous distribution of node degree on the epidemic
dynamics. )ey found that the heterogeneity of self-
awareness distribution suppresses the outbreak of an epi-
demic and the heterogeneity of degree distribution enhances
the epidemic spreading [29]. Pan and Yan proposed a
coupled awareness-epidemic spreading model incorporating
the heterogeneity of neighbors’ responses to disease out-
breaks, and the result showed that the heterogeneity of
neighbors’ responses acts on the epidemic threshold in the
higher stage [30].

Some research studies assumed that the diffusion of
awareness will reduce the infection rate of individuals [12–16].
Considering that the spread rate of awareness is also affected

by the spread of the epidemic [15], in this work, the awareness
perception factor f1 (0≤ f1≤ 2) stands for the influence of
awareness diffusion on the spread rate of epidemic, and we
also introduce an epidemic perception factor f2 (0≤ f2≤ 2) to
express the impact of epidemic spreading on the diffusion rate
of awareness. We define f1≤ 1, f2> 1 when authoritative in-
formation and epidemic interact and rule f1> 1, f2≤1 when
rumors and epidemic interact, as shown in Table1.

Moreover, Kan and Zhang discussed the effect of in-
fected neighbors on the formation of node self-awareness
[26], and some references confirmed that the heterogeneity
of degree distribution enhances the epidemic spreading
[27, 29]. On this basis, we assume that the health of
awareness neighbors (susceptible, infected, and recovered)
plays different roles in the formation of node self-awareness
and propose the health-impact-awareness status factors
(∆ρ1, ∆ρ2, and ∆ρ3) to distinguish this effect in the awareness
layer; the heterogeneity of neighbors degree distribution will
affect the individual’s epidemic infection rate, and the be-
havior-impact-epidemic status factor (1 − e(− kj/ k), a
positive correlation function of neighbors degree) is
established to discriminate the difference in the epidemic
layer. )erefore, we propose a multiplex networks model to
comprehend the spreading dynamics between epidemic and
awareness on the same population with the influence of
different neighbor behavior status. We introduce the be-
havior status to each node in the multiplex networks. On the
one hand, people can acquire awareness from aware
neighbors with different health-impact-awareness status in
layer 1 of fictitious contacts, such as Microblogs, WeChat, or
other social media. On the other hand, in layer 2 of physical
contacts, the level of epidemic spreading would be influ-
enced by the infected neighbors with different behavior-
impact-epidemic status.)eMMCA theoretical analysis and
numerical simulations results reveal that awareness and
behavioral changes could have favorable effects on the ep-
idemic spreading.

)e rest of this paper is organized as follows: in Section 2,
we introduce the multiplex networks model. )en, we an-
alyze the dynamical processes of the model with the MMCA
method and derive the expression of epidemic threshold in
Section 3. Next, in Sections 4 and 5, we perform numerical
simulations and discuss the Chinese COVID-19 epidemic
case to validate theoretical predictions. Finally, we sum-
marize our findings and conclusions in Section 6.

2. Nonlinear Coupled Awareness-
Epidemic Model

2.1. Model Descriptions. In this work, we generalize a mul-
tiplex networks model to formalize and simplify the spread
mechanisms, as illustrated in Figure 1. In layer 1, people share
epidemic-prevention awareness through social media, while
people get infected in layer 2. Neighbor behavior is simplified
as the “health-impact-awareness” status of aware neighbors in
layer 1 and the “behavior-impact-epidemic” status of infected
neighbors in layer 2. )e definitions of key parameters are
shown in Table 2. We suppose the multiplex propagation
process according to the following regulations:
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(i) Awareness diffusion in layer 1: the diffusion of
awareness satisfies the UAU (unaware-aware-un-
aware) process. Aware (A) individuals can apply
their awareness to decrease the probability of being
infected. Unaware (U) individuals do not have any
awareness about the epidemic prevention. Unaware
individuals can contact with aware neighbors to get
awareness with probability λ, while the aware in-
dividuals can forget the awareness with probability
δ. As we all know, in many cases, individuals who
are infected or cured are more aware than those who
are far away from the epidemic because once they
are exposed to a certain infectious disease (such as
SARS or COVID-19), they will be isolated and feel
panicked, that is, whether an individual has been
physically exposed to the epidemic changes the
probability of awareness acquisition. )erefore, we
assume that unaware infected (UI) and unaware
recovered (UR) individuals know about the epi-
demic and can increase the probability of being
aware with the epidemic perception factor f2. )en,

the awareness infection rate can be represented by
the susceptible infection rate λS � λ and infected
(recovered) infection rate λI � f2λ (λR � f2λ),
respectively.

(ii) Epidemic spreading in layer 2: the spreading of
epidemic satisfies the SIR (susceptible-infected-re-
covered) process. Susceptible individuals get in-
fected with the probability β, while the infected
individuals recover with the probability μ. Yet,
aware susceptible (AS) individuals can apply the
awareness to decrease the probability of being in-
fected with the awareness perception factor f1.)en,
the epidemic infection rate can be expressed by the
unawareness of infection rate βU � β and awareness
of infection rate βA � f1β, respectively.

(iii) )e health-impact-awareness status of aware
neighbors: the direct application of the UAU model
in the two-layer network means that the default
importance ratio of aware neighbors is AS : AI :
AR� 1/3 :1/3 :1/3. We believe that the aware
neighbors of different health states play different
roles in the process of awareness diffusion and
assume that the importance ratio is AS : AI : AR� 1/
3 +∆ρ1 :1/3 +∆ρ2 :1/3 +∆ρ3 (∆ρ1 +∆ρ2 +∆ρ3 � 0).
∆ρ1, ∆ρ2, and ∆ρ3 are the health-impact-awareness
status factors of the model, as shown in Figure 2.

(iv) )e behavior-impact-epidemic status of infected
neighbors: the heterogeneity of degree distribution
plays a role in the epidemic spreading, and we
believe that infected individuals with a large range
of daily activities (a large node degree) are more
likely to carry and transmit the virus. We use the
degree kj of neighbor j to represent its daily activity
range and use  k to represent the total degrees of
all infected neighbors; as shown in Figure 3, 1 −

e− (kj/ k) can distinguish the impact of each in-
fected neighbor on epidemic infected probability
and also limit the size of this impact (the interval is
0–0.5).

2.2. Dynamic Model. According to these presumptions,
there are six primary states: US (unawareness susceptibility);
UI (unawareness infection); UR (unawareness recovered);
AS (awareness susceptibility); AI (awareness infected); and

Table 1: Parameter meaning and influence on individual behavior.

Parameter Model Individual behavior

f1< 1
Authoritative information and

epidemic )e ability of conscious individuals to prevent virus increases as f1 decreases

f1> 1 Rumors and epidemic )e contribution of conscious individuals to virus spread increases as f1 increases

f2> 1
Authoritative information and

epidemic
)e willingness of infected individuals to transmit information increases as f2

increases
f2< 1 Rumors and epidemic )e resistance of infected individuals to rumor increases as f2 decreases

A

A U A

U

A

U AA

U

S

S I I

S

I

R RR

S

Layer 1: information
layer

Layer 2: epidemic
layer

f1
f2

Figure 1: UAU-SIR model. Awareness is disseminating in layer 1,
and the nodes have two possible states: unaware (U) or aware (A).
Epidemic is spreading in layer 2, where the nodes have three
possible states: susceptible (S), infected (I), and recovered (R).
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AR (awareness recovered). )e reaction procedure of the
model can be schematically expressed as follows:

(i) Awareness diffusion US+AS⟶ λ,1+Δρ1AS+
AS,US+AI⟶ λ,1+Δρ2AS+AI,US+AR⟶ λ,1+Δρ3
AS+AR,UI + AS⟶f2∗λ,1+Δρ1AI+AS,UI+AI
⟶f2∗λ,1+Δρ2AI+AI,UI+AR ⟶f2∗λ,1

+Δρ3AI+AR,UR+AS ⟶f2∗λ,1+Δρ1AR
+AS,UR+AI⟶f2∗λ, 1+Δρ2AR+AI,UR
+AR⟶f2∗λ,1+Δρ3 AR+AR

(ii) Epidemic spreading US + I⟶β, 1 + (1 − e− kj/  k)

 k))AI + I,AS + I⟶f1 ∗ β, 1 + (1 − e− kj/  k)

1 + (1 − e− (kj/ k))AI + I

(iii) Recoveries I⟶μ R, A⟶δ S

3. Microscopic Markov Chain Approach

We analyze the dynamical processes of the model with the
MMCA method [31, 32]. Let xij and yij be the adjacency
matrices that support the UAU and SIR processes, respec-
tively.)e probability of node i in one of the six states at time
t is denoted by PUS

i (t), PUI
i (t), PUR

i (t), PAS
i (t), PAI

i (t), and
PAR

i (t), respectively. Provisions
PUS

i (t) + PUI
i (t) + PUR

i (t) + PAS
i (t) + PAI

i (t) + PAR
i (t) � 1.

Under the assumption that the possibilities of becoming
aware or infected by any neighbor are independent, we use
r∗i (t), ri

′(t), qA∗
i , and qU∗

i to represent four basic quantities
as follows:

r
∗
i (t) � Πu 1 − xuiP

AS
u (t)λ 

1+ρ1( )
  + Πv 1 − xviP

AI
v (t)λ 

1+ρ2( )
  +Πw 1 − xwiP

AR
w (t)λ 

1+ρ3( )
 ,

ri
′(t) � Πu 1 − xuiP

AS
u (t)f2λ 

1+ρ1( )
  + Πv 1 − xviP

AI
v (t)f2λ 

1+ρ2( )
  +Πw 1 − xwiP

AR
w (t)f2λ 

1+ρ3( )
 ,

(1)

Table 2: )e definitions of key parameters.

Parameter Description
β Probability of getting infected for susceptible individuals (the basic infection rate)
μ Probability of recovery
λ Probability of becoming aware (the basic infection rate)
δ Probability of becoming unaware
f1 )e awareness perception factor
f2 )e epidemic perception factor
∆ρ1, ∆ρ2, and ∆ρ3 )e health-impact-awareness status influence of aware neighbors
(1 − e− (kj/ k)) )e behavior-impact-epidemic status influence of infected neighbors

U

AS

AS

AI

AR

AR

AI

Δρ3

Δρ3

Δρ1

Δρ1

Δρ2
Δρ2

w

v

u

Figure 2: Explanation of the health-impact-awareness status of
aware neighbors in layer 1. )e numbers of AS, AI, and AR are u, v,
and w, respectively. Also, the health-impact-awareness factors of
the three aware neighbors are ∆ρ1, ∆ρ2, and ∆ρ3, respectively.

S

I

II

Ij – 2

1 – e–kj/∑k

1 – e–k1/∑k

1 – e–k2/∑k

1 – e–k3/∑k

Figure 3: Illustration of the behavior-impact-epidemic status of
infected neighbors in layer 2. j is the total number of an individual’s
infected neighbors, and 1 − e(− kj/ k) is a positive correlation
function of each neighbor’s degree.
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where r∗i (t) denotes the probability for susceptible node i
not getting aware by any neighbors. ri

′(t) is the probability
for infected (recovered) node i not getting aware by any
neighbors. xui means that node i has u neighbors in state
PAS

i :

q
A∗
i � Πj 1 − yjiP

I
j(t)f1β 

1+ 1− e − kj/ k  
,

q
U∗
i � Πj 1 − yjiP

I
j(t)β 

1+ 1− e − kj/ k  
,

(2)

where qA∗
i (qU∗

i ) denotes the probability of susceptible
aware (unaware) node i not being infected by any neighbors
and yji � 1 means that node j is the neighbor of node i at the
same layer. We extend Markov’s theory to steady state and

assume that PAI
i + PUI

i � PI
i � πi≪ 1. We can obtain the

approximations of qA∗
i and qU∗

i as follows:

q
A∗
i ≈ 1 − f1β

j

2 − e
− kj/ k 

 yjiπj
⎛⎝ ⎞⎠,

q
U∗
i ≈ 1 − β

j

2 − e
− kj/ k 

 yjiπj
⎛⎝ ⎞⎠.

(3)

)e potential state transition process of the UAU-SIR
model is shown in Figure 4.

As shown in Figure 4, every time step is divided into six
stages, and we can easily get the MMCA equations for node i
as follows:

P
US
i (t + 1) � P

US
i (t)r

∗
i (t)q

U∗
i (t) + P

AS
i (t)σq

U∗
i (t),

P
UI
i (t + 1) � P

US
i (t)r

∗
i (t) 1 − q

U∗
i (t)  + P

UI
i (t)ri
′(t)(1 − μ) + P

AS
i (t)σ 1 − q

U∗
i (t)  + P

AI
i (t)σ(1 − μ),

P
UR
i (t + 1) � P

UI
i (t)ri
′(t)μ + P

UR
i (t)ri
′(t) + P

AI
i (t)σμ + P

AR
i (t)σ,

P
AS
i (t + 1) � P

US
i (t) 1 − r

∗
i (t)( q

A∗
i (t) + P

AS
i (t)(1 − σ)q

A∗
i (t),

P
AI
i (t + 1) � P

US
i (t) 1 − r

∗
i (t)(  1 − q

A∗
i (t)  + P

UI
i 1 − ri

′(t) (1 − μ) + P
AS
i (t)(1 − σ) 1 − q

A∗
i (t)  + P

AI
i (t)(1 − μ)(1 − σ),

P
AR
i (t + 1) � P

UI
i (t) 1 − ri

′(t)( μ + P
UR
i (t) 1 − ri

′(t)(  + P
AI
i (t)(1 − σ)μ + P

AR
i (t)(1 − σ).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

)e solution of equation (4) is a set of fixed-point
equations that satisfy PAI

i (t + 1) � PAI
i (t) � PAI

i , and this
relationship is also true for the other five types of nodes. We
add the second and the fifth equations in equation (4) as
follows:

μP
I
i � P

US
i (t) r

∗
i (t) 1 − q

U∗
i (t)  + 1 − r

∗
i (t)(  1 − q

A∗
i (t)  

+ P
AS
i (t) σ 1 − q

U∗
i (t)  +(1 − σ) 1 − q

A∗
i (t)  .

(5)

Near the threshold, the probability of nodes being in-
fected is very small, i.e., PAI

i + PUI
i � PI

i � πi≪ 1. Taking
equation (3) into equation (4) and omitting the O(εi) terms,
we get

P
US
i � P

US
i r
∗
i (t) + P

AS
i (t)σ,

P
AS
i � P

US
i 1 − r

∗
i (t)(  + P

AS
i (1 − σ).

⎧⎨

⎩ (6)

Substituting (6) into (5), we get

μP
I
i � μπi � P

US
i 1 − q

U∗
i (t)  + P

AS
i 1 − q

A∗
i (t) 

� P
US
i + f1P

AS
i β 

j

2 − e
− kj/ K 

 yjiπj,
(7)

with PAS
i ≈ PA

i , PUS
i ≈ 1 − PA

i ; then, equation (7) can be
rewritten as


j

1 − 1 − f1( P
A
i  2 − e

− kj/ k 
 yji −

μ
β
τij  � 0,

(8)

where τijdenotes the elements of the identity matrix. We
define a new matrix H, where
hij � [1 − (1 − f1)P

A
i ](2 − e− (kj/ k))yji, to simplify equa-

tion (8). )e epidemic threshold is equal to the minimum
value of β that satisfies equation (8). We can obtain the
epidemic threshold by denoting Λmax(h), the maximum
eigenvalue of H, and the threshold formula is

βc �
μ
Λmax(H)

. (9)

Equations (8) and (9) show that the epidemic threshold
is based on the structure of layer 2 (yji), the parameter f1,
and the density of awareness PA

i . )e value of PA
i is further

determined by the structure of layer 1(xji), the transmission
rate λ, and the recovery rate σ.

4. Results

We discuss the effect of f1 and f2 through Model I, on
which we introduce the neighbor behavior state, and obtain
Model II. )e comparison between Model 1 and Model 2
reflects the influence of the neighbor behavior state on the
propagation process. We perform extensive Monte Carlo
numerical simulations [33, 34] for the model (run 100 times)
and obtain the infection density ρI and aware density ρA at
steady state. ρI � (iρI

i /N) � (iρAIi /N) and
ρA � (iρA

i /N), where N represents the number of all in-
dividuals in the model. In our simulations, the size of the
two-layer network is N � 1000, the initial number of nodes
m0 � 5, the number of connected edges m � 3, and the
average degree 〈k〉 � 6.)e default value of the parameter is
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fixed as λ � 0.5, σ � 0.3, β � 0.5, μ � 0.2, f1 � 1, f2 � 1,
Δρ1 � 0.067 − 1/3,Δρ2 � 0.689 − 1/3,Δρ3 � 0.244 − 1/3 (the
values of Δρ1, Δρ2, and Δρ3 in this paper can be set according
to actual requirements. We believe that the awareness-
spreading intensity of different neighbors is AI>AR>AS,
and by the summation product method and consistency test,
we obtain the importance ratio AS : AI : AR �

0.067, 0.689, 0.244).

4.1. 5reshold. Figure 5 plots the density of βc as a de-
creasing function of f1. It is clear that βc obviously decreases
as f1(f1 ∈ (0, 1)) increases and basically remains un-
changed as f1, (f1 ∈ (1, 2)) increases. Figure 6 presents that
βc grows as λ increases (f1 � 0.2, f2 � 1.8) and βc decreases
as λ increases (f1 � 1.8, f2 � 0.2), which means authori-
tative information can inhibit the outbreak of the epidemic
and rumors will contribute to the spread of the epidemic. At
the same time, a smaller information forgetting rate, a
greater rumor forgetting rate, and a greater infectious dis-
eases recovery rate can raise the epidemic threshold.
Moreover, the curve ofModel II is lower than that of Model I
with equal parameters in both Figures 5 and 6; measures
such as locating and isolating infected neighbors are good
ways to prevent an outbreak of the epidemic.

As shown in Figure 7, λc is a decreasing function of f2. It
is clear that λc obviously decreases as f2(f2 ∈ (0, 1)) in-
creases and basically remains unchanged as f2(f2 ∈ (1, 2))

increases. Figure 8 suggests that λc grows as β increases
(f1 � 1.8, f2 � 0.2) and λc decreases as β increases
(f1 � 0.2, f2 � 1.8), which means that the rapid spread of
the epidemic can inhibit the outbreak of rumors and pro-
mote the dissemination of authoritative information. A
smaller information forgetting rate, a greater rumor

forgetting rate, and a greater infectious disease recovery rate
can raise the awareness threshold. Moreover, the curve of
Model II is lower than that of Model I with equal parameters
in both Figures 7 and 8, publicizing the epidemic infor-
mation through the infected and cured people will con-
tribute to spreading crisis awareness and preventing the
outbreak of the epidemic.

4.2. Infection Scale. )e key influencing factors for ρI and ρA

are f1 and f2, respectively. Figure 9 reveals that a larger
epidemic cure rate μ helps control the epidemic diffusion
scale and a smaller awareness forgetting rate σ contributes to
the spread of awareness.

US

US AS

US UI AS AI

r∗ 1 – r∗

1 – qu∗

r′ 1 – r′ r′ 1 – r′

qu∗

1 – qu∗

qu∗ 1 – qA∗
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1 – qA∗

1 – μ μ

1 – μ μ 1 – μ μ

1 – μ μqA∗
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Figure 4: Transition probability trees for six possible states.
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4.2.1. Authoritative Information and Epidemic Interaction
Model (f1 < 1, f2 > 1). Both ρA and ρI in Figure 10 show an
upward trend with the increase of β, while the curve in
Figure 10(a) is less obvious than that in Figure 10(b) because
β can only indirectly affect the dissemination of authoritative
information. In the meanwhile, a higher prevention degree
of the individuals (f1 � 0.1) corresponds to a smaller ρI

(Figure 10(b)) and a smaller ρA (Figure 10(a)). Also, a
stronger willingness of the individuals to spread information
(f2 � 1.8) led to a larger ρA and a smaller ρI.

)e increase of λ contributes to the spread of awareness
(Figure 11(a)) and the reduction of the epidemic scale
(Figure 11(b)), which is in line with the actual situation.
When the individuals’ willingness to disseminate informa-
tion gets stronger, (f2 � 1.8), the value of ρA will be larger
and ρI will decrease more. A higher prevention degree of the
individuals (f1 � 0.1) corresponds to a small ρI and a larger
ρA.

)e comparative experimental results of Figures 10 and
11 show that, under the same conditions, the ρA obtained by
Model II is smaller and ρI is larger than that obtained by
Model I, which suggests that models ignoring neighbors’
behavior status would underestimate the epidemic scale and
limit the formulation of epidemic control strategies.

4.2.2. Rumor and Epidemic Interaction Model
(f1 > 1, f2 < 1). A larger β means a greater risk of indi-
vidual infection, and it will led to a lager ρI. However,
rumors are not beneficial to epidemic control, and indi-
viduals would resist the spread of rumors; then, the curve of
ρA would drop. As shown in Figure 12, a smaller
f2(f2 � 0.1) will lead to a smaller ρA, and a larger f1, (f1 �

1.8) will cause a larger ρI.
A larger λmeans that individuals are more likely to have

rumor awareness, which will lead to a lager ρA. However,
individuals in the epidemic layer affected by rumors will take
improper behaviors to accelerate the spread of the epidemic,
and the ρI curve will rise, as illustrated in Figure 13.

Furthermore, the more resistant an individual is to the
rumor (f2 � 0.1), the more difficult it is for the rumor to
spread in the population, and ρA and ρI will be smaller; the
greater an individual’s contribution to epidemic transmis-
sion (f1 � 1.8), the easier it is for the epidemic to spread,
and ρA and ρI will be larger.

Figures 12 and 13 show that when the spread of the
epidemic is accompanied by rumors, ρA obtained by Model
II is larger than Model I, and the obtained ρI is smaller than
Model I, which suggests that models ignoring neighbors’
behavior status would overvalue the epidemic scale and
influence the formulation of epidemic control strategies. As
a result, it is necessary and reasonable to consider the in-
fluence of neighbors’ behavior status when we establish an
interactive propagation model.

5. Epidemic Analysis of COVID-19 in China

Four stages of strict measures for transmission containment
were prompted during the early spread of COVID-19 in
China, which reflects the change in public awareness. Each
awareness stage plays discrepant roles in epidemic control
and public response behaviors. We hypothesized that the
awareness impact factor f1 is negatively correlated with the
importance of epidemic control measures and observe the
assumed value of f1 as shown in Table 3 [35].

Model I and Model II simulate the density of infected
individuals as a function of t for different values of f1. It is
clear that the large value of f1 can increase the density of
infected individuals, see Figure 14(a), and the neighbor
behavior status can narrow the gap between the effects of
different f1 on the infection scale, see Figure 14(b).
)erefore, the government can actively release positive in-
formation to enhance public awareness and restrict the
behavior of infected neighbors for the purpose of controlling
the spread of the epidemic during the COVID-19 epidemic.

Figure 15 is the daily new data released by the Publicity
Department of the National Health Commission except for
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Figure 9: Impact of influence factors on the scale of infection.
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Hubei Province, and Figure 16 is the data fitting curve of
infected individuals (except Hubei Province). Figures 15 and
16 indicate that the number of infected individuals is
gradually decreasing since January 29 with the strengthening
of prevention and control measure [36].

Figure 17 shows the cumulative number of confirmed
cases in Hubei Province from January to April. Since
February 16, the cumulative number of confirmed cases has
been close to 0, indicating that the epidemic has been under
control. As we all know, public awareness is affected by the
spread of the epidemic, and if the epidemic is effectively
controlled, public awareness will become weaker. Public
awareness is difficult to quantify, but we found such a
phenomenon: the online big data information demonstrates
that the amount of comprehensive information has risen
rapidly since January 20, 2020, and reached the peak on
February 15, and the peak time coincides with the epidemic

control time (Feb 16), as shown in Figure 17, which reflect
the influence of epidemic spreading on the diffusion of
awareness.

As shown in Table 4, the Hubei Provincial Government
adjusts information report management at different stages of
the epidemic. Each epidemic stage plays discrepant roles in
public awareness diffusion. We hypothesized that the epi-
demic impact factor f2 is positively correlated with the
importance of information report management and observe
the assumed value of f2.

Model I and Model II simulate the density of aware
individuals as a function of t for different values of f2. It is
clear that the large value of f1 can increase the density of
aware individuals, see Figure 18(a), and neighbor behavior
status can expand the gap between the effects of different f2
on the awareness scale, see Figure 18(b). )erefore, the
measures taken by the government to publicize the epidemic
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Figure 10: )e influence of β on ρA and ρI.
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Figure 13: )e influence of λ on ρA and ρI.

Table 3: Different government control measures and corresponding assumed value of f1.

Phase Date Government measures Importance Assumed value of
f1

1 29 December 2019–22
January 2020 Early detection of the COVID-19 preliminary control Significant 0.8

2 23 January–29 January 2020

(1) Public health level 1 response of 31 provinces

Critical 0.6

(2) Strict exit screening
(3) Medical support from other regions of China
(4) Cancellation of mass gatherings
(5) Methodological improvement on the diagnosis and treatment
strategy
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Figure 14: Changes in ρI under different levels of government measures: (a) Model I; (b) Model II.

Table 3: Continued.

Phase Date Government measures Importance Assumed value of
f1

3 30 January–11 February 2020

(1) Public health level 1 response of 31 provinces

Essential 0.4

(2) Strict exit screening
(3) Domestic and international medical support
(4) )e larger scale of cancellation of mass gatherings
(5) Further methodological improvement on the diagnosis and
treatment strategy
(6) Spontaneous household quarantine by citizens
(7) Two newly built hospitals’ put into use
(8) A clinical trial of perspective medicines

4 12 February–20 February
2020

(1) Public health level 1 response of 31 provinces

Crucial 0.2

(2) Strict exit screening
(3) Further medical support from home and abroad
(4) Massive online teaching in a postponed semester
(5) Orderly resumption of back to work
(6) Addition of new diagnosis method—clinical diagnosis in
Hubei Province
(7) Interagency mechanism
(8) Further exploration of an effective therapeutic strategy
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Figure 15: )e number of newly confirmed diagnoses in regions outside Hubei.
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Figure 17: Accumulated timetable for confirmed cases in Hubei Province (https://coronavirus.jhu.edu/map.html).

Table 4: Information report of COVID-19 in Hubei Province and the corresponding assumed value of f2.

Phase Epidemic stage Information report management changes Importance Assumed value of
f2

1 Early period
(1) Holding special meetings

Significant 1.2(2) Establishment of emergency response teams
(3) Issue guidance notice

2 Beginning
period

(1) CDC has issued guidance documents for many times

Critical 1.5(2) Video training
(3) Answer questions by telephone
(4) Issuing guidance notices

3 High-risk
period

(1) Provide 4 analysis reports of more than 20 pages per day

Crucial 1.8(2) Analyze the characteristics of the disease
(3) To assess the trend of the epidemic
(4) Provide data support for leaders’ decision-making

4 Low-risk period

(1) Timely update of the COVID-19 monitoring analysis report

Essential 1.6(2) Pay attention to the detailed source and detection route of case information
(3) Focus on asymptomatic infected persons and epidemic situation analysis at
home and abroad

∗)e information of COVID-19 in the study was mainly obtained from the National Health Commission of the People’s Republic of China, Chinese Center
for Disease Control and Prevention, WHO, Hubei Provincial for Disease Control and Prevention, and various websites of Chinese government agencies and
official media, as well as some previous studies.
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Figure 16: Date fitting by ploy regression.
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data and epidemic prevention process during the spread of
COVID-19 can enhance public awareness and effectively
control the spread of the epidemic.

6. Conclusions

In this paper, on the one hand, we discuss the interaction
between awareness diffusion (including authoritative
information and rumors) and epidemic spreading; on the
other hand, we analyze the influence of neighbor status on
epidemic spreading when awareness diffusion and
neighbor behavior are coupled in multiple networks.
Distinct from previous studies, people can get epidemic
prevention information to reduce the infection rates from
their social communication circles, such as microblogs, as
well as increase awareness based on their own health
status. Moreover, different neighbor status play distinct
roles in the awareness acquisition process and the re-
sponse behavior change process of an individual. We
investigate the impact of these factors on epidemic
spreading processes and obtain the epidemic threshold
with the MMCA approach. Analysis based on the nu-
merical simulations reveal that the epidemic can be re-
duced by publishing authoritative information to reduce
f1, publicizing the epidemic prevention process to in-
crease f2, and controlling neighbor behavior to be more
reasonable, for example, isolating infected neighbors and
encouraging them to propagate information related to the
epidemic.
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With the rapid development of social network in recent years, the threshold of information dissemination has become lower. Most
of the time, rumors, as a special kind of information, are harmful to society. And once the rumor appears, the truth will follow.
Considering that the rumor and truth compete with each other like light and darkness in reality, in this paper, we study a rumor
spreading model in the homogeneous network called 2SIH2R, in which there are both spreader1 (people who spread the rumor)
and spreader2 (people who spread the truth). In this model, we introduced discernible mechanism and confrontation mechanism
to quantify the level of people’s cognitive abilities and the competition between the rumor and truth. By mean-field equations,
steady-state analysis, and numerical simulations in a generated network which is closed and homogeneous, some significant
results can be given: the higher the discernible rate of the rumor, the smaller the influence of the rumor; the stronger the
confrontation degree of the rumor, the smaller the influence of the rumor; the larger the average degree of the network, the greater
the influence of the rumor but the shorter the duration. .e model and simulation results provide a quantitative reference for
revealing and controlling the spread of the rumor.

1. Introduction

With the continuous emergence of social media platforms,
the traditional media era has gradually turned into the self-
media era, and information dissemination has become
faster, wider in scope, and deeper than ever [1]. Rumors, as a
special kind of information, have greatly increased the
possibility of artificial release of rumors due to their own
confusion, timeliness, and psychological satisfaction to the
people who spread the rumor. Coupled with the self-media
era, the threshold for spreading rumors is further lowered
[2]. In today’s society, there are some people who use
people’s public psychology to create rumors to obtain
benefits from it [3, 4]. .is behavior will cause public panic
and harm society. .erefore, in order to reveal the law of
rumors dissemination and reduce the negative impact of
rumors on society, it is necessary to establish a suitable
mathematical model to analyse the characteristics and
mechanisms of rumors dissemination process.

In the 1960s, Daley and Kendall [5] proposed the DK
model which is a classic model in the field of rumor
spreading. .e model divides the population into three
categories: people who have never heard of rumors (igno-
rant), people who spread rumors (spreader), and people who
have heard the rumors but do not spread (stifler). In order to
characterize the reaction after receiving rumors, individuals
will transform their identities in the three categories based
on probability. Zanette [6, 7] used complex network theories
to study how the rumors spread. He established a rumor
spreading model in small-world networks and proved the
threshold of rumor spreading. Moreno [4] established a SIR
(susceptible-infective-refractory) model in a scale-free net-
work and analysed the simulation results. In the process of
research, some scholars adjusted the SIR model according to
the research purpose and applied it to the complex network
getting numerous great consequences. Wan [8] studied the
propagation process of the adjusted SIR model in a ho-
mogeneous network and proposed two strategies for
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network rumor immunity: active immunity and passive
immunity. Zhao [9] introduced a media report mechanism
and studied the influence of media reports on rumors.
Askarizadeh [10] introduced an anti-rumor mechanism and
proposed a game model to analyse the process of rumor
spread in social networks and concluded that anti-rumor
will affect the spread of rumors. Zhang [11] established
I2S2R dynamic rumor propagation models in homogeneous
and heterogeneous networks. Huo [12] proposed that the
SIbInIu model divides the population into four categories
and concluded that the losing-interest rate and stifling rate
have a negative impact on the scale of the final spread of
rumors. Deng [13] introduced the forgetting and memory
mechanisms in the process of studying the spread of rumors.
Gu [14] established a SEIRmodel on Facebook’s user data set
and concluded that acquaintance immunization is the best
solution to curb online rumors through the comparison of
multiple immunization strategies. Wang [15] established the
SIRaRu model and proposed that when the ignorant meets
the spreader, the ignorant believes the rumor or not with
probability, corresponding to the formation of two stifle
states. In 2014, Wang [16] also considered the existence of
multiple rumors in a network, and one type of rumors would
be affected by another type of rumors. Wang [17], Yang [18],
and Xia [19] introduced the hesitation mechanism in their
respective models. People who heard the rumors tempo-
rarily did not spread them; when they heard the rumors
again, they became the spreaders with probability. Based on
the DK model, Huo [20] divided spreaders into two cate-
gories, namely, spreaders with high activity and spreaders
with low activity. Later, Huo [21] introduced the indis-
cernible degree mechanism in the model to describe the
individual’s cognitive ability. Ran [22] introduced a rumor
rejection mechanism while considering the impact of in-
dividual differences on the spread of rumors and established
an IWSR rumor spread model. Dong [23] proposed a
double-identity rumor spreading model; that is, in addition
to ignorant, spreader, and stifler, each network node also has
one of three other identities, namely, rumor creator, rumor
controller, and normal user. Zan [24] established the SICR
model to introduce the counterattack mechanism of rumors;
that is, when the spreader contacts the counterattack, the
spreader becomes a stifler with probability.

In the above studies, many have made great contribu-
tions to the theoretical research on the process of rumor
spreading on complex networks. However, there are two
shortcomings in the theory that need to be improved. .e
first one is that, in reality, the discernible degree of the rumor
is an important variable, but most previous studies did not
quantify this. Allport and Postman [25] believe that there are
three conditions for the generation and spread of rumors:
the first one is the lack of information; the second one is
people’s anxiety; the third one is that the society is in crisis.
Based on this, they proposed a classical formula:
rumors � i × a(where i represents the importance of in-
formation and a represents the degree of unknowability of
the event). .e other improvement to be made is that no
research has been done on the spread of truth, the opposite
of rumors. With the rumor, there is also the truth. In reality,

there are always some wise men who can reveal the rumor
and spread the truth, in which time there will be a con-
frontation relationship between the rumors and the truth
[24]. Based on this, we divide the population into six cat-
egories, people who have never heard of rumors or truth
(ignorant), people who spread rumors (spreader1), people
who spread truth (spreader2), people who have heard the
rumors but do not spread temporarily (hesitant1), people
who have heard the rumors but do not spread (stifler1),
people who have heard the truth but do not spread (stifler2),
and propose the 2SIH2R model with the discernible
mechanism and the confrontation mechanism.

.e organization of the paper is the following. In Section
2, the 2SIH2R model is defined, and the mean-field equa-
tions of the model are established in the homogeneous
network [16, 26]. In Section 3, we study the rumor spreading
threshold of model propagation by changing initial condi-
tions and parameters and extend the spreading threshold
under special circumstances [27] to general conditions. In
Section 4, through simulation, we study the influence of
discernible mechanism, confrontation mechanism, and
average degree on the rumor. In Section 5, conclusions of the
paper and future work are given.

2. 2SIH2R Rumor Spreading Model

We consider a closed and mixed population composed of N
individuals as a complex network, where individuals and
their contacts can be represented by vertexes and edges. .is
network can be described by an undirected graph
G � (V, E), where V denotes the vertexes and E represents
the edges. At each time t, the people in the network can be
divided intoS1, S2, I, H, R1, R2, separately, representing
people who spread the rumor, people who spread truth,
people who have never heard of the rumor or truth, people
who have heard the rumor but do not spread temporarily,
people who have heard the rumor but do not spread, and
people who have heard the truth but do not spread. .e
rumor spreading process of the 2SIH2R can be seen in
Figure 1.

In Figure 1, the solid/dotted line from the “Ignorant”
represents that the ignorant contacts with spreader1/
spreader2, and the rumor spreading rules of the 2SIH2R
model can be summarized as follows.

(1) We use m to describe the discernible rate of the
rumor, and f(m) to describe people’s ability to
reveal rumors. .e function of f is to map the
characteristics of the rumor to the characteristics of
the people. .e greater the m, the greater the
probability that the rumor will be revealed. .e
greater the f(m), the greater the probability that the
people will not believe the rumor immediately. We
assume that there is a positive correlation between
mand f(m).

(2) When an ignorant person meets a spreader1: (a) the
ignorant may believe the rumor and spread it with
probability (1 − f(m))λ1. .e λ1 is rumor spreading
rate; (b) the ignorant may not believe the rumor
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immediately and hesitate to spread it with proba-
bilityf(m)η..e η is potential spreading rate; (c) the
ignorant may have no interest of the rumor with
probability1 − (1 − f(m))λ1 − f(m)η.

(3) When an ignorant person meets a spreader2: (a)
the ignorant may believe the truth and spread it
with probability λ2 , called truth spreading rate; (b)
the ignorant may have no interest of the truth with
probability(1 − λ2). Since the truth is generally
issued by an authoritative organization, or there is
evidence to support it, the truth is relatively more
objective, accurate, and clear. It is easier for the
ignorant to judge, and not easy to become a
hesitant.

(4) We consider that the hesitant1 have a desire to spread
the information, because of the suspicion of the rumor
and the environmental impact when they receive the
rumor; they do not spread the rumor immediately. In
the time of hesitation, hesitant1 may believe the rumor
to spread it, or theymay discover the truth and spread it.
So, we assume that, at each step, the hesitant1 will
spontaneously become people who spread the rumor
(spreader1) with probability θ1, and people who spread
truth (spreader2) with probability θ2.

(5) When a spreader1 (spreader2) encounters another
spreader1 (spreader2), he/she could think the rumor
(truth) is widely known. So, the spreader1
(spreader2) may lose spreading enthusiasm and
become a stifler1 (stifler2) with rumor (truth) losing-
interest rate β1 (β2).

(6) At each step, spreader1 (spreader2) becomes a sti-
fler1 (stifler2) spontaneously with probability c1(c2),
called rumor (truth) forgetting-rate.

(7) At each step, the stifler1 will spontaneously become
stifler2 with probability ω, because of the im-
provement of their own cognitive level.

(8) When a spreader1 encounters spreader2, the
spreader1 will believe the truth rather than the ru-
mor with probability α, because of the confrontation
mechanism between the truth and rumor. .e α is
confrontation rate.

Moreover, the 2SIH2R model is applied to a generated
network which is a closed and homogeneous population
consisting ofN individuals [17, 28].We use S1(t), S2(t), I(t),
H(t), R1(t), R2(t), separately, to represent the densities of
spreader1, spreader2, ignorant, hesitant1, stifler1, and sti-
fler2, and at any step, the following condition always exists:

I(t) + S1(t) + S2(t) + H(t) + R1(t) + R2(t) � 1. (1)

According to the rumor spreading rules, the mean-field
equation of 2SIH2R model can be expressed as follows:

dI(t)

dt
� − 〈k〉 S1(t) + S2(t)( I(t), (2)

dS1(t)

dt
� (1 − f(m))λ1 < k> S1(t)I(t) + θ1H(t)

− α< k> S1(t)S2(t)

− β1〈k〉S1(t) S1(t) + R1(t) + H(t)(  − c1S1(t),

(3)

dS2(t)

dt
� λ2〈k〉S2(t)I(t) + θ2H(t) − β2〈k〉S2(t) S2(t)(

+ R2(t) − c2S2(t),

(4)

dH(t)

dt
� f(m)η〈k〉S1(t)I(t) − θ1 + θ2( H(t), (5)

dR1(t)

dt
� 1 − (1 − f(m))λ1 − f(m)η( 〈k〉S1(t)I(t)

+ β1〈k〉S1(t) S1(t) + R1(t) + H(t)(  + c1S1(t)

− ωR(t),

(6)

dR2(t)

dt
� 1 − λ2( 〈k〉S2(t)I(t) + α〈k〉S1(t)S2(t)

+ β2〈k〉S2(t) S2(t) + R2(t)(  + c2S2(t) + ωR1(t),

(7)

where 〈k〉 represents the average degree of the generated
network.

3. Steady-State Analysis

In this section, we will consider the three situations of the
model. When the system reaches the steady state, there is
neither spreader1 nor spreader2. So, we can give the con-
dition in the final state: S1 � limt⟶∞S1(t) � 0,
S2 � limt⟶∞S2(t) � 0, H � limt⟶∞H(t) � 0, and
limt⟶∞(I(t) + R1(t) + R2(t)) � 1. It is assumed that
I � limt⟶∞I(t), R1 � limt⟶∞R1(t), R2 � limt⟶∞R2(t).
.e final size of the rumor (truth) R1 (R2) will be calculated
to measure the level of the rumor (truth) influence [12], and
R � R1 + R2 is used to measure the level of influence of the
model. We will study the rumor spreading threshold of the
model by analysing the final size of R. .e sum of equations
(6) and (7) is divided by equation (2); we have

Spreader1

Hesitant1

Spreader2

Ignorant

Stifler1

Stifler2

1 – (1 –f (m)) λ1 – f (m)η

(1 –f (m)) λ1

f (m)η

λ2

(1 – λ2)

β1, γ1

β2, γ2

θ1

θ2

α ω

Figure 1: 2SIH2R rumor spreading process.
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dR(t)

dI(t)
�
d R1(t) + R2(t)( 

dI(t)
� −

1 − (1 − f(m))λ1 − f(m)η( S1(t) + 1 − λ2( S2(t)

S1(t) + S2(t)

−
β1S1(t) S1(t) + R1(t) + H(t)(  + β2S2(t) S2(t) + R2(t)(  + αS1(t)S2(t)

S1(t) + S2(t)( I(t)
−

c1S1(t) + c2S2(t)

〈k〉 S1(t) + S2(t)( I(t)
.

(8)

3.1. Steady-State Analysis of Rumor. At the beginning of
model spreading, in this situation, we assumed that there is
only one spreader1 who spreads the rumor, and there is no
truth. So, the initial condition can be given: S2(0) � 0, ω � 0,
S1(0) � (1/N) ≈ 0, I(0) � (N − 1/N) ≈ 1,
H(0) � R1(0) � R2(0) � 0. After a while, the number of

spreader1 will increase to the top; then, it reduces to zero, at
which time the system reaches stability.

Since S2(0) � 0, ω � 0, equations (4) and (7), we can
knowS2(t) � 0 and R2(t) � 0. So, there is the normalization
condition I(t) + S1(t) + H(t) + R1(t) � 1. Considering the
above-mentioned conditions, equation (8) becomes

dR(t)

dI(t)
�
d R1(t) + R2(t)( 

dI(t)
� − 1 − (1 − f(m))λ1 − f(m)η(  −

β1(1 − I(t))

I(t)
−

c1

〈k〉I(t)

� − c −
β1(1 − I(t))

I(t)
−

c1

〈k〉I(t)
⇒dR(t) � − cdI(t) −

β1(1 − I(t))

I(t)
dI(t) −

c1

〈k〉I(t)
dI(t)

⟹
∞

0
dR(t)dt � 

∞

0
− cdI(t) −

β1(1 − I(t))

I(t)
dI(t) −

c1

〈k〉I(t)
dI(t) dt

⟹ R � β1 − c( (I − 1) − β1 +
c1

〈k〉
 lnI⇒ β1 − c + 1( R � − β1 +

c1

〈k〉
 ln(1 − R)

⟹
β1 − c + 1

− β1 + c1/〈k〉( ( 
R � ln(1 − R)⇒R � 1 − e

− β1− c+1/β1+ c1/〈k〉( )( )R⟹ R � 1 − e
− εR

,

(9)

where c � 1 − (1 − f(m))λ1 − f(m)η and
ε � (β1 − c + 1/β1 + (c1/〈k〉)). Only when ε> 1 will equa-
tion (9) have a non-zero solution. For f(m)≠ 1, we have

λ1c �
c1 − 〈k〉f(m)η
〈k〉(1 − f(m))

. (10)

Due to the confrontation mechanism, when 0≤ λ1 ≤ λ1c,
the rumor must not spread widely in the generated network.

3.2. Steady-State Analysis of Truth. It is assumed that the
government or authoritative media have already begun to
spread the truth before a rumor event occurs. .en, when a
rumor event occurs, there will be no rumor spreader in the
population. So, in this situation, the initial condition can be
given: S1(0) � 0. .en, we can prove S1(t) � 0 from
equation (4), and R1(t) � 0 from equation (6). Since there
are no hesitant in the network at the beginning, we can prove
H(0) � 0 from equation (5). Next, we can follow the proof
process in the previous part to get

λ2c �
c2

〈k〉
. (11)

So, when 0≤ λ1 ≤ λ1c, the rumor must not spread widely
in the generated network.

3.3. Steady-State Analysis of 2SIH2R Model. In this part, we
consider a relatively general situation. At the beginning of
model spreading, in this situation, we assumed that there is
one spreader1 who spreads the rumor, and one spreader2
who spreads the truth. So, the initial conditions can be given:
I(0) � (N − 2/N) ≈ 1, S1(0) � S2(0) � (1/N) ≈ 0,
H(0) � R1(0) � R2(0) � 0.

Moreover, it is worth noting that in this situation, due to
the complicated spreading process, we can not follow the
proof process in the previous part to get the condition of
2SIH2R model spreading threshold. .erefore, this part re-
starts from the initial conditions and gets the condition of
2SIH2R model spreading threshold.

We use i(t), s1(t), s2(t), h(t), r1(t), r2(t), separately, to
represent from equations (2) to (7), and from the initial
conditions we can know

i(0) � − 2〈k〉
(N − 2)

N
2 , (12)

s1(0) � (1 − f(m))λ1〈k〉
N − 2

N
2 − α + β1( 〈k〉

1
N

2 −
c1

N
,

(13)

s2(0) � λ2〈k〉
N − 2

N
2 − β2〈k〉

1
N

2 −
c2

N
, (14)
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h(0) � f(m)η〈k〉
N − 2

N
2 , (15)

r1(0) � 1 − (1 − f(m))λ1 − f(m)η( 〈k〉
N − 2

N
2

+ β1〈k〉
1

N
2 +

c1

N
,

(16)

r2(0) � 1 − λ2( 〈k〉
N − 2

N
2 + α〈k〉

1
N

2 + β2〈k〉
1

N
2 +

c2

N
.

(17)
Here, i(0) represents the instantaneous rate of change of

the ignorant when t � 0..e r(0) � r1(0) + r2(0) represents
the instantaneous rate of change of the stifler1 and stifler2. If
the 2SIH2R model can work successfully, at t � 0, some
ignorant people must become the other five categories. So,
the number of ignorant people decreases, and the number of
the other five categories increases, which means i(0)< 0,
|i(0)|> |r(0)| and r(0)≥ 0.

From equations (12) to (17), we have

i(0) + s1(0) + s2(0) + h(0) + r1(0) + r2(0) � 0. (18)

Since r(0) � r1(0) + r2(0)≥ 0, we have

s1(0) + s2(0) + h(0)> 0. (19)

So,

s1(0) + s2(0) + h(0) � (1 − f(m))λ1〈k〉
N − 2

N
2

− α + β1( 〈k〉
1

N
2 −

c1

N

+ λ2〈k〉
N − 2

N
2 − β2〈k〉

1
N

2 −
c2

N

+ f(m)η〈k〉
N − 2

N
2 > 0.

(20)
From equation (20), we have

(1 − f(m))λ1 + λ2 + f(m)η>
α + β1 + β2

N − 2
+

N c1 + c2( 

(N − 2)〈k〉
.

(21)
When N⟶∞, the following result can be obtained:

(1 − f(m))λ1 + λ2 >
c1

〈k〉
− f(m)η +

c2

〈k〉
. (22)

So, if the rumor and the truth can spread widely in the
generated network which is closed and homogeneous, the λ1
and λ2 should satisfy equation (22). Next, setting
λ2 � 0c2 � 0, we can get equation (10). And by setting
λ1 � 0f(m) � 0, we can get equation (11). So, we can
conclude that the third general situation contains the first
two special situations.

4. Numerical Simulation

In this section, through numerical simulation, we study the
influence of discernible mechanism, confrontation mechanism,
and average degree on the rumor. According to the 2SIH2R
rumor spreadingmodel and existing research results [29–31], we
perform numerical simulation in a generated homogeneous
network, where 〈k〉 � 8, N � 105. It is assumed that there are
one spreader1 and one spreader2 at the time t � 0. So,
I(0) � (N − 2/N) ≈ 1, S1(0) � S2(0) � (1/N) ≈ 0,
H(0) � R1(0) � R2(0) � 0.

Figure 2 displays the change of density of six categories
(spreader1, spreader2, stifler1, stifler2, ignorant, hesitant) over
time with f(m) � 0.7mm � 0.3λ1
� λ2 � 0.7η � 0.8θ1 � 0.5θ2 � 0.3β1 � β2 � 0.3c1 � c2 �

0.1ω � 0, α � 0.5. Unless otherwise specified, the above pa-
rameters are used in this section. It can be seen from Figure 2
that the density of the ignorant decreases rapidly and those of
the other 5 categories increase to their peak, separately in a
short time. As the model spreads further, the densities of
spreader1 and spreader2 will continue decreasing until they
reach zero, whichmeans the 2SIH2Rmodel gets into the steady
state.

Figure 3 displays the change of density of spreader1,
under the change of parameter m. It can be seen that the
greater the m (the bigger the f(m)), the stronger the dis-
cernible mechanism, the smaller the impact of the rumor,
because of the decreasing peak. At the same time, from
Figure 4, as m increases, the final size of stifler1 also de-
creases. But the time to peak of spreader1 and stifler1 has not
changed significantly. In Figure 5, it also can be seen that the
final size of stifler1 decreases with increasingf(m), but the
stifler2 increases. In summary, as m increases, the instan-
taneous maximum influence and the final influence range of
the rumor will decrease but the truth increases.

Figure 6 displays the change of density of spreader1,
under the change of parameter α. It can be seen that the
greater the α, the stronger the confrontation mechanism, the
smaller the impact of the rumor, because of the decreasing
peak. At the same time, from Figure 7, as α increases, the
final size of stifler2 increases, because some spreader1
change into stifler2 by the confrontation mechanism. In
Figure 8, it can also be seen that the final size of stifler1
decreases with increased α, but the stifler2 increases. In
summary, as α increases, the instantaneous maximum in-
fluence and the final influence range of the rumor will
decrease, while the final influence range of the truth will
increase.

Figure 9 displays the change of density of spreader1,
under the change of parameter 〈k〉. It can be seen that the
greater the 〈k〉, the more people can be contacted by
spreader1, the greater the impact of the rumor, because of
the increased peak and the shortened time of reaching the
peak. Moreover, we can find that, with increased 〈k〉, the
shape of the solid line becomes wider, which means that the
duration of the rumor event is decreasing. In summary, as
〈k〉 increases, the velocity and the range of the rumor
spreading will increase, which means the influence of the
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rumor will increase significantly. But the duration of the
rumor event will decrease.

Figure 10 displays the change of density of stifler1 and
stifler2, under the change of parameter ω. It can be seen that
the change of ω causes a huge impact on the rumor. As long
as ω changes from 0 to 0.1, almost only stifler2 exists in the
network when it reaches a steady state, which means the
rumors will not have a significant impact on us. So, this
paper mainly studies the situation where ω � 0.

Figures 11 and 12 display the final size R(which is the
sum densities of stifler1 and stifler2 at steady state) with λ1
and λ2. .e redder the color is, the greater the value of R. In
Figure 12, under the parameter f(m) � 0.5, η � 0.1,
c1 � c2 � 0.8, the spreading threshold condition can be
distinguished roughly by the shade of color (as the black
solid line denoted in the figure) which is basically consistent
with the steady-state analysis from the previous section (as
the black dashed line denoted in the figure).
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5. Conclusions

Rumors as a kind of harmful information in most situation
may cause large public panic. It is necessary to establish a
suitable mathematical model to analyse the characteristics
and mechanisms of the rumor dissemination process. In this
paper, we propose a 2SIH2R rumor spreading model in a
generated homogeneous network, and some significant re-
sults can be given:

(1) We assumed that when an ignorant encounters a
spreader1, the ignorant may change into hesitant1
because of the discernible mechanism, and when a
spreader1 encounters a spreader2, the spreader1 may
change into stifler2 because of the confrontation
mechanism.

(2) .rough changing parameters, the model can be
simplified to the traditional SIR model and the SEIR
model. From this point, the traditional model has
been improved and the 2SIH2R model is more
universal.

(3) After establishing the mean-field equations of the
2SIH2R model, we give the condition of 2SIH2R
model spreading threshold in three situations sep-
arately. When there is only one spreader1 at t � 0 in
the networks, the spreading threshold is
λ1c � (c1 − 〈k〉f(m)η/〈k〉(1 − f(m))). When there
is only one spreader2 at t � 0 in the networks, the
spreading threshold isλ2c � (c2/〈k〉). When there is
one spreader1 and one spreader2 at t � 0, the con-
dition of 2SIH2R model spreading threshold is
(1 − f(m))λ1 + λ2 > (c1 + c2/〈k〉) − f(m)η. When
the condition is not satisfied, the rumor or the truth
cannot spread widely in the crowd.

(4) From the numerical simulations, we can know that
the higher the discernible degree is, the smaller the
influence of the rumor will be; the higher the con-
frontation rate is, the smaller the influence of the
rumor will be; the bigger the average degree is, the

greater the influence of the rumor will be, but the
shorter the duration is.

In the future, a further study on 2SIH2R rumor
spreading model will be conducted in the heterogeneous and
some real networks. In this paper, we assume that the social
network is homogeneous, but in reality, lots of social net-
works have a more complex structure. And also, the real data
may be analysed, because there are many subjective as-
sumptions in the model and parameters setting process. .e
significance of the model can be better demonstrated
through real data.
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Human contact networks constitute a multitude of individuals and pairwise contacts among them. However, the dynamic nature,
which generates the evolution of human contact networks, of contact patterns is unknown yet. Here, we analyse three empirical
datasets and identify two crucial mechanisms of the evolution of temporal human contact networks, i.e., the activity state
transition laws for an individual to be socially active and the contact establishment mechanism that active individuals adopt. We
consider both of the twomechanisms to propose a temporal network model, the so-called memory-driven (MD)model, of human
contact networks. )en, we study the susceptible-infected (SI) spreading processes on empirical human contact networks as well
as four corresponding temporal network models and compare the full prevalence time of SI processes with various infection rates
on the networks. )e full prevalence time of SI processes in the MD model is the same as that in real-world human contact
networks. Moreover, we find that the individual activity state transition promotes the spreading process, while the contact
establishment of active individuals suppresses the prevalence. Besides, we observe that individuals who establish social ties with a
small exploring rate are still able to induce an endemic which prevails in the networks.)e study offers new insights to predict and
control the diffusion processes on networks.

1. Introduction

)e evolution nature of human interactions creates diverse
temporal properties, which fundamentally influence the
epidemic spreading. Interactions may be characterized and
modeled by the human interaction networks [1–5], where a
node represents a person, and the interaction between two
persons is a link. In 2004, Pentland et al. from the MIT
Media Laboratory took the lead in tracking and recording
human interactions with personal mobile phones and
proposed a stochastic process-based model to capture the
coevolution of social relationships and individual behaviors
[6, 7]. Many previous studies of interaction networks as-
sumed that the interactions are fixed, or the spreading
processes are much faster than the evolution of networks.
Nowadays, with the rapid technological advances, high

quality and time-resolved datasets of human interactive
behaviors can be easily obtained [8–13] and have provided
an unprecedented opportunity to better understand human
society dynamics with temporal human interaction net-
works [14–16]. However, it remains an important challenge
to unveil the mechanisms driving the evolution of human
interaction networks and to further capture the effects of
such mechanisms on dynamical processes on networks
[17–20].

In human interaction networks, in general, each agent at
time t is either active, contacting with other agents, or in-
active, isolated. )e activity state, i.e., activeness or inac-
tiveness of an agent and the contacts between pairwise
agents alter with time. Rocha and Blondel [21] introduced a
temporal network model, where the time interval between
two activity states of each agent follows a stochastic process
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with a certain distribution, and the inactive agents keep
isolated from other active ones in the network. Nevertheless,
more research efforts assumed that the nodes in the inactive
state are not totally isolated and can receive contacts from
other active nodes. A typical example is the framework of
activity-driven networks [22–25]. Perra et al. [22] proposed
the original activity-driven model of temporal networks, in
which an agent is either active with probability p or inactive
with probability 1 − p at each unit time. Since the active
probability of an agent is decided by its activity potential
which follows a given distribution, regardless of its activity
state at the last time step, the activity-driven model generates
a sequence of memoryless networks. Besides, the social
contacts between active nodes and other nodes are randomly
established. An extension of this model reduced the ran-
domness of link establishments by introducing a mutual
selection mechanism, where the destination of a contact
depends mutually on the activity potential of the agents on
both ends of the connection [23]. Similarly, some studies
added a time-invariant quantity, namely, attractiveness for
each agent, accounting for the fact that some agents are more
likely to be connected by other agents when building a
contact [24, 25].

A wealth of empirical observations has shown that the
mechanisms which govern the evolution of human contact
networks are far from random [14–16, 18, 26–29]. Indi-
viduals often remember the agents whom they previously
interacted with and thus form their own social circles [18].
Besides, due to the continuity of social interactions, the
activity state of an agent is unlikely to be altered in a sudden
[13], especially when the agent is actively engaging in a social
event with a lot of peers. Valdano et al. [28] proposed a
homogeneous assumption that the transition probability
between the active state and inactive state of each agent is
identically assigned with the same value. Although the as-
sumption partially captures the evolution of the activity
state, an explanation of the transition mechanism is still
missing. When it comes to the evolution of contacts between
agents, the effect of memory, i.e., an agent preserving their
pervious contacts with a certain probability, should be
considered within the temporal network model. )e model
introduced in [19] incorporates four distinct memory
mechanisms to describe the rates of creation and disap-
pearance of contacts in empirical networks, where the rates
follow a power-law decaying functional forms, akin to the
preferential attachment mechanism [30]. Recently, more
realistic mechanisms based on the activity-driven frame-
work have been explored [14, 15, 26, 27]. )ey considered a
non-Markovian reinforcement process, in which agents are
more inclined to allocate their contacts towards already
existing social ties rather than create new relationships. In
particular, the probability of an agent exploring a new social
relationship is determined by its cumulative degree, i.e., the
number of distinct agents contacted during observation
period; however, the transition of the activity states of each
agent is not taken into account.

)e aforementioned studies have investigated various
topological and temporal features of real social systems from
different perspectives. However, a better understanding of

the mechanisms driving the evolution of the temporal social
contact networks and the effects of network evolution on
dynamic processes, such as epidemic spreading [31–34],
information propagation [20, 35], and innovation diffusion
[36, 37], is still urgently needed.

Exploring several datasets of human contact networks,
we report two generic mechanisms of the evolution of real
networks: (i) the transition probability of activity states is a
function of the degree of agents and (ii) the time interval
between the reconnection of node pairs follows a power-law
distribution. Based on the two mechanisms, we propose a
temporal network model, namely, the memory-driven
model, to characterize the evolution of social networks. )e
memory here refers that an agent inclines to concentrate
towards recently contacted partners. With the new frame-
work, we study the epidemic spreading processes in both
synthetic and real temporal networks. )e full prevalence
time of susceptible-infected (SI) spreading in the memory-
driven model is the same as that in real networks. Moreover,
we find that the two mechanisms of the network evolution
have distinct effects on the epidemic spreading on real
networks; that is, the activity state transition promotes the
spreading process; however, the contact memory hampers
the spreading. Apart from this, we demonstrate that even a
smaller fraction of interactions connecting to new social
relationships is able to induce an explosive spreading on
networks.

)is paper is organized as follows. In Section 2, we
describe three datasets of real-world human interactive
activities and introduce the definitions of human contact
networks. In Section 3, we analyse the empirical datasets to
obtain statistic properties of human contact networks and
propose a temporal network model. Section 4 focuses on the
epidemic spreading processes on the synthetic networks and
real networks. Finally, we conclude this work in Section 5.

2. Empirical Datasets and Definitions

In this paper, we use three empirical datasets of offline
human interactive activities in various scenes. )e datasets
include the offline sex interaction dataset (“Sex6yr,” [38, 39])
and the physical proximity interaction datasets (“MIT_RM,”
[6] and “School,” [40]). )e “Sex6yr” dataset collects the real
offline sex trading activities among sellers and buyers with a
forum-like Brazilian web community. If a buyer A posted a
comment in a thread about seller B, a contact between A and
B exists. )e “MIT_RM” dataset records the call logs,
Bluetooth devices in proximity, cell tower IDs, application
usage, and so on among students and faculty in the MIT
Media Laboratory via the Bluetooth device in mobile
phones. We here studied the physical proximity interactions
with the sampling data of physical proximity via Bluetooth
devices in the “MIT_RM” dataset. )e “School” dataset
collects the face-to-face proximity interactions among
teachers and students in a French school by the Radio-
Frequency IDentification (RFID) device embedded in
badges. )e contact records of each dataset are in the same
format (i, j, t), which represents a contact between two
individuals i and j started at time t. More details of the
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datasets are introduced in Appendix A and summarized in
Table 1.

)e human contact network is a kind of temporal
network, which consists of the evolution of network to-
pology with time. We segment the empirical data into ad-
jacency time steps of length tw � w△t, where △t is the
resolution and w is the number of resolutions in a time step.
A human contact network is a sequence of networks in time
order G(tw) � G1, G2, . . . , Gt, . . . , GT , where
Gt � (Nt,Lt) is the network taking place at time step t over
time window [(t − 1)tw, t · tw) and T is the total number of
time steps. An illustration of the human contact network is
shown in Figure 1. In this work, we select tw as 1 month, 1
day, and 5 mins for “Sex6yr,” “MIT_RM,” and “School,”
respectively (explanation for the selection is given in Ap-
pendix B). )e aggregated network of G(tw) is
GT � ∪ t�T

t�1 Gt � (N,L), where N � ∪ t�T
t�1Nt and

L � ∪ t�T
t�1Lt. We denote the number of agents and the

number of contacts by N � |N| and LC � |L|, respectively.

3. Analysis of Temporal Properties

Before we introduce the temporal network model, we first
empirically analyse statistic properties of human contact
networks, i.e., the activity state transition of individuals and
the contact memory of node pairs, which are the funda-
mental mechanisms for the design of our temporal network
model.

3.1. Individual Activity State Transition. We here assume
that each node at time step t in the network is in one of two
states: active state, connecting with other nodes, denoted by
a and inactive state i. )e sets of nodes in active state and in
inactive state at time step t are denoted byNa(t) andNi(t),
respectively. We here study whether the activity state of an
individual j at time step t + 1 depends on the state at
previous step t and how the degree k of individual j at time
step t influences the activity state transition. We denote the
number of nodes with degree k in active state at time step t

by Nk,a(t) � |Nk,a(t)|, where |N| represents the number of
nodes in a node set N. )e transition probability of nodes
with degree k transferring from active state a to inactive state
i at one time step is

PAI(k) �


T−1
t�1 Nk,a(t)∩Ni(t + 1)





T−1
t�1 Nk,a(t)

. (1)

)e transition probability of nodes with degree k staying
at active state a in one time step is PAA(k) � 1 − PAI(k).
Note that the degree of an individual might change over time
since the individual might take part in or leave from the
interactions of the system across time.

)e transition probabilities characterize the relation
between the activity state of node i with degree k at the
current time step and that at next time step. Although it has
been observed in empirical networks (e.g., Facebook) that
the strong link between activity and degree [18], the detail

about how they are related and how to apply it to network
modeling is not fully discussed previously. Here, we study
how the transition probability, i.e., PAI(k) or PAA(k), varies
with the degree k. Figures 2(a)–2(c) show the transition
probabilities of remaining in the active status or switching to
the inactive status calculated on three empirical networks.
Remarkably, the transition probability PAI(k) or PAA(k) is
as a power-law function of degree k. )e greater the degree
of active agents at the current time step, the smaller the
probability they become inactive at the next time step.)at is
to say, agents with high social activity (high degree) have
more tendency to maintain the active status all the time.
However, we cannot find the relation between the transition
probability PIA(k) (or PII(k)) and degree k since the degree
of nodes in inactive state is 0. Hence, we study the transition
property of inactive nodes with the firing rate
b � Ni(t)∩Na(t + 1)/Ni(t), which is the probability of an
inactive node becoming active at one time step. )e average
firing rate PIA is expressed as

PIA �
1

T − 1


T−1

t�1

Ni(t)∩Na(t + 1)




Ni(t)
. (2)

Figure 2(d) demonstrates that the variance of firing rates
at different time steps is small.

3.2. Contact Establishment of Active Individuals. Previous
studies [22–25] assume that all active individuals contact
with s other individuals at each time step, where s � m is a
constant. However, we find that the number of contacts
(degree) at each time step follows a different distribution in
empirical datasets (see Figure 3(a)). Figure 3 suggests that
the assumption of the same number of contacts cannot
reflect the real properties; thus, the distribution F(s) of
contact number s should be considered for the temporal
network models with different datasets.

An active individual either establishes a contact by social
keeping, connecting to a node which has already been
connected to at previous time steps, or social exploring,
connecting to a new one. )e average fraction of social
keeping contacts of each individual at each time step is

p �
1
NT



N

i�1


T

t�1
pi(t), (3)

in which the fraction pi(t) of reconnected links of node i is

Table 1: Description of the three datasets.

Dataset T △t N LC R

Sex6yr 2,232 day 1 day 16,102 38,995 50,185
MIT_RM 232 day 6 min 96 2,539 55,306
School 8.67 hour 20 sec 236 5,901 37,402
T is the time span of contact sequences, △t is the resolution (time interval
between two records in time order), N is the number of agents, LC is the
number of distinct contacts, and R is the number of records.
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Figure 2: Transition probabilities between active state and inactive state as functions of the current degree k of the node, for the three
empirical datasets. Solid lines represent the fitting curves: (a) PAI(k) � 0.78k− 0.84 (Sex6yr), (b) PAI(k) � 0.45k− 0.56 (MIT_RM), and
(c) PAI(k) � 0.33k− 0.91 (School). (d))e firing rate PIA with 95% confidence intervals in the three empirical datasets.)e average firing rates
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pi(t) �
j∈Vi(t)δij(t)

Vi(t)



, (4)

where δij(t) � 0 if agent i never interacted with agent j

before; otherwise, δij(t) � 1. )e |Vi(t)| is the number of
direct neighbors of agent i at time step t. )e fraction pi(t)

quantifies the inclination of an agent to keep previous
established contacts. Figure 4(a) shows that in the context of
sex trade, individuals dominantly adopt the strategy of social
exploring, while in the context of physical proximity
(MIT_RM) and face-to-face communication (School), in-
dividuals tend to reconnect with the nodes who have already
contacted by social keeping.

Moreover, the recurrence interval of human contacts is
analysed. )e recurrence interval Δ(i,j) of individuals i and j

refers to the number of time steps between any two con-
secutive contacts. We can deduce that, if an active node i has
a degree ki at each time step and ki contacts are established
randomly with other nodes, the distribution of recurrence
interval is an exponential distribution as P(Δ(i,j)) �

(ki/N)(1 − ki/N)(Δ(i,j)−1). Note that this is the basic as-
sumption in previous works [14, 26–28]. However, we find
that the probability distributions of recurrence intervals of
contacts between node i and all others follow a power-law
distribution in three datasets (see Figure 4(b)). )e finding
might give a support for the burst property of temporal
networks that the intercontact time distribution has a power-
law form (see Figure 4(c)), which has also been reported
recently in [15, 41, 42]. )e results imply that agents do not
establish contacts randomly with others regardless of their
pervious contacts. Besides, we have identified the statistical
law in real-world systems that agents preferentially contact
individuals who have recently been in interact with [29].

To summarize, two typical characteristics coexist in the
process of realistic network evolution, individual activity
state transition, and contact establishment. In the next
section, we propose a temporal network model based on the
mechanisms.

4. Modelling Dynamic Contact Networks

4.1.Memory-Driven (MD)Model. In this section, we present
a temporal network model, named the memory-driven
(MD) model, of human contact networks. )e empirical
analysis of individual activity state transition and contact
establishment are both the basic mechanisms for the MD
model. We consider a set of agents N in a human contact
network G. For each time step, every agent has two possible
activity states: active and inactive. We here assume that each
individual has the maximummemory length L time steps; in
other words, the contact establishment at current time step is
only influenced by the connections at pervious L time steps,
which is stored in the memory train
GM � Gt−L+1, Gt−L+2, . . . , Gt−1, Gt . We generate L random
networks [43] to initialize the temporal network
G � G1, G2, . . . , GL  and the memory train
GM � G1, G2, . . . , GL . )e generation of the temporal
network G � G1, G2, . . . , GT  is illustrated in Figure 5 and
described as follows:

(1) Individual activity state transition: an active indi-
vidual i with degree k at time step t becomes inactive
at time step t + 1 with probability PAI(k) � Ak− α

(A ∈ (0, 1]), while an inactive agent becomes active
with a constant firing rate PIA.

(2) Contact establishment of active individuals: we as-
sign each active individual with s contacts, where s is
extracted from a given probability distribution F(s).
)e contacts are established by the following steps:

(a) Social keeping: With a keeping rate p ∈ [0, 1],
agent i connects to a previous contacted agent j

with probability pij � f(Δ(i,j))∝Δ
−c

(i,j),

(1≤Δ(i,j) ≤ L), which is a function of the time
interval Δ(i,j) since their last interaction.

(b) Social exploring: with an exploring rate
q � 1 − p, the agent randomly interacts with a
new agent who has never been contacted by
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Figure 3: (a) Degree distributions P(k) at each time step in an empirical dataset and (b) degree distribution P(k) at each time step in the
activity-driven (AD) model [22] (to be described in Section 5.1) with s � 5 and N � 1000, and node activity xi is sampled from F(xi)∝x−]

i

with ] � 2.1, 10− 2 ≤ xi ≤ 1.
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agent i before (or the previous contacts have
exceeded the memory length L).

(3) Generate the network Gt+1 and update the memory
train as GM � Gt−L+2, Gt−L+3, . . . , Gt, Gt+1 .

(4) Repeat (1)–(3) until the end of time span T of the
temporal network.

4.2. Analysis of the Model. We perform numerical simula-
tions in terms of two model settings in Table 2. In Figure 6,
the network properties, i.e., the degree distribution ρk and
the intercontact time distributions P(Δ), of the memory-
driven model are compared with those of the corresponding
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(a)
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(b)

Figure 5: (a) Transition probabilities of individual activity states in the MD network model. (b) Contact establishment strategies of each
agent in each time step: social keeping (blue) and social exploring (white).
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Figure 4: (a) Average fraction of social keeping contacts of each individual at each time step, with p � 19% (in Sex6yr), p � 92% (in
MIR_RM), and p � 92% (in School). (b) Probability distributions P(Δ(i,j)) of the recurrence intervals Δ(i,j) of the contacts (i, j) for each
individual i. Here, we plot the distribution for 10 individuals as an example. (c) )e intercontact time distributions P(Δ) in empirical
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Table 2: )e parameters of the memory-driven model.

Memory-driven (MD) model
Parameters Sex6yr MIT_RM School
|N| 16,706 96 236
T 64 230 104
A 0.78 0.45 0.33
α 0.84 0.56 0.91
PIA 0.04 0.16 0.27
F(s) Pl(−2.6) Norm(9.0, 5.1) Norm(7.0, 3.4)

c 1.87 1.62 1.62
L 36 60 12
X ∼ Pl(β) represents the power-law ρ(x) � (β − 1)x− β, where x ∈ [1, +∞),
and X ∼ Norm(μ, σ2) represents the Gaussian distribution with the mean μ
and variance σ2.
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datasets. )e results show that they exhibit pretty similar
behaviors; that is, the models reproduce both the degree
distributions of the aggregated empirical networks and the
intercontact time distributions quite well. Furthermore, we
compare the MDmodel with a null model, whose pij follows
a uniform distribution instead of a power-law distribution.
Figure 6(f) indicates a significant difference between the null
model and the MD model, implying that the mechanisms of
the MDmodel are responsible for the temporal properties in
human contact networks.

Based on the above descriptions, we perform numerical
simulations with two different parameter settings, that is, we
assume that F(s) follows a power-law distribution and a
Gaussian distribution, respectively, to characterize the
heterogeneity or homogeneity of human contact networks.
)e results in Figures 7(a) and 7(b) show that the degree
distributions ρk of integrated networks generated by our
model might be various for different F(s). If F(s) follows a
power-law distribution, ρk will have a power-law tail with
the same exponent c regardless of the keeping rates p (see
Figure 7(a)). If F(s) follows a Gaussian distribution, the
functional form of the degree distribution ρk does not
change with p; however, the average degree of the integrated
network decreases with the increase in p (see Figure 7(b)).
)e intercontact time distributions P(Δ) of the two net-
works are shown in Figures 7(c) and 7(d). When the keeping

rate p � 0, the establishment of human contacts is random
and memoryless, which leads to an exponential distributions
P(Δ) of the intercontact time (insets of Figures 7(c) and
7(d)). With the increase in p, the intercontact time distri-
bution asymptotically follows a power-law, indicating that
the memory embedded in the process of contact estab-
lishment can induce the bursty interactive pattern of human
activities.

5. Epidemic Processes in Temporal Human
Contact Networks and Models

5.1. Dynamical Processes on Real-World Networks and Net-
work Models. We study the susceptible-infected (SI)
spreading dynamics [44, 45] on temporal human contact
networks. )e SI epidemic model, despite of its simplicity,
has been pervasively operated as a useful tool to probe the
topological structures and temporal characteristics of tem-
poral networks [17, 19, 46]. In this model, each agent can be
in two possible states: susceptible (S) or infected (I). A
susceptible (S) agent is infected by an infected (I) one with
probability λ if there is a contact between them. Once an
agent is infected (I), it will not recover. We start each
simulation with all agents in the susceptible state and
randomly select a single agent as the infected “seed.” In order
to uncover the effects of the two mechanisms, i.e., individual

100

100

10–1

10–2

10–3ρ k

10–4

10–5

101

Aggregated degree k

102

Sex6yr

2.6

(a)

0.14
0.12
0.10
0.08
0.06

ρ k

0.04
0.02
0.00

School

0 2

Aggregated degree k

1210864 14 16

(b)

100

10–1

10–2

10–3P 
(∆

)

10–4

10–5

100 101

Interval ∆

102

School
–1.62

(c)

100

10–1

10–2

10–3ρ k

10–4

10–5

100 101

Aggregated degree k

102

2.6

(d)

0.14
0.12
0.10
0.08
0.06

ρ k

0.04
0.02
0.00

0 2

Aggregated degree k

1210864 14 16

(e)

100

10–1

10–2

10–3P 
(∆

)

10–4

10–5

100 101

Interval ∆

102

School

–1.62

Power-law

Uniform

(f )

Figure 6: Distributions of the characteristic measures of the real-world networks and memory-driven networks. (a, b) )e degree dis-
tributions ρk of the aggregated empirical networks and (d, e) the degree distributions ρk of the aggregated memory-driven networks. (c, f )
)e intercontact time distributions P(Δ) in the dataset “School,” the memory-driven networks with pij following a power-law distribution
(in black), and the null model with a uniform distribution (in cyan). )e synthetic networks are performed with parameters in Table 2.
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activity state transition and contact establishment, on the
network topologies and further impacts on spreading dy-
namic processes on temporal networks, we proceed the SI
spreading processes on real-world networks and five cor-
responding network models. )e five network models in-
clude our memory-driven (MD) model, which has been
introduced in Section 4.1, two null models (i.e., AR model
and CR model), and two synthetic network models.

We here first introduce two null models where each of
the mechanisms is separately destroyed. Besides, as a con-
trast, we reproduce the temporal network of empirical
datasets with two classes of the activity-driven model; that is,
activity-driven networks without memory (AD model) and
with memory (ADM model) [22, 26]. )e former case has
been widely used as a paradigmatic network example for the
study of spreading dynamics taking place on the same

time-scale of network evolution [23, 24, 47, 48]. )e models
are described in detail as follows:

(i) Agent randomized (AR) null model
)e AR null model only keeps the contact estab-
lishment mechanism that the recurrence intervals of
the contacts for each individual are preserved. We
keep all the human interaction time in the empirical
datasets unchanged and replace each contact pair
with two randomly selected individuals. Note that
once a contact pair (u1, v1) is replaced by (u2, v2), all
the contacts between individuals u1 and v1 will be
replaced by contact pair u2 and v2.

(ii). Contact randomized (CR) null model
)e CR null model only keeps the individual activity
state mechanism that the degree and activity state of
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Figure 7: (a, b) )e degree distributions ρk of integrated networks and (c, d) intercontact time distributions P(Δ) versus the keeping rate p

for one simulation. We fix N � 1000, A � 1, α � 1, PIA � 0.1, L � 40, and T � 200. In (a) and (c), the number of contacts s is sampled from a
power-law distribution F(s) � (s/smin)− β with β � 2.8, smin � 1, and c1 � 1.6. In (b) and (d), the distribution F(s) satisfies a Gaussian
distribution Norm(μ, σ2), with the mean μ � 5 and variance σ2 � 1 and c2 � 1.8. )e intercontact time follows an exponent distribution
when p � 0 (insets of (c) and (d)).
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individuals are unchanged in the network Gt at time
step t. At each time step t, we randomly select two
contacts associated with the four individuals and
then rewire the two contacts. If the two contacts
both have the same individual, we discard the
contact pair and randomly select two new contacts.
)e rewiring steps are repeated more than 2LC(t)

times to ensure the rewiring of most contacts in Gt,
where LC(t) is the number of contacts in Gt. After
the rewiring procedure, the interaction time and
recurrence interval of human contacts are com-
pletely different from those of original interaction
datasets.

(iii) Activity-driven (AD) model
)e AD model [22] is one of the most studied
temporal network models. )e generation of an AD
model follows the rules. At each time step t, the Gt

starts with N isolated nodes, and each node i is
assigned an activity probability aitw to become
active; then, the active nodes generate m links that
are randomly connected to m other nodes, and the
inactive nodes can only receive connections from
active nodes; at next time step t + 1, all connections
in Gt are omitted, and the steps are repeated. Here,
we apply the AD model to generate temporal net-
works to match the real-world networks. )e ac-
tivity probability ai � ηxi, where xi ∈ [ε, 1], ε is a
lower cut-off that avoids possible divergences, and
the xi is drawn from a given probability function
F(xi). )e probability function F(xi) is statistically
obtained from empirical data, and the average
number of active agents per unit time is η〈x〉N,
where η � 1 in this work. )e AD model does not
capture the above two mechanisms in empirical
data.

(iv) Activity driven with memory (ADM) model
A major shortcoming of the AD model lies in the
total absence of correlations between the connec-
tions in consecutive time steps. )e ADM model
[26] extends the AD model by introducing a
memory mechanism into to link creation. In the
ADM model, each node remembers all its previ-
ously connected nodes. At each time step t, the Gt

starts as in the AD model with N disconnected
nodes, and each node i becomes active with
probability aitw. Each active node i interacts with
one of the previously contacted n nodes with
probability pADM � n/(n + 1) and randomly con-
nects a new node with probability 1 − pADM.

In this work, the virus spreads on real human contact
networks under a temporally periodic boundary condition
(i.e., repeating the whole contact sequence) and network
models until all the reachable agents are infected [17]. )e
five models have been introduced in detail in Sections 4.1
and 5.1. )e relevant parameters of the MD model and AD
model are measured in the corresponding datasets (see
details on Tables 2 and 3). )e parameters of the ADM

model are the same as those of the AD model except the
memory effect. We repeat the SI spreading process for all
possible seeds and record the full prevalence time tf, i.e., the
time to reach 100% infection in a connected network or the
largest connected component (LCC) of a disconnected
network.

We calculate the ratio 〈tX
f (λ)〉/〈trealf (λ)〉 as a function of

the infection rate λ, where 〈trealf 〉 and 〈tX
f 〉 represent the

average spreading time of a full prevalence in the real-world
network real and the temporal network model X, respec-
tively. If the ratio 〈tX

f (λ)〉/〈trealf (λ)〉 � 1, the full prevalence
time of a spreading in the real-world network is the same as
that in the corresponding network model X. In other words,
X is a reasonable temporal model for human contact net-
works in the study of spreading processes. As shown in
Figure 8, the results in three empirical datasets are similar.
)e ratio 〈tARf 〉/〈trealf 〉 is always larger than 1 regardless of
the infection rate λ, and the ratio 〈tARf 〉/〈trealf 〉 increases with
the increase in the infection rate λ. )e results illustrate that
the individual state transition mechanism might promote
the spreading processes since the spread of virus in the AR
model, which only keeps the contact establishment mech-
anism and omits the individual activity state transition
mechanism, is faster than that in real human contact net-
works. Moreover, the promotion of spreading is even larger
when the infection rate λ is larger. However, there is a very
small difference between the CR model and AD model,
where the ratios 〈tCRf 〉/〈trealf 〉 and 〈tADf 〉/〈trealf 〉 are both
much smaller than 1. Both models are built without the
contact establishment mechanism, which might cause a
slowing-down effect on the spreading dynamics. Besides, the
ratios 〈tARf 〉/〈trealf 〉 and 〈tADMf 〉/〈trealf 〉 are both larger than 1,
provided that they both cannot capture the mechanism of
individual activity state transition. We find that the ratio
〈tMD

f 〉/〈trealf 〉 always fluctuates around 1 and remains stable
against the infection rate λ. Figure 8 confirms that the MD
model is superior to all other models in characterizing
human contact networks. )is phenomenon highlights the
crucial role of the two mechanisms considered in our model.
)ey both serve as an indispensable component to char-
acterize the evolution of the real-world networks. Binding
them together enables us to accurately capture the contagion
processes unfolding on empirical human contact networks.

5.2. Dynamical Processes on Memory-Driven Networks.
We here study how the network evolution affects dynamic
processes, such as the epidemic spreading on networks. )e

Table 3: )e parameters of the activity-driven model.

Activity-driven (AD) model
Parameters Sex6yr MIT_RM School
|N| 16,706 96 236
T 64 230 104
F(x) Pl (−2.6) U(0, 1) U(0, 1)

ε 10− 2 10− 2 10− 2

m 1 5 3
X ∼ U(a, b) represents the uniform distribution from a to b.
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exploring rate q in the contact establishment mechanism of
the MD model can tune the evolution of network topology.
We perform the SI spreading processes with infection rates
λ � 0.2, 0.4, and 1.0 on temporal networks generated by the
MD model with N � 1000 and the exploring rates
q � 0, 0.1, . . . , 1, respectively, and record the full prevalence
time tf. Figure 9 indicates that tf is extremely large when
q � 0, which implies that all contacts in current time step are
recurrences of previously established contacts; that is, no
individual is willing to explore a new social relationship in
the evolving network. Moreover, we observe that the average
full prevalence time 〈tf〉 declines rapidly with the exploring
rate q, when q is small. When the exploring rate q further
increases and reaches a specific value (around 0.1), the
spreading time decreases slightly and finally meets a satu-
ration. )e fact illustrates that even when individuals es-
tablish new social ties with a small exploring rate q, the
spreading process will significantly speed up; however, when
q is larger than a specific value, the influence of q on the
spreading process is rather limited.

6. Conclusion

We have presented the analysis of several empirical datasets
of human contacts. We observe two crucial mechanisms, i.e.,
the individual activity state transition and contact estab-
lishment, which create the evolving structures of human
contact networks. )e individual activity state transition
governs the activation of agents. )e active agents establish
contacts with others according to the strategies of contact
establishment; that is, agents tend to interact with recently
contacted one.We find that the transition probability PAI(k)

or PAA(k) between the active state and the inactive state is a
power-law function of the degree k. Moreover, the empirical
datasets show that not all active nodes have the number of

contacts at each time step, and the recurrence intervals of
individual contact establishment follow a power-law dis-
tribution. Considering the empirical observations, we pro-
pose a novel temporal network model (the memory-driven
model) based on the two mechanisms. Furthermore, we
study the effects of the two mechanisms on dynamical
processes. We perform the SI spreading on the real-world
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human contact networks and four temporal network
models. )e full prevalence times of SI spreading on the
networks and models are compared. Our model shows a
good agreement with three empirical temporal networks,
which implies that the two mechanisms enable us to capture
the evolution of human interactions in temporal networks.
Interestingly, the results demonstrate that the individual
activity state transition accelerates the diffusion processes;
contrarily, the specific contact establishment strategy slows
down the spreading. Besides, we find that the exploration of
new social ties effectively promotes the spreading processes,
and even a small exploring rate is sufficient to induce an
explosive spreading on networks. )e study thus paves the
way to a better understanding of the mechanisms driving the
evolution of human contacts and their effects on dynamic
processes in real-world social systems.

Appendix

A. Data Description

(i) )e dataset of “Sex6yr” was gathered from an online
forum in Brazil from September 2002 to October
2008. Note that although the data belong to the online
survey, each record reflects a real offline sex trading
activity among the sellers and buyers. We use the
dataset after discarding the initial transient (312 days)
of community growth [38]. )e dataset is available in
[39], and more details are described in [38].

(ii) )e dataset of “MIT_RM” was recorded by the
Reality Mining Project conducted by the MIT
Media Lab from September 2004 to May 2005. In
the project, the subjects were required to use mobile
phones with preinstalled software, which could
sample their physical proximity via Bluetooth de-
vices every 6 minutes and record the corresponding
user tags. )e dataset is available on the website of
Reality Commons (http://realitycommons.media.
mit.edu). From the dataset, we have removed 2
days as they are empty of human activities. We refer
to [6] for more details on the data description and
collection strategy.

(iii) )e dataset of “School” was collected in a French
school on October 1, 2009, by the SocioPatterns

collaboration. )e data recorded the time-resolved
face-to-face proximity of children and teachers,
with the Radio-Frequency IDentification (RFID)
device embedded in badges. )e dataset is available
on the website of SocioPatterns (http://www.
sociopattern.org/datasets), and more details are
introduced in [40].

B. Selection of Time Window

)e selection of time window size is crucial to analyse the
evolution of the network structure. If tw is too fine, the
temporal contacts are aggregated over insufficient time. )e
resulting network is too sparse and messy, which makes it
difficult to observe interesting phenomena such as the
formation of a giant component or the disappearance of a
cluster [13]. Conversely, if tw is too coarse, the aggregated
network will not be able to capture the critical temporal
information such as link concurrency, time-respecting path,
and reachability [49]. If tw is large enough to aggregate all the
contacts observed into a single time slice, the temporal
network is degraded into a static network. )erefore, an
appropriate time window should strike a balance between
the distribution that disguise the relevant topological
changes (small tw) and the loss of temporal structural in-
formation (large tw).

Inspired by the method introduced in [13, 50], here we
consider the correlation between adjacent networks. First,
we segment the empirical data into adjacency time steps of
length tw � w△t, where △t is the resolution and w is the
number of resolutions in a time step.)e contacts within the
time interval [(t − 1)tw, t · tw) are aggregated into a static
undirected graph Gt. Once tw is set, the temporal network is
represented as a sequence of networks in time order
G(tw) � G1, G2, . . . , Gt, . . . , GT , where T is the total
number of time steps. )e network Gt � (Nt,Lt) at time
step t consists of a set of nodesNt connected by a set of links
Lt. )en, by the Jaccard index [13], we calculate the link
overlap σL between adjacent networks Gt−1 � (Nt−1,Lt−1)

and Gt � (Nt,Lt) as

σL t, tw(  �
Lt−1 ∩Lt




Lt−1 ∪Lt



. (B.1)
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Figure 10: )e average correlation as a function of the time window tw. )e values were averaged over all pairs of adjacent networks.
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σL takes values from the interval [0, 1], with σL � 0
indicating that the adjacent networks share no common link
and σL � 1 indicating that the same network is exactly
retained, i.e., Gt � Gt−1. )e average correlation across all
adjacent networks can be calculated with

σL tw(  �
1
T



T

t�1
σL t, tw( . (B.2)

As shown in Figures 10(a)–10(c), the average fraction of
link overlap in each empirical dataset hits a peak when the
time window tw is selected as 1 month (Sex6yr), 1 day
(MIT_RM), and 5 minutes (School), respectively. )is
phenomenon indicates that the adjacent networks are highly
correlated under the corresponding time window, which
characterizes the contact memory encoded in human in-
teraction behaviors. As tw further increases, the average
fraction of link overlap begins to slowly decline. )is can be
explained by our observation that agents with a low activity
gradually make random memoryless contacts and subse-
quently join into the aggregated network [29]. )erefore,
according to the trade-off principle mentioned earlier, we
aggregate the temporal contacts in empirical datasets with
the time window corresponding to the peak point and
denote it as w0. )e time window size w0 for three empirical
datasets is selected as 1 month (Sex6yr), 1 day (MIT_RM),
and 5 minutes (School), respectively.

Data Availability

(i))e dataset of “Sex6yr” was gathered from an online forum
in Brazil from September 2002 to October 2008. Note that
although the data belong to the online survey, each record
reflects a real offline sex trading activity among the sellers and
buyers.We use the dataset after discarding the initial transient
(312 days) of community growth [38]. )e dataset is available
in [39], and more details are described in [38]. (ii))e dataset
of “MIT RM” was recorded by the Reality Mining Project
conducted by the MIT Media Lab from September 2004 to
May 2005. In the project, the subjects were required to use
mobile phones with preinstalled software, which could sample
their physical proximity via Bluetooth devices every 6minutes
and record the corresponding user tags. )e dataset is
available on the website of Reality Commons (http://
realitycommons.media.mit.edu). From the dataset, we have
removed 2 days as they are empty of human activities. We
refer to [6] for more details on the data description and
collection strategy. (iii) )e dataset of “School” was collected
in a French school on October 1, 2009, by the SocioPatterns
collaboration. )e data recorded the time-resolved face-to-
face proximity of children and teachers, with the Radio-
Frequency IDentification (RFID) device embedded in badges.
)e dataset is available on the website of SocioPatterns (http://
www.sociopattern.org/datasets), and more details are intro-
duced in [40].
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[43] P. Erdos and A. Rényi, “On the evolution of random graphs,”
Publications of the Mathematical Institute of the Hungarian
Academy of Sciences, vol. 5, pp. 17–60, 1960.

[44] W. O. Kermack and A. G. McKendrick, “A contribution to the
mathematical theory of epidemics,” Proceedings of the Royal
Society of London A: Mathematical, Physical And Engineering
Sciences, vol. 121, pp. 700–721, 1927.

[45] R. M. Anderson, R. M. May, and B. Anderson, Infectious
Diseases of Humans: Dynamics and Control, Wiley Online
Library, Hoboken, NJ, USA, 1992.

[46] M. Starnini, A. Machens, C. Cattuto, A. Barrat, and R. Pastor-
Satorras, “Evolving protein interaction networks from gene
duplication,” Journal of Aeoretical Biology, vol. 337, pp. 89–
100, 2013.

[47] A. Moinet, R. Pastor-Satorras, and A. Barrat, “Effect of risk
perception on epidemic spreading in temporal,” 2018 Physical
Review E, vol. 97, Article ID 012313, 2018.

[48] Y. Zhang, J. Wang, C. Li, and X. Li, “Epidemic spreading in
time-varying networks with activity-driven infectivity,” in
Proceedings of the 2019 IEEE 58th Conference on Decision and
Control (CDC), Nice, France, December 2019.
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As of the end of October 2020, the cumulative number of confirmed cases of COVID-19 has exceeded 45 million and the
cumulative number of deaths has exceeded 1.1 million all over the world. Faced with the fatal pandemic, countries around the
world have taken various prevention and control measures. One of the important issues in epidemic prevention and control is the
assessment of the prevention and control effectiveness. Changes in the time series of daily new confirmed cases can reflect the
impact of policies in certain regions. In this paper, a smooth transition autoregressive (STAR) model is applied to investigate the
intrinsic changes during the epidemic in certain countries and regions. In order to quantitatively evaluate the influence of the
epidemic control measures, the sequence is fitted to the STARmodel; then, comparisons between the dates of transition points and
those of releasing certain policies are applied. Our model well fits the data. Moreover, the nonlinear smooth function within the
STAR model reveals that the implementation of prevention and control policies is effective in some regions with different speeds.
However, the ineffectiveness is also revealed and the threat of a second wave had already emerged.

1. Introduction

In 2020, the COVID-19 epidemic is changing the way how
people live, work, study, and socialize [1, 2]. In the absence of
effective vaccines, only nonpharmaceutical public health
interventions can be used to break the chain of transmission
of the virus [3, 4]. Huge social and economic cost measures
are conducted, such as the “lockdown” of severe regions, the
establishment of adequate isolation places, the closure of
nonessential public venues, and the closure of schools and
workplaces [5–10].

China has adopted a series of strict control measures,
including the lockdown of Wuhan starting from January 23,
2020, the establishment of Vulcan Mountain Hospital, +or
Mountain Hospital, and mobile cabin hospital, calling for
the public to stay at home, not dining together, not visiting
friends and relatives, working from home for adults,
studying online at home for kids and college students, and

tracing and isolating close contacts. +e virus spread
alarmingly fast in late January in China. Based on the public
reports on the number of confirmed cases, the prevalence of
COVID-19 outside Hubei Province came to a controllable
size in late February [11–14]. +e epidemic has been under
effective control by March 2020. +e Wuhan lockdown
eventually ended on April 8, 76 days since its commence-
ment. Moreover, China has timely contained several scat-
tered confirmed cases in Jilin, Beijing, Xinjiang, Liaoning,
and other places afterwards.

During the pandemic, all countries have implemented
various prevention and control policies. Faced with a novel
coronavirus that is highly contagious without reliable vac-
cine, the effectiveness of policies in different countries and
regions is an important and urgent topic. Gregory et al. [15]
provided evidence that state-wide mandates are effective in
promoting social distancing in America through Google big
data. Saez et al. [16] used a time-series design and a
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generalized linear hybrid model to explain and estimate the
changes in the epidemic curve following quarantine mea-
sures in Spain. Nicholas et al. [17] used a random age
structure propagation model to explore the effects of a range
of interventions in UK and found that all four basic in-
terventions were likely to reduce the basic reproductive
number. It has been shown that in most countries the
number of daily confirmed cases and the number of daily
deaths show signs of decline from 1 to 4weeks after the
highest levels of social distancing measures were enacted and
that the effect of social distancing measures on COVID-19
transmission varies among countries [18].

+e effectiveness of prevention and control measures
will be directly reflected in the trend of the epidemic. In
order to quantitatively identify the inflection points hidden
in the time series of daily new confirmed cases and further
evaluate the effectiveness, a smooth transition autoregressive
(STAR) model is utilized to analyze the epidemic data in
different countries and regions.

Transitions are usually characterized by nonlinear
models [19–21]. +ere are three main types of nonlinear
models: the ARCH model proposed by Engle [22], the
Markov mechanism transition model proposed by Hamilton
with discrete variations of dependent variables determined
by Markov chain [23], and the smooth transition autore-
gressive model proposed by Granger and Terasvirta [24],
namely, the STARmodel, while Tong’s autoregressive model
of the gate can be regarded as a special case of STAR [25].
ARCH model is mainly to describe the volatility of non-
linear. +e Markovian transition model needs much in-
formation to infer the state of the variables, and the result
can only infer the probability of the transformation zone,
without specifically describing the nonlinear form of the
transformation. +e STARmodel can realize the continuous
smooth nonlinear transition and gives the nonlinear form of
the mechanism transformation. Compared with other
models, our method can not only well fit the epidemic curve
but also quantify the inflection point, as well as the speed of
transition, of the epidemic time series without external or
prior information.

Combining with the release time of policies, we can
provide the evaluation of the effectiveness of epidemic
prevention and control measures. In fact, the inflection
points are related to the quantitative parameters reflecting
the switch of expansion and contraction within the se-
quences. It is revealed by the nonlinear function in the STAR
model that the effectiveness of certain policies usually
showed up within 2 weeks to 2 months. Ineffective policies
have little impact on the trend of time series within 2months
or more.

An outline of this paper is as follows. +e data and
methodology are given in Section 2. Results are illustrated in
Section 3. Discussions are given in Section 4.

2. Data and Methodology

+e daily confirmed cases of COVID-19 in different regions,
which are Guangdong Province in China, Brazil, France,
Germany, India, Italy, Mexico, Spain, and the United States

of America, are collected from the World Health Organi-
zation database. Before fitting to ourmodel, the original time
series are smoothed in order to reduce the fluctuation and
keep the trend. In addition, measures and policies to prevent
the transmission of COVID-19 in different regions are
collected from national or regional official websites and news
websites. +e information and time series of daily confirmed
cases are combined together to analyze the relationship
between the social measures and the intrinsic changes of
daily confirmed cases.

+e daily new confirmed COVID-19 sequence data are
modeled by smooth transition autoregressive model
(STAR). +e STAR model is divided into the autoregressive
part and the nonlinear smooth part; the specific form of the
model is as follows:

yt � α0 + α1yt−1 + · · · + αpyt−p

+ β0 + β1yt−1 + · · · + βpyt−p G c, c; yt−d(  + εt,
(1)

where (α0, α1, . . . , αp) and (β0, β1, . . . , βp) are vector pa-
rameters, and yt is the response variable, (yt−1, · · · , yt−p) is
the vector of the explanatory variables.
G(c, c; yt−d) � 1 − exp(−c(yt− d − c)2), where c> 0 is the
transition speed, and it is the function G(c, c; yt−d) that
causes the nonlinearity of the model. It is continuous with
the observable variable yt−d. As yt−d changes, G(c, c; yt−d)

changes between 0 and 1 smoothly. +e parameter c> 0
determines the speed of the smooth transition. Moreover,
parameter c measures the position where the smooth
transition takes place within the system under consideration,
which can be viewed as the threshold for different growing
patterns. Finally, p is the order of time lag for autore-
gression, and d is the time lag where state variable yt−d is
converted.

In the application of the STAR model, all the parameters
p, d, c, c, αi, and βi, i � 0, 1, . . . , p, should be estimated, in
which the values of p and d should be determined first, and
then the remaining parameters are estimated. In this work,
the time lag parameters are set as p � 7 or p � 8, and d � 4
or d � 5 for most cases due to the weekly stability of the time
series and the statistical feature of incubation period.

+e STAR model gives good fitting of the time series in
consideration, and the associated nonlinear function G tells
the transition within the sequence. When a system is at a
lower level, it is easy to cause an expansion, which makes the
system expand; thus, G(c, c; yt−d) would decrease. On the
other hand, when the system is at a higher level, it tends to
decline; hence, the value of G(c, c; yt−d) would increase
accordingly. +e larger the value of G(c, c; yt−d) was, the
more likely transition of expansion or contraction would
take place. +erefore, the intrinsic change within the se-
quence of the daily confirmed cases can be obtained from the
value of G(c, c; yt−d). +e reference threshold for G is
usually 0.5.

In order to evaluate the effect of the prevention mea-
sures, the comparison between the release time of a policy
and the time that transition takes place in function G can
accomplish our task. When function G goes across the
threshold, intrinsic transition happens, and hence the
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effectiveness of policies is proven as long as the change in G

happens within a certain time span after the release of
policies. Finally, the quantification of the error in our fitting
result is the mean absolute value defined as

MAE �
1
n



n

t�1
yt − yt


, (2)

where yt, t � 1, . . . , n  is the time series of the real data and
yt, t � 1, . . . , n  is the sequence of the fitted values from our
model.

3. Results

According to the STAR model, the data of daily new cases in
each region are fitted to the model. Moreover, the nonlinear
function is obtained simultaneously to quantify the transition
points within the sequence. +e impact of policies on the
epidemic will be analyzed by combining the transitions in the
time series with the timeline of epidemic prevention policies
released and implemented in different regions. Guangdong
Province in China is analyzed first to show the validation of our
STAR model and the positive impact of epidemic prevention
policies in detail.+en, cases in different countries are analyzed
afterwards. We focused on the effectiveness as well as the
ineffectiveness conducted by typical countries. Moreover, we
take a look at the second wave of COVID-19 in two European
countries with our STAR model, resulting in calling for closer
attention and more effective and stricter prevention policies.

3.1. Effective Policies

3.1.1. Guangdong Province of China. +e Chinese govern-
ment adopted a series of epidemic prevention policies de-
cidedly, which have successfully contained the epidemic and
set a successful experience. We selected the data of daily new
confirmed cases from January 24 to March 2 in Guangdong
Province, China. +e moving average is set as 5 to smooth
the fluctuation. +e lag order for autoregression is set as p �

3 due to the short epidemic period and the lag order for the
nonlinear transition is set as d � 1 due to the fast reaction.
+en, the nonlinear fitting equation can be obtained as
follows:

yt � 76.6 − 4.2yt−1 + 7.6yt−2 − 3.8yt−3

+ −76.8 + 5.7yt−1 − 8.0yt−2 + 3.6yt−3( 

· 1 − exp −24.0 yt− 1 − 50.8( 
2

  .

(3)

Figure 1 shows the real data after smoothness (blue solid
line) and its fitted values by the STAR model (blue dashed
line).+e right axis shows the value of nonlinear functions G

changing with time (orange solid line) and the reference line
with threshold 0.5 (orange dashed line). Given by the STAR
model, the transitions within the sequence of daily new cases
are obtained from function G.

To be specific, let us see the fitting results in more detail.
+e transition speed parameter c � 24.0 measures the speed
of the structural transition, which indicates that the epi-
demic situation in Guangdong Province was characterized

by rapid reaction. +e duration of the transition within
function G is 2 weeks, which is the common time length for
quarantine of susceptible people. c � 50.8 indicates that
about 50.8 new cases daily is the switch boundary of ex-
pansion and contraction. In fact, Guangdong had quickly
adopted a series of antiepidemic measures during the period
from January 24 to February 4. +e dates that policies re-
leased are represented in Figure 1 with vertical dashed lines.
According to the STAR model, the changes in G reflect the
intrinsic changes within the time series.

+e control policies are effective by comparing the
changes in G and the implementation of the policies shown
in Figure 1. +e effective policies in Guangdong Province
represent cases in most Chinese provinces, showing that the
epidemic can be quickly contained as long as epidemic
prevention policies are timely and strictly conducted. +e
model fitting error is shown in Figure 2. +e mean absolute
error (MAE) for Guangdong is 2.3, which shows the good
fitting of the STARmodel. In the following, typical countries
with effective containment policies are analyzed.

3.1.2. Italy. +e daily new cases from February 22 to May 30,
2020, were selected for Italy.+emoving average order is set as
7 to smooth weekly fluctuation. +e lag orders for autore-
gression and nonlinear function are set as p � 7 and d � 5,
respectively. +e nonlinear fitting equation is as follows:

yt � 92.4 + 1.2yt−1 − 0.1yt−2 − 0.2yt−3

+ 0.4yt−5 − 0.4yt−6 + 0.1yt−7

+ −62.9 − 0.2yt−1 + 0.3yt−2(

+ 0.1yt−4 − 0.1yt−5 + 0.2yt−6 + 0.5yt−7

· 1 − exp −5.3 yt− 5 − 3261.2( 
2

  .

(4)

+e curves for the real data, fitting results, and G
function are shown in Figure 3. +e smooth transition in G

takes place near c � 3261.2, and the speed parameter is
c � 5.3. +e mean absolute error for Italy is 38.7 (Figure 4).

+e impact of policies in Italy is positive. Compared to
the fitting result of Guangdong Province with c � 24.0 and
c � 50.8, the speed for Italy is c � 5.3 and c � 3261.2. Due to
the large amount of daily confirmed cases, the boundary of
transition is around 3261.2. It is difficult to prevent the
pandemic when the scale is large. +erefore, the speed is
slower. Since March 8, Italy has adopted extensive lockdown
measures. Specific measures to restrict contacts were first
implemented in the northern region and then conducted
nationwide on March 10. As illustrated in Figure 3, the
duration between two transitions indicated by function G is
nearly 1month to get the daily new confirmed cases in Italy
changing to shrinking period.

3.1.3. Germany. +e data of daily new confirmed cases
from February 28 to May 30, 2020, were selected for
Germany. +e moving average order is set as 7 to smooth
the weekly periodic fluctuation. +e lag orders for
autoregression and nonlinear transition are set as p � 8
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and d � 4, respectively. +en, we can get the nonlinear
fitting equation as follows:

yt � −314.3 + 0.8yt−1 + 0.6yt−2 − 0.5yt−3 + 0.2yt−4 − 0.1yt−5

+ 0.5yt−6 − 0.8yt−7 + 0.3yt−8

+ 358.0 + 0.5yt−1 − 0.9yt−2 + 0.7yt−3(

−0.1yt−4 − 0.3yt−5 − 0.5yt−6 + 0.4yt−7 + 1.7yt−8

· 1 − exp −2.2 yt− 4 − 2952.8( 
2

  .

(5)

+e model fitting results and errors are shown in Fig-
ures 5 and 6. +e location of smooth transition is near
c � 2952.8, and the transition speed parameter is c � 2.2.
+e mean absolute error is 42.

+e transition speed parameter c � 2.2 shows that the
containment in Germany is slow. Moreover, the transition
boundary c � 2952.8 indicates a severe situation. On March

8, 2020, the number of total confirmed cases in Germany
exceeded 1,000. A week later, schools were closed. +e
government raised the risk level to “high.” When the
number of total confirmed cases exceeded 30,000 on March
23, the German government tightened social controls on
activities and gatherings. +e implementation of these
policies made the daily confirmed cases decline and resulted
in changes in G. +e duration between the first and last
transitions in G is nearly 40 days, indicating the effectiveness
of prevention and hard work for Germany to get the pan-
demic under control.

3.1.4. France. +edata of daily new confirmed cases between
February 26 and May 28, 2020, were selected for France, and
the order of moving average is set as 7 to smooth the weekly
periodic fluctuation. +e lag orders for autoregression and
nonlinear transition are set as p � 7 and d � 4, respectively.
+e nonlinear fitting equation is as follows:
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Figure 1: +e fitting result of Guangdong Province, China. +e left axis shows the daily confirmed cases for the real data after smoothness
(blue solid line) and its fitted values by the STARmodel (blue dashed line).+e right axis shows the value of nonlinear functions G changing
with time (orange solid line) and the reference line with threshold 0.5 (orange dashed line). +e vertical dotted line indicates the sequential
released policies: ① close entertainment and gatherings, ② close other places, ③ isolate confirmed cases, and ④ suspend urban traffic.
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Figure 2: +e fitting error of Guangdong Province, China. +e mean absolute error is 2.3, indicating the goodness of fit.
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yt � 6728.3 − 1.7yt−1 − 0.7yt−2 − 0.4yt−3 + 1.0yt−4

+1.4yt−5 + 4.5yt−6 − 3.4yt−7 + −6688.4 + 2.7yt−1 + 0.7yt−2 + 0.5yt−3 − 1.0yt−4 − 1.4yt−5 − 4.6yt−6 + 3.3yt−7( 

· 1 − exp −13.8 yt− 4 − 2890.3( 
2

  .

(6)

+e fitting results and errors are shown in Figures 7 and
8. +e location of smooth transition is near c � 2890.3, and
the transition speed parameter is c � 13.8. +e mean ab-
solute error is 96. +e critical value for transition is
c � 2890.3, which is similar to that of Italy and Germany.
+e speed parameter c � 13.8, indicating a fast effectiveness
of a series of policies released by the French government. In
fact, the duration between the first and last transitions ofG is

around 20 days, as shown in Figure 7, showing the fast and
effective prevention measures in France.

3.1.5. Spain. +e data of daily new confirmed cases for Spain
were selected from February 25 toMay 30, 2020.+emoving
average is set as 7 to smooth the weekly fluctuation. +e lag
orders for autoregression and nonlinear transition are set as
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Figure 3: +e fitting result of Italy. +e left axis shows the daily confirmed cases for the real data after smoothness (blue solid line) and its
fitted values by the STARmodel (blue dashed line).+e right axis shows the value of nonlinear functionsG changing with time (orange solid
line) and the reference line with threshold 0.5 (orange dashed line).+e vertical dotted line indicates the sequential released policies:① close
schools across the country and ② nationwide lockdown.
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Figure 4: +e fitting error of Italy with a mean absolute error of 38.7.
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p � 7 and d � 4. +en, the nonlinear fitting equation is as
follows:

yt � 526.9 + 0.9yt−1 − 0.5yt−2 + 1.2yt−3 − 0.8yt−4 + 1.6yt−5 − 1.3yt−6 − 0.2yt−7

+ −494.4 + 0.6yt−1 + 0.3yt−2 − 1.4yt−3 + 1.1yt−4 − 2.1yt−5 + 1.5yt−6 + 0.2yt−7(  1 − exp −4.9 yt− 4 − 3618.1( 
2

  .

(7)

+e model fitting results and errors are shown in Fig-
ures 9 and 10. +e transition speed parameter is c � 4.9,
indicating a slow transition and prevention effect. +e
boundary for smooth transition in Spain is around
c � 3618.1, showing a severe situation to combat the

pandemic. +e mean absolute error is 85, showing a good
fitting result.

Spain imposed a regional lockdown on March 16. Two
weeks later, onMarch 30, Spain imposed a stricter restriction
aiming at reducing mobility and nonessential industrial
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Figure 5: +e fitting result of Germany.+e left axis shows the daily confirmed cases for the real data after smoothness (blue solid line) and
its fitted values by the STAR model (blue dashed line). +e right axis shows the value of nonlinear functions G changing with time (orange
solid line) and the reference line with threshold 0.5 (orange dashed line).+e vertical dotted line indicates the sequential released policies:①
close schools across the country, ② upgrade the risk level of the outbreak to “high,” and ③ tighten controls on social activities and
gatherings.
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Figure 6: +e fitting error of Germany with a mean absolute error of 42.
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activity throughout the country. However, it took nearly two
months for Spain to overcome the first wave of pandemic,
resulting from the duration between the first and the last
transitions ofG. +e transition speeds for Spain and Italy are
4.9 and 5.3, which are similar. However, it took nearly twice
the time period for Spain to get the pandemic under control
as that of Italy. +e essence for the difference lies in the
hesitation towards imposing strict restriction at early stage
of the epidemic.+e epidemic betweenMarch 16 andMarch

30 showed the ineffectiveness of the early control measures.

3.1.6. United States of America. +e data of daily new
confirmed cases for USA were selected fromMarch 6 to May
24, 2020. +e moving average order is set as 7 to smooth the
weekly fluctuation. +e lag orders for autoregression and
nonlinear transition are set as p � 7 and d � 4, respectively.
+e nonlinear fitting equation is as follows:
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Figure 7: +e fitting result of France. +e left axis shows the daily
confirmed cases for the real data after smoothness (blue solid line)
and its fitted values by the STAR model (blue dashed line). +e
right axis shows the value of nonlinear functions G changing with
time (orange solid line) and the reference line with threshold 0.5
(orange dashed line). +e vertical dotted line indicates the se-
quential released policies:① close all nonessential areas,② declare
the highest stage of epidemic prevention and close all nonessential
public places,③ close all schools,④ close borders, and⑤ put field
hospitals into operation.
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Figure 8: +e fitting error of France with a mean absolute error of
96.
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Figure 9: +e fitting result of Spain. +e left axis shows the daily
confirmed cases for the real data after smoothness (blue solid line)
and its fitted values by the STAR model (blue dashed line). +e
right axis shows the value of nonlinear functions G changing with
time (orange solid line) and the reference line with threshold 0.5
(orange dashed line). +e vertical dotted line indicates the se-
quential released policies: ① restrict free traveling for 15 days, ②
isolate residents at home and close nonessential places, ③ trans-
form Madrid’s convention and exhibition center into a “makeshift
hospital,”④ force workers in noncore industries to stay at home,
and ⑤ upgrade epidemic prevention and control measures.
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Figure 10:+e fitting error of Spain with amean absolute error of 85.
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yt � 34733.1 − 1.1yt−1 − 4.8yt−2 + 4.8yt−3 − 3.7yt−4 − 0.2yt−5 − 4.1yt−6 + 4.4yt−7

+ −34058.6 + 2.0yt−1 + 4.8yt−2 − 4.9yt−3 + 4.8yt−4 − 0.3yt−5 − 4.3yt−6 − 4.0yt−7(  1 − exp −4.5 yt− 4 − 15942.5( 
2

  .

(8)

+e model fitting results and errors are shown in Fig-
ures 11 and 12. +e transition speed parameter is c � 4.8,
indicating a slow transition. +e critical value for transition
is around c � 15942.5, reflecting a severe situation in USA.
+e mean absolute error for the fitting is 431.

+e nonlinear transition function G in Figure 11 showed
only one transition. +e intrinsic contraction had not ar-
rived till May 24, 2020. On April 17, the reopening policies
were released aiming at recovering economy in three stages.
+ere is no significant fluctuation short after the reopen.
+is indicates the possibility of reopening under close
prevention. However, it is still at high risk of further out-
break since the system had not switched to contraction stage.
As we know, after the death of Freud, the trend grew

explosively due to demonstrations and gatherings. Close
contacts made the transmission of coronavirus easy and
resulted in further spread of the pandemic.

3.2. Ineffective Policies

3.2.1. Brazil. +e data of daily new confirmed cases from
March 5 to June 30, 2020, were selected for Brazil. +e
moving average order is set as 7 to smooth the weekly
fluctuation. +e lag orders of autoregression and nonlinear
transition are set as p � 7 and d � 4, respectively. +e
nonlinear fitting equation is as follows:

yt � 263.1 + 1.3yt−1 − 0.5yt−2 − 0.1yt−3 + 0.3yt−5 + 0.3yt−6 − 1.3yt−7

+ −265.1 − 22.6yt−1 + 18.8yt−2 + 30.5yt−3 + 12.4yt−4 − 18.8yt−5 − 20.0yt−6 + 43.5yt−7(  1 − exp −4.8 yt− 4 − 27722.5( 
2

  .

(9)

+e model fitting results and errors are shown in Fig-
ures 13 and 14. +e transition speed parameter is c � 4.8,
indicating a slow transition. Due to the severe pandemic, the
boundary between expansion and contraction is around
c � 27722.5. +e mean absolute error is 272.

In order to prove the effectiveness of certain policies,
there must be changes within a period containing as short
incubation period as possible. Since the common quarantine
time is 14 days, the change should show up within 1 month
or so. However, for the case of Brazil, not only the trend of
the time series but also the G function remained unaffected

for more than 2 months after the release of policies. +e
STAR model shows a good fitting, as well as the ineffec-
tiveness of the prevention measures.

3.2.2. India. +e data of daily new confirmed cases were
selected from March 3 to September 20, 2020, for India. +e
moving average is set as 7 to smooth the weekly periodic
fluctuation. +e lag orders of autoregression and nonlinear
transition are set as p � 7 and d � 4, respectively. +e
nonlinear fitting equation is as follows:

yt � −23643.3 + 0.8yt−1 + 0.2yt−2 − 0.4yt−3 − 0.4yt−4 − 0.3yt−5 + 1.8yt−6 − 0.2yt−7

+ 23681.1 + 0.7yt−1 − 0.9yt−2 + 1.0yt−3 − 0.2yt−4 + 0.8yt−5 − 2.4yt−6 + 0.4yt−7(  1 − exp −25.8 yt− 4 − 59008.5( 
2

  .

(10)

+e model fitting results and errors are shown in Fig-
ures 15 and 16. +e transition speed parameter is c � 25.8,
indicating a quick transition. +e critical value between
expansion and contraction states is c � 59008.5. +e mean
absolute error is 154 for our fitting.

+e situation of India is similar to that of Brazil. However, it
possesses longer time that the sequence trend and the transition
function G remained unaffected, which was more than
3months, refer to Figure 15. +e transition in G indicated the
slowdown of increase trend caused by potential natural growth.
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3.2.3. Mexico. +e data of daily new confirmed cases from
March 21 to July 10, 2020, were selected for Mexico. +e
moving average is set as 7 to smooth the weekly periodic

fluctuation. +e lag orders of autoregression and nonlinear
transition are set as p � 7 and d � 4, respectively. +e
nonlinear fitting equation is as follows:

yt � 217.8 − 0.1yt−1 − 0.4yt−2 + 1.1yt−3 − 1.1yt−4 + 1.4yt−5 − 1.0yt−6 + 1.3yt−7

+ −192.8 + 1.6yt−1 + 0.1yt−2 − 1.4yt−3 + 1.5yt−4 − 1.9yt−5 + 1.4yt−6 − 1.5yt−7(  1 − exp −32.0 yt− 4 − 3308.5( 
2

  .

(11)

+e model fitting results and errors are shown in Fig-
ures 17 and 18. +e transition speed parameter is c � 32.0,

indicating a quick shift in the trend. +e boundary for
transition is c � 3308.5. +e mean absolute error is 22.
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Figure 11:+e fitting result of America.+e left axis shows the daily confirmed cases for the real data after smoothness (blue solid line) and
its fitted values by the STAR model (blue dashed line). +e right axis shows the value of nonlinear functions G changing with time (orange
solid line) and the reference line with threshold 0.5 (orange dashed line).+e vertical dotted line indicates the sequential released policies:①
declare state of emergency and close schools,② impose travel ban to the United Kingdom and Ireland,③ close the border with Canada,④
close the border with Mexico, and ⑤ restart the US economy in three stages.
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Figure 12: +e fitting error of America with a mean absolute error of 431.
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From Figure 17, there is no change for the trend se-
quence or function G after 3months since the release of the
prevention policy, indicating the ineffectiveness of pre-
vention measures in Mexico. +e transition in G in July
indicated the slowdown of increase trend in daily new
confirmed cases caused by potential natural growth.

3.3. Awareness of the Second Wave. +e effective policies in
most countries resulted in the temporary control of the
COVID-19 pandemic and the reopen of economy and social
activities. However, the second wave of the pandemic had

been approaching dramatically. +ere was no awareness,
and it was so fast that no measures had been conducted in
time to contain the crazy growth. +e pandemic had de-
veloped almost naturally without any intervention. In Fig-
ures 19 and 20, Italy and Germany are chosen to give an
illustration of the gravity of the second wave by the STAR
model.

As shown in Figures 19 and 20, the second wave has
become severe since September. +e G function can only
recognize the second wave in Italy due to the steep growth
and large amount of daily new confirmed cases. For Ger-
many, the STAR model shows the transitions in both waves
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Figure 13:+e fitting result of Brazil. +e left axis shows the daily confirmed cases for the real data after smoothness (blue solid line) and its
fitted values by the STARmodel (blue dashed line).+e right axis shows the value of nonlinear functionsG changing with time (orange solid
line) and the reference line with threshold 0.5 (orange dashed line).+e vertical dotted line indicates the sequential released policies:① close
borders with Argentina, Bolivia, Colombia, Guyana, French Guiana, Paraguay, Peru, and Suriname within 15 days,② ban foreigners by air
from China, European Union, Iceland, Norway, Switzerland, the United Kingdom, Australia, Japan, Malaysia, and South Korea, and ③
implement the lockdown policy.
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Figure 14: +e fitting error of Brazil with an average absolute error of 272.
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up to the ending date of our observation, which is October
27. In order to get the second wave under control, stricter
measures and more effective policies are urgently needed.

4. Discussion

4.1.Effect ofPreventionandControlPolicies. We analyzed the
daily new cases in 9 typical regions with the STAR model.
Combining the release time of policies with the time series of
daily new confirmed cases, it can be seen that effective
policies would lead to a decrease in the number of daily

confirmed cases within 2 weeks to 2 months since the release
of certain policies. +e inflection points and transitions
between different stages of the epidemic curves illustrate the
effectiveness of the policy. Meanwhile, in some countries,
our model shows the ineffectiveness.

Policies usually include the restrictions on entry of
travellers from countries with severe epidemic situations, the
closure of national borders, and the suspension of travel.
Moreover, schools and nonessential services are closed, large
gatherings and public events are banned, and people were
asked to stay at home. In the absence of vaccines, these
prevention and control policies aiming at blocking trans-
mission are necessary and effective. However, the

×104

0

0.2

0.4

0.6

0.8

1

G 
fu

nc
tio

n

India
Fitted value

G function
�reshold value = 0.5

①② ③

0

2

4

6

8

10

N
ew

 ca
se

s p
er

 d
ay

06/08 07/28 09/1604/19
Date

Figure 15: +e fitting result of India. +e left axis shows the daily
confirmed cases for the real data after smoothness (blue solid line)
and its fitted values by the STAR model (blue dashed line). +e
right axis shows the value of nonlinear functions G changing with
time (orange solid line) and the reference line with threshold 0.5
(orange dashed line). +e vertical dotted line indicates the se-
quential released policies:① ban travellers from Italy, Iran, Korea,
and Japan, ② suspend visas of tourists, and ③ implement a
lockdown policy.
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Figure 16: +e fitting error of India with a mean absolute error of
154.
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Figure 17:+e fitting result of Mexico.+e left axis shows the daily
confirmed cases for the real data after smoothness (blue solid line)
and its fitted values by the STAR model (blue dashed line). +e
right axis shows the value of nonlinear functions G changing with
time (orange solid line) and the reference line with threshold 0.5
(orange dashed line). +e vertical dotted line indicates the se-
quential released policies: ① declare the public health emergency
and suspend nonessential activities until April 30.
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Figure 18:+e fitting error ofMexico with amean absolute error of
22.
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effectiveness depends on the implementation and cooper-
ation of the masses.

4.2. Be Alert to the Second Wave. We can see from the ep-
idemic curve that many countries are suffering from the
second wave of the pandemic, which is more severe than the

first wave. Faced with the social and economic pressure
brought by the prevention of COVID-19, it is difficult to
achieve a middle ground. Germany, France, UK, and Spain
have already upgraded their prevention and containment
measures for the current outbreak.

In short, governments should closely monitor the epi-
demic situation.Moreover, tracing close contacts, large-scale
nucleic acid tests, and quarantining of travellers from re-
gions of high risk are ways for preventing the potential
pandemic in advance.
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of the measures to flatten the epidemic curve of COVID-19.
+e case of Spain,” Science of 7e Total Environment, vol. 727,
Article ID 138761, 2020.

[17] N. G. Davies, A. J. Kucharski, R. M. Eggo et al., “Effects of
non-pharmaceutical interventions on COVID-19 cases,
deaths, and demand for hospital services in the UK: a
modelling study,” Lancet Public Health, vol. 5, 2020.

[18] T. P. B. +u, P. N. H. Ngoc, N. M. Hai, and L. A. Tuan, “Effect
of the social distancing measures on the spread of COVID-19
in 10 highly infected countries,” Science of 7e Total Envi-
ronment, vol. 742, Article ID 140430, 2020.

[19] G. Chowell, C. Viboud, L. Simonsen, and S. M. Moghadas,
“Characterizing the reproduction number of epidemics with
early subexponential growth dynamics,” Journal of 7e Royal
Society Interface, vol. 13, no. 123, Article ID 20160659, 2016.

[20] L. Zhang, “Fitness of the generalized growth to the 2019 novel
coronavirus data,” Journal of University of Electronic Science
and Technology of China, vol. 49, 2020.

[21] Q. Li, W. Feng, and Y.-H. Quan, “Trend and forecasting of the
COVID-19 outbreak in China,” Journal of Infection, vol. 80,
no. 4, pp. 469–496, 2020.

[22] R. F. Engle, “Autoregressive conditional heteroscedasticity
with estimates of the variance of United Kingdom inflation,”
Econometrica, vol. 50, no. 4, pp. 987–1007, 1982.

[23] J. D. Hamilton, “A new approach to the economic analysis of
nonstationary time series and the business cycle,” Econo-
metrica, vol. 57, no. 2, pp. 357–384, 1989.

[24] C. Granger, T. Terasvirta, Modelling Nonlinear Economic
Relationships, Oxford University Press, Oxford, UK, 1993.

[25] K. S. Chan, “On estimating thresholds in autoregressive
models,” Journal of Time, vol. 7, 1986.

Complexity 13

http://arxiv.org/abs/2004.10172


Research Article
The Artificial University: Decision Support for Universities in the
COVID-19 Era

Wesley J. Wildman ,1,2,3 Saikou Y. Diallo ,1,4 George Hodulik ,1 Andrew Page ,1,5

Andreas Tolk ,1,6 and Neha Gondal 1,2,7

1Center for Mind and Culture, 566 Commonwealth Ave, Suite M-2, Boston, MA 02215, USA
2Faculty of Computational and Data Sciences, Boston University, 111 Cummington St, Boston, MA 02215, USA
3School of &eology, Boston University, 745 Commonwealth Ave, Boston, MA 02215, USA
4Virginia Modeling, Analysis & Simulation Center, Old Dominion University, 1030 University Blvd., Suffolk, VA 23435, USA
5Translational Health Research Institute, Western Sydney University, Building 3, David Pilgrim Ave., Campbelltown,
NSW 2560, Australia
6Modeling, Simulation, Experimentation, and Analytics, &e MITRE Corporation, 1001 Research Park Blvd. #220,
Charlottesville, VA 22911, USA
7Department of Sociology, Boston University, 96 Cummington St, Boston, MA 02215, USA

Correspondence should be addressed to Wesley J. Wildman; wwildman@bu.edu

Received 26 July 2020; Revised 24 November 2020; Accepted 10 December 2020; Published 30 December 2020

Academic Editor: xiaoke xu

Copyright © 2020 Wesley J. Wildman et al. )is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

Operating universities under pandemic conditions is a complex undertaking. )e Artificial University (TAU) responds to this need.
TAU is a configurable, open-source computer simulation of a university using a contact network based on publicly available
information about university classes, residences, and activities.)is study evaluates health outcomes for an array of interventions and
testing protocols in an artificial university of 6,500 students, faculty, and staff. Findings suggest that physical distancing and
centralized contact tracing are most effective at reducing infections, but there is a tipping point for compliance below which physical
distancing is less effective. If student compliance is anything short of high, it helps to have separate buildings for quarantining infected
students, thereby gracefully increasing compliance. Hybrid in-person and online classes and closing fitness centers do not sig-
nificantly change cumulative infections but do significantly decrease the number of the infected at any given time, indicating
strategies for “flattening the curve” to protect limited resources. Supplementing physical distancing with centralized contact tracing
decreases infected individuals by an additional 14%; boosting frequency of testing for student-facing staff yields a further 7% decrease.
A trade-off exists between increasing the sheer number of infection tests and targeting testing for key nodes in the contact network
(i.e., student-facing staff). )ere are significant advantages to getting and acting on test results quickly. )e costs and benefits to
universities of these findings are discussed. Artificial universities can be an important decision support tool for universities,
generating useful policy insights into the challenges of operating universities under pandemic conditions.

1. Introduction: The Crying Need for Insight

Operating institutions of higher education under SARS-
CoV-2 pandemic conditions is a perilous, complex, and
expensive undertaking. Simple simulations of epidemio-
logical models can be adapted to allow university admin-
istrators to test combinations of interventions but such
models typically neglect the human factors (e.g., social

networks and multiple dimensions of compliance) that
heavily influence whether interventions fail or succeed.
Bespoke policy simulations incorporating confidential data
about students and staff are prohibitive for many schools in
terms of their cost and the expertise needed to build them,
and they cannot be shared, duplicating effort. Dashboards
offering generic advice do not take account of the facts that
universities vary widely in what interventions are politically
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feasible (e.g., shutting down football is unthinkable in some
places, and centralized contact tracing is too controversial in
others) or financially achievable (a massive testing, tracing,
and quarantine regimen can be prohibitively expensive in
terms of materials, space, and personnel). Most dashboards
are using available data to support smart extrapolation into
the future, while such data are typically not available for
universities. Moreover, universities are diverse in terms of
what counts as success, and thus they would naturally apply
different metrics to evaluate the effectiveness of combina-
tions of interventions (e.g., minimizing infections, or op-
timizing good outcomes versus bad outcomes). )ere is an
urgent need for flexible and timely policy modeling that can
be applied in a host of different institutional contexts.

To respond to this need, the Human Simulation Group
created )e Artificial University (TAU). TAU is a flexible
computer simulation of a university based solely on publicly
available web-scraped data about typical class schedules,
residence and dining arrangements, age distributions of
faculty and staff, on-campus and off-campus activities, gyms,
clubs, and commuting. TAU has a threefold configuration
process to render the artificial university a close match to any
real-world university (Figure 1).

First, TAU can be configured to match university
characteristics. TAU handles schools of any size and com-
position, both two-year and four-year colleges without
graduate students and research universities with graduate
students. )e simulation takes account of faculty and staff
age distributions, class schedules, a complex variety of on-
campus and off-campus residences with diverse bathroom-
sharing arrangements, campus dining halls, specialized
quarantine buildings and floors, on-campus gyms and clubs,
on-campus sports and public events, and off-campus con-
tacts and commutes. )e simulation-based approach per-
mits the application of various knowledge-based
prognostication methods and is not limited to smart ex-
trapolation of data.

Second, TAU can be configured to match the range of
feasible interventions for a given university setting. Inter-
ventions in TAU include allowing or closing gyms, sports,
student clubs, and on-campus events; hybrid classes to
dedensify classrooms while maintaining live education both
in-person and online; testing regimens of varying capacities
and reliabilities, both for infection and antibodies, and with
varying delays in getting results as well as the possibility of
boosting the frequency of infection testing based on anti-
body testing results, or on whether staff have student-facing
jobs; contact tracing of varying intensities, from anonymous
apps to centralized tracking by university administrators;
and varying intensities of quarantine from self-isolation to
placing symptomatic people in quarantine buildings sup-
ported by staff. TAU also takes account of compliance with
physical distancing requirements, with reporting symptoms
to a contact-tracing app, and with self-isolation expectations.
)ese critical human factors can vitiate the effectiveness of
interventions.

)ird, TAU can be configured to respond to the value-
laden perspectives of universities, which yield very different
metrics for assessing whether a combination of interventions

is successful. Universities might emphasize the danger of
COVID-19 for vulnerable people, including older faculty
and staff and people of all ages with preexisting conditions,
in which case they will seek to maximize the number of
people never infected. Some might prefer a hybrid metric
that optimizes the difference between positive outcomes
(never infected or recovered) and negative outcomes (deaths
or reinfections). Still others might want to take account
equity and distributive justice concerns and all will need to
account for financial realities. )e outcome metrics matter,
in the specific sense that they lead to different priorities for
intervention arrays. TAU supports all viewpoints on what is
an intricately complex, multiattribute, multivalue decision
problem. )e modeling process itself helps to make prob-
lems and solution methods tangible by describing them in
the common language of the simulation, so that trade-offs
and compromises become clearer and unintended conse-
quences in other value domains may be avoided.

2. Materials and Methods

2.1. Computational Simulation Design. )e computational
policy simulation that powers TAU is an agent-based epi-
demiological model (just as for [1]). Each individual agent,
whether student, faculty, or staff, moves between states of
being susceptible, infected, recovered, and resusceptible,
depending in part on biological factors. (It should be noted
that these are individual agent states used to trace whether an
agent is likely to infect another agent. TAU is not a pop-
ulation-compartmental model, as often used in epidemiology
simulation.) Since there have been confirmed reinfections
(i.e., the virus causing the second infection is genetically
different from the virus causing the first), it is important to
allow for the possibility that periods of immunity are short.

TAU is not a spatial model; it is a contact-network
model. Network links are the pathways for possible meetings
with infectious people. )us, two agent nodes are linked
when there is physical contact and therefore the possibility of
infection, indicated by being in class together, living together
in a dorm, or both going to the gym or a university event.
Links are weighted according to the likelihood of infection.
Because universities have a rhythmic schedule over the
course of a week, the network is static. Interventions modify
network links, reducing the likelihood of meetings, and
therefore also of infection. For example, physical distancing,
mask-wearing, closing gyms, and dedensifying classrooms
by using a hybrid in-person and remote teaching system
reduce the probability of infection and thus lighten link
weights, or sometimes eliminate links altogether. )e higher
the levels of compliance, the lower the probabilities of in-
fection. Additional networks can be added, such as family,
friends, or other social connections, but, for these networks,
usually no data exist on the university level. Further details
about TAU’s design—including complete documentation of
entities, state variables, time scales, networks, network link
types, process scheduling, parameters, and ini-
tialization—are provided in the online model documenta-
tion at https://github.com/centerformindandculture/
)eArtificialUniversity.
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Note that the networks employed in this model are based
on copresence (approximating contact on the basis of oc-
cupying spaces at the same time) rather than relationship
data (social connections such as friendship and familial ties).
Copresence data addresses both modeling and practical
concerns. With respect to modeling the spread of SARS-
CoV-2, sustained copresence (such as seated in close
proximity in a classroom) or joint living circumstances (such
as suitemates or floor-mates with shared bathroom facilities)
are crucial vectors of transmission. Practically speaking,
relationship data on ties such as friendship can be highly
sensitive to social contexts and, consequently, difficult to
generalize. Moreover, relational data are resource intensive
whereas copresence data are easier to assume based on the
distribution of events and living conditions.

2.2. Design of Experiments: Exploratory Analysis. TAU is
highly stochastic and thus we built a large dataset by
sweeping the parameter space with 30 replications for each
combination of parameter settings, seeking 95% confidence
in the outcome variables. )is technique of exploratory
analysis is often used in areas of deep uncertainty (e.g., [2]).
It surfaces emergent behavior and changes in the meta-
behavior of the system over the solution space, including
tipping points defining the borders of behavior regimes. By

surfacing such information and being clear about as-
sumptions, TAU promotes thinking deeply into a complex
situation rather than delivering straightforward answers to
important questions (see [3]). TAU’s capacity to promote
deeper understanding of a complex management problem is
particularly important given that real-world data for uni-
versities does not exist to validate epidemiological models in
a quantitative way. Prominent university closures in Sep-
tember 2020 confirm that failures of compliance can
comprehensively undermine a COVID-management plan,
and this is a useful qualitative confirmation of TAU’s finding
that compliance is the single most important explanatory
factor, but quantitative validation must wait for new kinds of
datasets to emerge.

We present an evaluation of an array of interventions
using health-outcome metrics (e.g., minimizing infections)
for two artificial universities, a four-year college and a re-
search university (see Table 1). Most configurable aspects of
the universities (e.g., residence arrangements, commuting,
class schedules, and activities) are linearly scaled with the
population so that the main difference between the two
universities is size.

Results for the two artificial universities are similar, so
we report here on the smaller university of 6,500 people
unless otherwise noted. We do not report on different
configurations for universities of the same type and size (e.g.,

�e Artificial University

TAU is a hightly configurable artificial representation
of colleges and universities that takes account of

University policy arrays

Each university wants to investigate the effects of a
specific array of policies that leaders deem feasible.
important consideration include the following:

University values and metrics

Each university has distinctive values that determine
what counts as policy success. �is makes one-size-
fits-all policy approaches irrelevant to local concerns.

Configuration process

Simulated date generation process

Agent-based epidemiological model
Model takes account of human factors such as compliance and social networks.

Susceptible Exposed
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Virtual experimentation process

Virtual experimentation platform
Explore possibilities, Look for policy combinations that meet institutional goals.

Calibration Optimization Sensitivity

Decision support tool for colleges and universities

Configure to your situation. Specify policies for exploration and metrics for assessment.
Simulate data and run virtual experiments. Compare alternative scenarios visually.
Produce compelling visualizations to ease the burden of communicating policies.

(i)
(ii)

(iii)
(i)
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(iii)(iv)

 Classes of differnt kinds and sizes
 Living arrangements from dorms to apartments
 Gyms, dining halls, special events
 Students, faculty, and staff–age and vulnerability

Cost-benefit analysis of policy combinations
Non-linea interaction of policy combinations
Evaluation in terms of local values and metrics

Sometimes financial realities are critical
Sometimes avoiding infection is top priority
Sometimes equity and fairness are crucial

Figure 1: Diagram of TAU, a decision support tool for colleges and universities. )e threefold configuration process is at the top, the
simulation and social network feeding TAU is at the bottom left, and the virtual experimental platform is at the bottom right.
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mostly commuter students versus mostly on-campus resi-
dents). TAU surfaces surprising and helpful information
about interventions and tipping points for their effective-
ness, which should be useful to university planners.

We varied parameters related to specific interventions.
Using a Latin-hypercube-sampling method, we identified 500
parameter combinations to explore in a parameter sweep. We
ran each parameter combination 30 times or until 95%
confidence was achieved for three output metrics: the number
of people never infected, the total number of infections
(including reinfections), and the hybrid metric that measures
the difference between positive outcomes (never infected or
recovered) and negative outcomes (deaths or reinfections).
)e resulting 15,000 runs took several days on amachine with
a maximum availability of 128 cores and 1TB RAM.We then
ran analyses of the simulated dataset through the statistical
package R, beginning with a sensitivity analysis of inter-
vention parameters and passing to more specific tests.

We set epidemiological parameters based on reviews of
epidemiological and virology literature. For the 6,500-per-
son university reported on here, we fixed a lot of other
parameters using findings from scraped data: staff-faculty-
student ratios, proportion of students in on-campus dorms,
distribution of types of dorms and the number of students
sharing bathrooms, distributions of dining halls, frequency
of campus events, clubs and sports, class schedules, and off-
campus events.

TAU was developed in AnyLogic version 8.5.2. )e open-
source model and documentation are available at https://
github.com/centerformindandculture/)eArtificialUniversity.
A dashboard for TAU is presented at http://mindandculture.
org/projects/modeling-social-systems/vivid/vivid-dashboard/.
)e dashboard facilitates the exploration of the impact of a
variety of specific interventions on the university population
using two different health-outcome metrics.

3. Results

3.1. IdentifyingWhich InterventionsHave theGreatest Impact.
)e single most important intervention is high compliance
with physical distancing. In TAU, physical distancing re-
duces the probability of an infection through a network link
and corresponds in the real world to wearing masks and

keeping physically separate from others. Using the “mini-
mize infections” metric with the adjusted-R2 test, high
compliance with physical distancing explains 70% of the
variance (Figure 2).

Adding the variant of contract tracing that involves
centralized tracking and strong follow-up to ensure self-
isolation brings the total variance explained to 83%. Adding
a policy to boost testing frequency of staff with student-
facing jobs (e.g., people working in dining halls, cleaning
student areas, and meeting intensively with students) further
increases the variance explained to 86%.

Note that the adjusted-R2 test incorporates a penalty for
adding additional factors into the regression, so there is a
convergence effect as more interventions are included. It
follows that the less important interventions in the hierarchy
of Figure 2 could still be important when considered alone or
in combination with high compliance with physical dis-
tancing. To explore this possibility, the TAU dashboard
(http://mindandculture.org/projects/modeling-social-systems/
vivid/vivid-dashboard/) allows users to visualize the projected
health effects of varying individual interventions.

If we assume student compliance with social distancing
will not be better than 50% (probably a reasonable as-
sumption), do the other interventions still rank order the
same way? To answer this question, we fixed faculty and staff
compliance of all kinds at a high level and fixed student
compliance of all kinds at 50% (save for compliance with
forced quarantine in a separate building for infected stu-
dents, which was fixed to high, and the intervention itself
was allowed to be on or off). Under those circumstances, five
factors explain the bulk of variance in the “number never
infected” metric. )e top three hit in the same order as
before (after compliance factors are eliminated), though the
variance explained is lower, a reminder of how important
compliance is as follows:

(1) Centrally monitor contact tracing (adj-R2 � 0.64)

(2) Add: boost testing for student-facing staff
(adj-R2 � 0.75)

(3) Add: hybrid classes to dedensify rooms
(adj-R2 � 0.78)

)e next two factors are as follows:

Table 1: Basic characteristics of the two types of universities tested.

Characteristic Four-year college Large research university
Size and
composition 6,500 students, faculty, and staff, no graduate students 37,200 students, graduate students, faculty, and staff

Student-facing
staff

10% of staff are student-facing, with 100 interactions per
day with students

10% of staff are student-facing, with 200 interactions per
day with students

Testing Maximum 1,000 infection tests and maximum 100
antibody tests per day

Maximum 5,000 infection tests and maximum 500
antibody tests per day

Living
arrangements

3 dining halls serving a mix of large dorms sharing
bathrooms and apartment style living for on-campus

residents; others commute from apartments and homes

15 dining halls serving a mix of large dorms sharing
bathrooms and apartment style living for on-campus

residents; others commute from apartments and homes;
same ratios as for the four-year college

Note. Most configurable aspects of the universities are scaled with population size in a nearly linear fashion.
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(4) Add: forcing quarantine of infected students in a
separate building, which improves compliance
(adj-R2 � 0.78)

(5) Add: deprioritizing infection testing for people who
test positive for antibodies, freeing tests for others
(adj-R2 � 0.78)

Change the metric to “number infected (including re-
infections)” and the last two factors switch order.

We also asked what would happen if centralized contact
tracing was not used, thereby addressing a big concern for
colleges and universities having students, faculty, or staff
who are hyperconscious about privacy. In that case, inter-
ventions line up in a similar way, with a slightly different
order, andmuch lower adj-R2 values. Note the appearance of
a new factor in fourth place, increasing testing frequency for
older faculty and staff:

(1) Boost infection testing for student-facing staff (adj-
R2 � 0.31)

(2) Add: forcing quarantine of infected students in a
separate building, which improves compliance
(adj-R2 � 0.42)

(3) Add: hybrid classes to dedensify rooms
(adj-R2 � 0.50)

(4) Add: boost infection testing for older faculty and
staff (adj-R2 � 0.52)

)ese results drive home the importance of high student
compliance with every aspect of the university intervention
program, the impact of centralized contact tracing, and the
value of “gracefully forcing” infected students into high-
compliance mode by using a separate quarantine space.

It is also important to notice which interventions had
relatively lower effects on health outcomes. )ey include the
following:

Closing fitness centers
Closing student groups and clubs
Canceling large sport events
Canceling large events over a threshold size
Boosting testing frequency for people with health
vulnerabilities
Lengthen contact-tracing history from 7 days to 14 days

In the large research university, TAU produced a similar
but not identical list of factors accounting for variance in
health outcomes. Here are the top six factors (note the higher
values for adj-R2):

(1) High compliance: physical distancing (adj-R2 � 0.79)
(2) Add: boost infection testing for student-facing staff

(adj-R2 � 0.87)
(3) Add: boost infection testing for older faculty and

staff (adj-R2 � 0.90)
(4) Add: centrally monitor contact tracing

(adj-R2 � 0.93)
(5) Add: high compliance: testing regimen

(adj-R2 � 0.94)
(6) Add: high compliance: report symptoms

(adj-R2 � 0.95).

3.2. Hybrid Class Structures. With universities facing
countless class-action lawsuits alleging failure to provide the
promised educational experience due to a switch early in
2020 to remote education, being able to provide a safe, high-
quality education that is live and in-person is a priority for
university administrators. One way to achieve this is a hybrid
system that conducts live classes with two groups simulta-
neously, one in person and the other remote. )is approach
dedensifies classrooms while remotely including vulnerable
students and students in quarantine. )e hybrid system also
permits international students who may not be allowed into
the country to continue their education.

In TAU, hybrid classrooms work by splitting classes that
meet three times a week into three equal-sized, nonover-
lapping platoons of students who attend class face to face one
day per week and attend remotely for the other two days—all
occurring in a room capable of holding the entire class at
once. Classes that meet twice per week use two platoons of
students, and long classes that meet once per week have two
platoons that alternate weeks attending in person. Figure 3
assesses the effectiveness of this intervention strategy. )e
number never infected by the end of the simulation
(Figure 3(a)) is not significantly improved with hybrid
classes, but the maximum number infected at any given time
(Figure 3(b)) is significantly reduced (by about 30%). It
follows that university administrators should not expect

High compliance: physical distancing (adj-R2 = 0.70)
+ Centrally monitor cotact tracing (adj-R2 = 0.83)
+ Boost testing for student-facing staff (adj-R2 = 0.86)
+ High compliance: report symptoms (adj-R2 = 0.88)
+ High compliance: testing regimen (adj-R2 = 0.91)
+ High compliance: self-isolation (adj-R2 = 0.91)

+ High compliance: quarantine (adj-R2 = 0.92)
+ Hybrid classes to dedensify rooms (adj-R2 = 0.91)

Figure 2: Regression-subset diagram for TAU using the “minimize infections” metric on a university of 6,500 people. )e single most
important intervention is on the top row, explaining 70% of the variance in the outcomemetric according to the adjusted-R2 test.)e second
row shows the effect of adding the second most important explanatory factor into the regression (adjusted-R2 lifts to 0.83). As each new
factor is added, there are marginal gains in the adjusted-R2 value.
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hybrid classes to dramatically lower overall infections, but
they can reasonably expect to “flatten the curve” by slowing
down the rate of infection.

We hypothesize that platoons in classrooms have a
limited impact on increasing the total number of people
never infected because most students still live in on-campus
housing. It may be possible to select platoons in such a way
that they correspond to campus regions, and the resulting
spatial compartmentalization might help to confine the
spread of any outbreaks. But this is difficult, probably
prohibitively difficult, to implement in a real-world class
schedule with different class frequencies and compositions,
so TAU does not evaluate this possibility.

Hospital emergency departments critically require
slowing the rate of infection to avoid overrunning resources.
Depending on their policies, universities can face a similar
challenge, particularly if they set aside a certain number of
buildings with bathroom-equipped rooms for people with
symptoms who are quarantined. Hybrid classes can flatten
the curve to avoid overrunning those vital and limited re-
sources, even if they only marginally increase the number of
people who are never infected. Much the same applies to
closing fitness centers, which ought to be vectors of trans-
mission through surfaces and heavy breathing. Such in-
terventions do not appreciably lower the total number
eventually infected but they do slow the rate of infection. If
flattening the curve is important, then these policies make
sense.

3.3. Tipping Points for Compliance with Physical-Distancing
Guidelines. Human beings exhibit a rich variety of per-
sonalities, convictions, ideologies, and degrees of proso-
ciality, resulting in varying willingness to comply with
physical-distancing guidelines. Physical distancing is the
single most important intervention for optimizing social-
health metrics, but it requires sustained compliance, which
young adults in particular often find trying. Consequently,
there is an important question about how much of a dif-
ference physical distancing really makes.

Figure 4 shows the number of infections at simulation
end against the degree of compliance with physical dis-
tancing, over all parameter combinations. )ere is a tipping
point around 0.6 (in the simulation, this means 60%
probability of being compliant). While the tipping point
varies slightly depending on the precise parameter set in
play, the response curve always has this shape and indicates
that university administrators should expect increased gains
with high compliance but few gains with low compliance.
)at is, if physical distancing is not done well, there is little
point in doing it at all. It follows that universities should
make physical distancing as easy as possible with masks,
spacing marked for queues, and one-way people traffic
where possible. University communities (including students
themselves) need to promote the benefits of compliance with
physical distancing guidelines—particularly with younger
people in their community.

3.4. Supplementing Physical Distancing with Testing and
Contact Tracing. On the “minimize infections” metric, the
next best interventions (after high compliance with physical
distancing) are rigorous contact-tracing and flexible testing
strategies. How much of a difference do they make on
minimizing the number of infections? Findings from TAU
suggest the following:

Central tracking (i.e.,, centralized information about
contact tracing, followed by enforcement of isolation
among traced individuals) increases the number of
people never infected by 14% (this is all of the policy
variations with central tracking compared to all of the
policy variations without central tracking)
Testing student-facing staff members more often ad-
ditionally increases the number of people never in-
fected by 7.6%
High compliance with contact-tracing demands, which
means reporting when COVID-19 symptoms are expe-
rienced or when a test result indicates infection, further
increases the number of people never infected by 4.5%
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Figure 3: Box plots illustrating the effect of introducing hybrid university classrooms. )e left image in (a) shows that there is little
difference in the number never infected, while the right image in (b) shows that the maximum number infected at any given time is
significantly lower with a hybrid class system. )e lower and upper hinges correspond to the first and third quartiles (the 25th and 75th

percentiles). )e upper whisker extends from the hinge to the largest value no further than 1.5 ∗ IQR from the hinge (where IQR is the
interquartile range or distance between the first and third quartiles); similarly for the lower whisker. Data beyond the end of the whiskers are
outlying points and are plotted individually.
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Increasing the frequency of testing staff with student-
facing jobs poses an important cost-benefit analysis puzzle
because testing is expensive and frequent testing is pro-
portionally more costly. We asked TAU how increasing the
frequency of testing for staff-with student-facing jobs affects
the number of infections (Figure 5). )ere is an inflection
point around a boost of 4 times, taking account of all pa-
rameter combinations, suggesting that there is little gain
from testing student-facing staff more than about four times
more frequently than others.

3.5. Optimizing Testing. TAU examines the scenario where
there is no infection testing alongside 16 infection-testing
strategies, incorporating an antibody testing strategy. )e 16
infection-testing strategies depend on the following:

Decreasing infection-testing frequency after a positive
antibody test (YES if antibody testing is activated, and
NO otherwise; positive antibody tests are not possible
until at least four weeks after recovery)
Boosting infection-testing frequency for student-facing
staff (YES/NO)
Boosting infection-testing frequency for people with
health vulnerabilities (YES/NO)
Boosting infection-testing frequency for older people
on campus (YES/NO)

)ere is a delay in receiving infection test results, varying
from 24 to 72 hours. Both types of tests vary in cost with the
more expensive being more accurate, and there is an
economy of scale whereby testing more yields lower per-test
cost. TAU is supplied with a fixed number of tests of both
types per day, which yields a fixed cost for testing with a
specified cost uncertainty (important for universities

standing up internal testing facilities where costs are un-
certain). TAU is also supplied with measures of accuracy
(the likelihood of false positives and false negatives).

Analysis suggests that any testing regimen is far better than
none. For infection testing, the most important factor is the
number of tests per week, followed by boosting testing fre-
quency for high-contact nodes in the physical contact network.
Other testing options produce marginal returns by compari-
son. Figure 6 shows the situation in the artificial university after
120 days for six different testing configurations.)e horizontal
axis shows the average weekly testing frequency for student-
facing staff members, the vertical axis shows the number never
infected at the simulation end, and each curve shows the
number of tests per week.)e shape of these curves shows that
there is a trade-off between these two considerations such that
testing key people more often can be more cost-effective than
simply increasing the number of tests.

Figure 7 shows the situation in the artificial university
after 120 days for three different testing configurations. )e
horizontal axis shows the number of viral tests per day, the
vertical axis shows the number never infected, the color
indicates the testing frequency boost for student-facing
staff, and the shape indicates the delay in receiving testing
results (24 hours or 72 hours). Getting infection-test results
quickly (24 hours rather than 72 hours) makes a significant
difference.

3.6. Downstream Consequences of Traced Isolation. In the
event of an outbreak on campus, many people will be identified
through contact tracing but under most circumstances (as-
suming proper physical distancing protocols are followed), only
a fraction of those individuals will be infected. In some model
runs, up to one-third of students needed to self-isolate fol-
lowing contact tracing, despite not being infected.
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Figure 4: )e number of infections against the degree of compliance with physical-distancing requirements (including mask-wearing).
Note that the “number of infections” metric includes reinfections, so the score can exceed the number of people in the university (6,500).
Numerous runs are binned and the color indicates clustering of runs, with darker colors corresponding to a greater number of runs.
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)is finding suggests that universities instituting rig-
orous contact tracing and isolation procedures will have to
be ready for large numbers of students in isolation and will
need to prepare critical systems accordingly. )ese include
education about the need for self-isolation, food services,

emotional support for people in quarantine (COVID-19
research already shows emotional factors associated with
isolation and anxiety are critical for mental health, both
acutely and long-term) and infrastructure to facilitate on-
going classroom participation remotely.

x5 x10
Boost in infection testing frequency for staff with student-facing jobs

5300

5400

5500

5600

5700

N
um

be
r o

f i
nf

ec
tio

ns
/r

ei
nf

ec
tio

ns
 at

 si
m

ul
at

io
n 

en
d

Figure 5: )e number of infections (or reinfections) against the factor of testing frequency increases for staff with student-facing jobs.
Numerous runs are binned and the color indicates clustering of runs, with darker colors corresponding to a greater number of runs.
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Figure 6: Health outcomes for six different testing configurations showing a trade-off between the weekly total number of tests and the
testing frequency for student-facing staff. In this figure, each curve is a line of fixed cost, illustrating that better health outcomes can be
achieved for lower cost, depending on how testing is performed.
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Such support systems can be expensive, especially in
personnel costs. )erefore, it is also important to keep in
mind that traced isolation does not imply infection and that
moving trace-flagged students to even more expensive
dedicated housing is probably not cost-effective until
symptoms appear or testing of self-isolated people shows an
infection, at which point people can be moved to avoid
spreading the virus through roommates and shared
bathrooms.

3.7. Comparing Metrics. Metrics used to assess policy suc-
cess reflect underlying values, which are critical human
factors in a pandemic. To show that metrics matter, we ran a
regression-subset analysis for the “minimize infections”
metric (Figure 2) and also for the “hybrid” metric that tracks
the difference between positive and negative outcomes
(described above). Some factors are similarly important for
both metrics:

High compliance with physical distancing
Hybrid (remote and in-person) classes

Other factors differ in importance:

Lengthening the history of contact tracing is more
important for the hybrid metric
Boosting frequency of infection testing for student-
facing staff is significantly more important on the
“minimize infections” metric

It follows that university administrators need to review
their values carefully and select the most relevant metrics for
their contexts in full awareness that alternative metrics
would likely yield different findings for intervention
effectiveness.

4. Discussion and Conclusion

Using TAU, we evaluate the possible effects of social dis-
tancing, contact tracing, testing, activity closures, dedensi-
fying strategies, and a variety of other interventions. TAU
shows that social-distancing requirements (including mask-
wearing) have the most significant effect on infections,
followed by central tracking and boosting testing frequency
for critical networks nodes, which include staff with in-
tensive student contact. However, high compliance is needed
for optimal effect. For social distancing, we see a tipping
point of effectiveness around a compliance rate of 60%,
showing the need to create “buy in” among students, staff,
and faculty, which calls for targeted publicity campaigns.

)e use of a variety of metrics allows us to take different
viewpoints into account, promoting amultivalue perspective
in which alternatives can be compared and side effects
identified. Suchmultivalue perspectives contest the tendency
to focus on one or two domains that capture immediate
attention, to the exclusion of others.

We would like to validate TAU against real-world data
from universities. Unfortunately, such datasets do not yet
exist, though TAU’s finding about the importance of
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Figure 7: Health outcomes for three testing configurations showing the relative importance of increasing testing frequency for student-
facing staff and decreasing the delay in getting test results. In this figure, each curve is a line of fixed cost, illustrating that better health
outcomes can be achieved for lower cost, depending on how testing is performed and how rapidly results are received and acted on.
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compliance has been amply confirmed by the fact that the
numerous university closures in September 2020 were di-
rectly attributable to compliance failures. )e New York
Times data on universities from September 2020 onwards
only report infections and test results and supply no data on
policies in place, or on compliance, so cannot be employed
to validate TAU.

It is worth thinking further about the role of compu-
tational simulations in the absence of the complete real-
world datasets needed for comprehensive validation. As
noted earlier, even without validation against relevant
university data, TAU’s architecture, from parameters to
processes, are themselves well grounded, so TAU is useful as
a way to think deeply into the problem of university
management under pandemic conditions, detecting critical
explanatory factors and tipping points for intervention ef-
fectiveness.)is point has beenmade in a series of important
publications, beginning with Troitzsch [4]. More recent
practical recommendations for validation can be found in
Davis et al. [5], which directly addresses the meaning of
simulations like TAU, which are well validated at the low
level of causal architecture but cannot be validated at the
high level for want of quantitative data of the right kinds.)e
same point is explored in depth by Saldanha et al. [6].

TAU has limits, which we think of as opportunities for
extension. For example, we aim to integrate TAU with
county-level data from the COVID-19 Health Care Coali-
tion’s dashboard (c19hcc.org) to introduce greater realism in
the way TAU handles the porousness of university campuses.
We would want to add real-time calibration against university
infection statistics. A formal cost-benefit analysis module and
an equity-and-justice metric are currently under development
for inclusion in the simulation. Additionally, enriching the
dashboard at http://mindandculture.org/projects/modeling-
social-systems/vivid/vivid-dashboard/ would simplify the
threefold process of configuring TAU, running analyses on
TAU-simulated data, and generating visualizations to help
communicate policies. )ere are also a few variations on
interventions already included that might prove useful for
some universities, such as more intensive contact tracing that
attempts to locate superspreaders. In June 2020, we released
TAU as an open-source product to allow others to make such
adjustments and thereby contribute to the project of helping
colleges and universities manage the pandemic.

Despite these limitations, TAU is already a powerful
decision support tool for universities. It demonstrates that
an artificial university—implemented as an agent-based
model using contact networks, integrating an epidemio-
logical model with sensitivity to human factors, and cali-
brated against publicly available data, following the
guidelines of Diallo et al. [7]—can generate valuable insights
into the challenge of operating universities under pandemic
conditions.

Data Availability

Adashboard interface for exploring TAU is available at http://
mindandculture.org/projects/modeling-social-systems/vivid/
vivid-dashboard/. )is site includes links to the model,

documentation, and data (see https://github.com/
centerformindandculture/)eArtificialUniversity).
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.e large-scale proliferation of China’s new type of agricultural entities has given rise to a higher demand for funds. Farmers have
insufficient effective collateral, which makes it difficult for them to obtain sufficient loans. Chinese financial institutions have
developed a biological asset mortgage loan business to cope with this situation. China has not considered biological mortgages but
has been using real estate and asset mortgage models with strong realizability. .is innovative financial business has achieved
positive results since it was attempted, but it also faces many risks. It is very important to comprehensively and accurately consider
the risk factors of biological asset mortgage loans. Based on 1249 production and operation data samples of new agricultural
entities in Zhejiang, Henan, and Shandong provinces, this study constructs an XGBoost model for empirical analysis and
compares it with logical regression, support vector machine, and random forest algorithms to obtain the optimal model and
feature importance value. According to the characteristic importance value, a biological asset mortgage loan risk assessment
system with 4 primary indicators and 20 secondary indicators is established, which can effectively identify the biological asset
mortgage loan risk of new agricultural entities.

1. Introduction

As China’s agricultural production increases in scale, in-
tensification, and specialization, the process of agricultural
modernization is gradually accelerating, and the ranks of
new agricultural management entities are gradually
expanding. Large-scale production requires large amounts
of manpower and material resources; consequently, the
demand for funds is also gradually increasing. In China, the
new type of agricultural management body is defined as an
agricultural management organization with a relatively large
scale of operation, good material and equipment conditions
and management capabilities, high labor production, re-
source utilization, and land production rate, and includes
commercial production as its main objective. According the
People’s Bank of China, by the end of March 2019, the
balance of various RMB (RMB: Renminbi, currency in
circulation in China) loans from financial institutions was
142.11 trillion yuan, up 17.3% year-on-year. .e balance of
loans from agriculture, forestry, animal husbandry, fishery,

and agriculture in China was 14.68 trillion yuan, up 3.04%
from the beginning of the year. Financial institutions’ loans
to agriculture accounted for 23.72% of total loans, of which
loans from pure agriculture, forestry, animal husbandry, and
fishery accounted for only 9.68%; this is far from the actual
demand for loans from these sectors.

In order to solve the issue of limited funds of new ag-
ricultural entities, financial institutions in areas with more
developed agricultural industrialization have started to ex-
periment with the biological asset mortgage loan business.
Some biological assets have become effective as collateral
assets, because of their good liquidity. However, agriculture
is a weak industry, and its production and operations are
facing great uncertainty, which makes it easier to be affected
by natural disasters. Moreover, China’s agriculture is un-
dergoing a transition from a small-scale peasant economy to
an intensive one. Under the environment of a small-scale
peasant economy, the personal credit quality of some
farmers is uneven. Coupled with serious information
asymmetry and imperfect laws and regulations related to
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biological asset mortgage loans, there are numerous po-
tential risks involved in the implementation of these loans.
Only some agricultural or financially developed areas carry
out this form of business.

.is study examines the risk factors involved with bi-
ological asset mortgage loans and the main body of new
agricultural management, in order to build a risk assessment
system to reasonably assess the risk of biological asset
mortgage loans. As the magnitude and nature of Chinese
agriculture are different from those of other countries, there
is less research on establishing a risk assessment system for
biological asset mortgage loans in at present, and Chinese
scholars often use analytic hierarchy process and fuzzy
comprehensive evaluation methods for analysis. .ese
methods are subjective and rely on experts’ knowledge and
experience, and some risk factors are less available and
difficult to apply in practice. .erefore, this study obtains
sample data through a questionnaire survey and uses
mainstream machine learning methods such as XGBoost,
random forest (RF), support vector machine (SVM), and
logical regression (LR) to carry out empirical research.
According to the value of characteristic importance, this
study builds a risk assessment system for biological asset
mortgage loans of new agricultural business entities, pro-
vides reference for financial institutions to carry out bio-
logical asset mortgage loans, and presents several
suggestions to promote the development of this innovative
financial business and improve the current shortage of funds
for new agricultural business entities.

1.1. Literature Review and Related Research. After 5 years of
development, China’s new agricultural business entities have
achieved great progress; however, the overall level of de-
velopment is low, and there are large differences across
regions, which is generally consistent with the development
degree of regional economy [1]. Capital, land circulation,
market, and talents are the main restricting factors in the
development process of new types of agricultural business
entities [2–4]. In order to promote the development of new
agricultural business entities, financial institutions should
innovate financial products and service methods and actively
carry out pilot projects such as forest right mortgage, land
contractual management right mortgage, and biological
asset mortgage loan, in order to activate farmers’ assets and
form a multichannel financial support system [5, 6].

.ere are usually basic and agricultural-related parame-
ters in the analysis of agricultural basic credit parameters. .e
traditional basic credit parameters are still used in general
low-level financial institutions and financial underdeveloped
countries [7, 8]. Dobbie et al. [9] studied financial and labor
market impacts of bad credit reports. .ey think labor is the
critical factor. Sossou [10] found the evidence that farm
revenue is positively correlated with land acreage, quantity of
labor, and costs of fertilizers and insecticides. In Nigeria, the
authors in [11] classified farmers into beneficiaries and
nonbeneficiaries. .ese studies are relatively perfect, but the
rapid development of agricultural technology, so that some
evaluation criteria have not been effectively analyzed.

Biological asset mortgage loans, a new financial product,
has been widely studied by scholars, including their feasi-
bility and necessity, the influencing factors of biological asset
mortgage loan willingness, biological asset value evaluation,
and biological asset mortgage loan risk research. Biological
assets have a clear property right relationship and market
value, and do not need to be transferred during the mortgage
period, thus resulting in good feasibility [12, 13]. American
banks and regulatory agencies think that animal husbandry
is the most appropriate collateral [14]. China adopted bi-
ological asset mortgage loans relatively late, and only a few
regions have attempted it. .e research shows that pa-
rameters, such as age, total family population, loan expe-
rience, production scale, policy cognition, and mortgage
financing significance cognition, have significant influence
on farmers’ willingness to obtain mortgage loans [15, 16].
.e value evaluation of biological assets is a necessary
process for the implementation of the biological asset
mortgage loan business. However, the value of biological
assets has always undergone dynamic changes. In addition,
the infrastructure of biological asset value evaluation in
China is poor, which makes the evaluation more difficult. At
present, the international authoritative evaluation methods
include the market method, income method, and cost
method. Wenjuan et al. [17] compared and analyzed various
evaluation methods and considered that the valuation
methods of biological assets of different types and growth
stages are different. Among crop assets, flower assets should
be evaluated through the market method, while other crop
assets should be evaluated through the cost method; forest
assets with trading market should be evaluated through the
market method, as economic forests will bring continuous
income. .e income method should be used to evaluate the
benefits, and the cost method should be used for the eval-
uation of the young forest assets; the market method should
be used to evaluate the livestock assets within an active
trading market, and the income method should be used for
biological assets that are produced repeatedly. .e cost
method should be used for the fishery biological assets that
are attached to the river water resources and do not exist in
the active trading market. However, in different countries
and different environments, the scheme of biological asset
mortgage needs to be further analyzed and formulated in
different regions.

.ere are many basic approaches to credit risk. Bal-
tensperger [18] first proposed the theory of “credit ration-
ing.” .e theory holds that compared with applicants with
lower credit rating, commercial banks tend to choose ap-
plicants with higher credit rating in order to avoid risks and
achieve their own business objectives. Altman et al. [19]
believe that the logistic model can achieve the best effect in
measuring the credit risk of SMEs (small and medium-sized
enterprises). Weisen et al. [20] established a credit default
risk assessment model for agricultural small and medium-
sized enterprises by using the method of logistic combined
with factor analysis, and found that the prediction effect of
the model is good and has universality. Samad [21] used the
probit model to analyze the reasons for the failure of banks,
and conducted discriminant analysis on risk factors. It was
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proved that the model established by probit can achieve 80%
prediction accuracy. Hsieh and Lee [22] used the benchmark
model to measure the internal risk of banks. Kamalloo [23]
proposed a classifier using immune principles and fuzzy
rules to predict quality factors of individuals in banks and
other financial institutions. .ese methods are also com-
monly used by banks and other financial institutions.

.ere are few studies on the risk assessment of biological
asset mortgage loans, and most of them use an analytic
hierarchy process, combined with a fuzzy comprehensive
evaluation method [24], to build a risk assessment index
system and set weights for the indicators. .is type of
method ismore subjective. Teles [25] compares the SVM and
RF algorithms to forecast the recovered value in a credit task.
.e execution of the projected intelligent systems uses tests
and algorithms for authentication of the projected model.
Westland [26] developed and tested machine learning
models to predict significant credit card fraud in corporate
systems using Sarbanes-Oxley (SOX) reports, news reports
of breaches, and Fama-French (FF) risk factors. A biological
asset mortgage loan risk assessment is similar to a credit risk
assessment, which is a binary classification problem. At
present, the mainstream method for the study of a di-
chotomy problem is the machine learning method. Both
traditional machine learning methods (such as logical re-
gression and decision tree) or frontier machine learning
methods (such as random forest and XGBoost model) can
show excellent early warning effects [27–29]. .e XGBoost
algorithm, with its high classification accuracy, has become
the mainstream classification prediction method, and is
widely used in various fields such as forecasting and credit
rating [30–33]. For unbalanced samples, the XGBoost al-
gorithm can also show better classification performance,
which is better than other algorithms.

Considering the imbalance of sample data, this study
uses the XGBoost algorithm to fit the possible risk points of
biological asset mortgage loans, and compares the classifi-
cation performance with other algorithms. .is study fur-
ther establishes an evaluation system that can accurately
identify the risk of biological asset mortgage loans of new
agricultural business entities.

2. Index System Establishment and
Research Methods

2.1. Initial Selection of an Indicator System. Considering the
risk factors involved before, during, and after the estab-
lishment of China’s new agricultural business entities,
combined with the characteristics of biological assets, and
using the 5C factor analysis method of credit analysis, the
risks are divided into four categories. .e categories are as
follows: personal credit risk, specific indicators included in
operating risks, biological assets’ own risks, and policies and
market risks. .ey are shown in Table 1.

.e first category covers the individual credit risk of
farmers. .e basic characteristics of farmers are used to
measure credit risk, and the availability of data is considered.
Finally, five secondary indicators are selected to measure
gender, age, health status, education level, and asset-liability

ratio..e older the participants, the lower is their risk-taking
ability. .e more educated the participants, the higher is
their willingness to repay their credit..e asset-liability ratio
measures the household’s repayment ability; the lower the
debt to asset ratio, the higher is the repayment ability.

.e second category covers the operational risk of
farmers. .e production and operation conditions deter-
mine the output level of biological assets. .e output level of
biological assets directly affects the income level, which has
an impact on the repayment ability and increases the risks of
the biological asset mortgage loans. .e first-level indicators
of business conditions include the following: years of em-
ployment, guarantees for others, foreign investment, pro-
fessional and technical personnel, mechanical automation
equipment ownership, simple electronic management, stable
and reliable sales channels, stable and high-quality channels
of purchase of production materials, grasp of market con-
ditions, agricultural insurance purchases, sales profit mar-
gins, and land circulation years.

.e third category covers the risk of biological assets,
including the difficulty of assessing the value of biological
assets, the difficulty of realizing biological assets, the degree
of loss caused by natural disasters, and whether the products
are high-quality varieties. If the value of biological assets is
difficult to determine, the accuracy of the valuation could be
reduced; the value of the loans obtained by farmers then
exceeds the value of their biological assets, and financial
institutions are therefore faced with greater risks. .e li-
quidity of biological assets and the quality of the varieties
determine the ability of the product to generate income via
sales which will have an impact on the farmers’ repayment
ability. Natural disasters will affect the growth of biological
assets, thus affecting the farmers’ income.

.e fourth category is policy and market risk, including
the range of price fluctuation in the biological asset market,
the number of regional asset assessment institutions, and
environmental policy risk. .e stricter the government’s
environmental protection requirements, the greater the risk
of environmental protection policies affecting farmers.
Market conditions are constantly changing due to the in-
fluence of factors such as supply and demand, the product
cycle, and natural factors; the greater the fluctuation of
market prices, the higher is the risk of mortgage loans. .e
number of institutions in each region determines their asset
valuation environment. .e better the asset evaluation en-
vironment, the more reasonable is the valuation of biological
assets, and the lower is the risk associated with biological
asset mortgage loans.

2.2. IndexSystemScreening. .rough onsite investigations of
new agricultural management entities in Zhejiang Province
and visiting their production sites, the established index
system is screened. Although the term of the land transfer is
related to the continuity of operation, the duration of the
land transfer contracts signed by the interviewed farmers is
generally longer, with them signing these contracts once
every few years. Moreover, farmers think that there is almost
no sudden interruption of the contract, which will not lead
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to production interruption. .erefore, this paper will delete
the index of “land circulation period”; land transfer ex-
penditure causes production and operation costs. In the
survey, it is found that the expenditure of land circulation
per mu in almost the same area is the same, basically
maintained between 500 and 800 yuan/mu (mu, a Chinese
unit of area (�0.0667 hectares), which is not comparable, and
the sales profit rate index has already reflected the cost
situation. .erefore, the indicator of “land transfer expen-
diture” is deleted; the index of “the degree of loss caused by
natural risk” can reflect the degree of loss caused by of
natural disasters, but the research shows that the cost of land
circulation is not the same. It is found that vegetables, fruit
trees, and other biological assets are planted in greenhouses
and are not affected by bad weather..is indicator is difficult
to measure and is therefore deleted; in addition, it is difficult
to obtain true information relating to health status due to
some farmers providing false information; therefore, this
indicator is deleted after comprehensive consideration.

.e continuous variables were tested using a person test,
and the redundant indexes were deleted. .ere are four
continuous variables in the above indicators: age, years of
employment in the current industry, profit margin of sales,
and asset-liability ratio. After testing the above four con-
tinuous variables, it was found that the correlation is not
obvious. .e correlation coefficient between age and current
industry working years is 0.41, the value is less than 0.5, and
thus there is no obvious correlation between continuous
variables. After screening, a two-tier index system with 21
risk factors is obtained, as shown in Table 2.

Using the experience of previous scholars to measure the
risk of biological asset mortgage loans, where farmers have
obtained loans from the bank in the past, or there are still
outstanding loans, it shows that the bank has conducted an
in-depth investigation into these farmers and determined
that they have the ability to repay the loans. When these
farmers apply for biological asset mortgage loans, the bank
determines the farmers’ biology. .e risk of a mortgage loan
is small; if farmers have not successfully obtained loans or
default, it is considered that there is a greater risk of bio-
logical asset mortgage loans. Some may not have obtained
loans successfully, although the banks have mastered

sufficient information in terms of themain applicant because
their production and operation levels and other basic
conditions do not meet the requirements of bank lending, as
there will be greater risks when applying for biological asset
mortgage loans.

2.3. Research Method. .ere are many related research re-
sults on risk assessment methods, such as using the analytic
hierarchy process (AHP) and fuzzy comprehensive evalu-
ation methods to set the weight of risk indicators, so as to
comprehensively evaluate the risk size, probit regression,
and widely used machine learning methods such as support
vector machine, random forest, gradient boosting decision
tree (GBDT), logistic regression, and XGBoost (extreme
gradient boosting). However, existing scholars only use the
analytic hierarchy process (AHP) and fuzzy comprehensive
evaluation method to evaluate the risk of biological asset
mortgage loans. After considering the advantages and dis-
advantages of various methods, this study uses the current
mainstream classification method, namely, XGBoost. .e
algorithm evaluates the risk of biological asset mortgage
loans and compares it with the classification effect of the
support vector machine, random forest, and logical re-
gression, and finally obtains an index system that can ef-
fectively evaluate the risk of biological asset mortgage loans.

.e XGBoost algorithm, proposed by Dr. Chen Tianqi in
2016, is an integrated learning method based on GBDT. It
not only retains the original characteristics of GBDT but also
greatly improves the training speed and prediction accuracy
of the model through a lot of optimization work. It has
achieved good results in terms of recommendation, search
ranking, user behavior prediction, click-through rate pre-
diction, and product classification. .e working principle of
the XGBoost algorithm is to establish K cart classification
trees. In the running process, the boosting ensemble learning
method is used to fit the error of the previous tree with the
next tree to reduce the gap between the real value and the
predicted value, and shape the model to have the ability to
generalize as much as possible. .e main feature is to carry
out a parallel operation by using a Taylor expansion of the
objective function and adding a penalty term, that is, to limit

Table 1: Preliminary selection of the risk assessment index system of biological asset mortgage loans.

Primary indicators Secondary indicators
Basic information relating to the
subject Gender, age, education level, asset-liability ratio, and health status

Operating risk

Working years, guarantee for others, foreign investment (part-time), technical personnel, mechanical
automation equipment, sales profit margin, stable sales channels, stable source of high-quality means of
production, whether there is simple electronic management, the degree of market control, whether to
buy agricultural insurance, the number of years of land transfer (In China, land is not owned by

individuals. Farmers can get the right to use land from the state..e right of use can be transferred to the
farmers through the circulation mode (similar to leasing). However, farmers have the right to recycle),

and the expenditure of land transfer

Risks of biological assets Whether the products are high-quality products, the degree of loss caused by natural risks, whether the
value of biological assets is easy to evaluate, and the degree of difficulty in realizing biological assets

Policy and market risk .e fluctuation range of the product market price, the soundness of asset appraisal institutions, and
whether there are environmental risks
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the number of leaf nodes to prevent the model from being
too complex. .e objective function of the model is com-
posed of the loss function and regularization term:

Obj(t)
� 

n

i�1
l yi, y

(t)
i  + 

t

i�1
Ω ft( , (1)

where l(yi, y
(t)
i ) is the difference between the real value and

the predicted value and Ω(ft) is the regularization term,
which limits the number of leaf nodes.

2.4. Data Sources. .e samples in this study come from new
agricultural business entities in 14 regions in the three
provinces of Zhejiang, Shandong, and Henan, including
Hangzhou, Ningbo, Wenzhou, Shaoxing, Jiaxing, Taizhou,
Jinhua, Huzhou, Quzhou, Lishui, Zhoushan, Zaozhuang,
Weifang, and Xinyang. According to the established bio-
logical asset mortgage loan risk indicators, the questionnaire
was designed and conducted during on-site investigations.
Accompanied by relevant personnel of the regional banks,
the new agricultural business entities were interviewed, and
the questionnaires were issued to obtain first-hand infor-
mation. .e investigation obtained 1498 data points.

3. Analysis and Results

3.1. Data Preprocessing and Data Descriptive Statistical
Analysis. .edata in this article come from field surveys and
contain some problems such as missing and distorted data.

Subtype variables should be numerically processed when
using machine learning modeling, and continuous variables
should be normalized when using logistic regression and
support vector machine modeling to avoid inaccurate results
caused by large data values. .erefore, this study performs
one-hot encoding on the categorical data and performs
missing values, outliers, and normalization at the same time.

3.1.1. Outlier Handling. In terms of continuous variables, it
is impossible to judge whether the data are caused by human
error or whether the data themself are true; therefore,
outliers cannot be deleted directly. An excel filtering op-
eration is used to view the distribution of data and sub-
jectively determine whether to delete or keep unreasonable
data. For example, for the sales profit rate feature, the
maximum value of the sales profit rate itself is 1; if the data
value exceeds 1, there is the possibility of incorrect filling.
Deleting such sample data has little effect on the training of
the model and can therefore be deleted directly.

3.1.2. Missing Value Processing. In order to ensure the in-
tegrity of the data, the missing data need to be processed, and
the processing of missing values is determined according to
the degree of missing data. .is study uses 20% as the limit,
deleting data with missing values over 20%, and fills in data
with missing values less than or equal to 20%. Among them,
continuous data are filled with averages, and subtype data
are filled with modes.

Table 2: Variable definition and descriptive statistics.

Primary indicators Secondary indicators Index description

Subject’s personal
credit risk

Age Continuous variable
Gender Male� 1, female� 0

Education level Junior high school and below� 1, high school and technical secondary
school� 2, junior college and above� 3

Assets and liabilities Continuous variable

Main operating risk

Whether to buy agricultural insurance Yes� 0, no� 1
Degree of grasp of market conditions Understand� 1, sure� 2, more sure� 3
Stable and reliable sales channels With� 0, without� 1
Stable and high-quality production

material purchase channels With� 0, without� 1

Is there simple electronic management? With� 0, without� 1
Whether there are professional and

technical personnel worker With� 0, without� 1

Revenues Continuous variable
Whether to guarantee others Yes� 0, no� 1

Years of agricultural employment Continuous variable
Invest outward Yes� 0, no� 1

Is there mechanized automatic equipment? With� 0, without� 1

Risks of biological
assets

Difficulty of realization of biological assets Easier� 1, medium� 2, hard� 3
Is the product of high-quality? Yes� 0, no� 1

Is the value of biological assets easy to
valuate? Yes� 0, no� 1

Policy and market
risk

Number of regional asset appraisal
institutions Less� 1, more� 0

Biological asset market price fluctuation
range Small� 1, medium� 2, big� 3

Is there any environmental policy risk? With� 0, without� 1
Result Is there a greater risk? Yes� 0, no� 1
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3.1.3. One-Hot Encoding. .e working principle of one-hot
encoding is to use N-bit status registers to encode N states.
Each state has its own independent register bit, and at any
time, only one of them is valid. One-hot encoding can, to a
certain extent, expand the features to prevent overfitting of
the model. If the sample contains categorical data, such as
gender, it usually uses 0,1 as a label to mark the value of the
variable, where there is no logical relationship in itself.
However, when training the model, the computer will de-
fault to a numerical value and make logical judgments based
on the size of the data. .erefore, in order to facilitate the
input of the model, discrete variables need to be quantified
into numerical values. .is article performs one-hot coding
on 17 variables including gender, education level, whether to
invest abroad, whether to guarantee others, and whether
there are professional and technical personnel. Finally,
model training and prediction data can be carried out
directly.

3.1.4. Normalization. Normalization processing, refers to
the processing of numerical data to limit it to a certain range,
so as to prevent certain characteristics from being “eaten” by
big data due to their own expression problems. .is results
in each feature being treated fairly by the classifier. When
using algorithms to test data, the tree-based algorithmmodel
does not need to normalize the data, while the support vector
machine and logistic regression need to normalize the data
before the experiment is conducted, placing the data on a
different dimension. In this study, the maximum-minimum
method is used to process the data so that the numerical data
are in the interval [0, 1]. .e specific formula is as follows:

x �
x − xmin

xmax − xmin
, (2)

where X is the specific value of the selected variable, xmax is
the maximum value that the variable can obtain, and xmin is
the minimum value that the variable can obtain.

3.1.5. Data Descriptive Statistical Analysis. After processing
the data, a total of 1249 samples for modeling were finally
obtained, with 21 feature numbers, including 1,038 samples
from Zhejiang Province, 116 from Henan Province, and 95
from Shandong Province. .e biological assets involved
include field crops, live animals, and economic crops, a total
of 39 products. .e specific products are listed in Table 3.

Python is used to perform statistics on each feature to
obtain the distribution of each feature value, such as the
average value, standard deviation, maximum value, and
minimum value. See Table 4 for details. From the statistical
results, the majority of the sample is male, accounting for
about 86% of the total sample; the average age of the new
agricultural business entities is 46.8 years old, the oldest in
the sample is 67 years old, while the youngest is only 23 years
old. Some young people have joined large-scale agricultural
productions, but their age is generally high at present. .e
average education level is 1.6, indicating that the education
level of farmers is generally not high, but there are also some
high-intellectuals engaged in agricultural production. .e

average working life of farmers is 12–13 years. Long-term
agricultural production has allowed it to accumulate a lot of
experience; the average asset-liability ratio is 36.23%; 28.87%
of farmers provide guarantees for others; 21.22% of farmers
also invest in other industries while engaged in agriculture;
nearly half of them are equipped with professional and
technical personnel. As they have been engaged in agri-
culture for many years, some business entities are more
skilled in agricultural production and can be used as pro-
fessional and technical personnel. Most farmers have in-
troduced mechanized production, and a small number of
farmers have simple electronic management. Most entities
have a good grasp of market conditions and have more
accurate judgments in terms of their environment, resulting
in an average sales profit rate of 29%. In order to avoid
natural risks, approximately half of the entities have pur-
chased agricultural insurance, and most farmers produce
ordinary products. Approximately, 13% of the main prod-
ucts produce good varieties, and the price fluctuations of the
products produced are small. .e balance of supply and
demand can be achieved in the domestic market. Evaluation
of the value of some biological assets is difficult. At the same
time, the environmental protection policy risk faced by the
operating entity, and the risk of production interruption are
relatively small.

3.2. Construction of Risk Assessment Model of Biological Asset
Mortgage Loan Based on XGBoost Algorithm. .e XGBoost
algorithm is used as a modeling tool and compared with the
classification performance of LR, SVM, and RF algorithms.
After optimizing the parameters of the model, the best
model and importance value of each feature of the biological
asset mortgage loan risk assessment are obtained.

3.2.1. Model Performance Evaluation Index. .e confusion
matrix (Table 5) is the most basic, intuitive, and easiest way
to measure the accuracy of model classification. From the
confusion matrix results, the accuracy, recall, F1-Score,
classification accuracy of positive samples, and classification
accuracy of negative samples are obtained. Rate and other
evaluation indicators are as follows.

In addition to the results of the confusion matrix, a
receiver operating characteristic (ROC) curve and area
under the curve (AUC) values are also important evaluation
indicators. .e ROC curve describes the relationship be-
tween the model’s TPR and FPR, where TPR is the pro-
portion of the number of positive samples that are correctly
classified by the model to the total number of positive
samples, and FPR is the number of negative samples that are
incorrectly classified by the model to the total number of
negative samples. .e horizontal axis of the ROC curve
represents the FPR, and the vertical axis represents the TPR.
For classification problems, one predicts a positive sample
probability for each sample and then compares it with the set
threshold to determine whether it is a positive sample or a
negative sample. .e AUC value is the area under the ROC
curve, and the value range is [0,1]..e larger the AUC value,
the better the model classification effect. .e purpose of the
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risk assessment model is to be able to identify users with
higher risks; thus, the correct rate of the negative sample
classification is very important. .e positive and negative
samples in this paper are not balanced; therefore, the AUC
value and the classification accuracy of negative samples are
mainly used as the model performance evaluation
indicators.

3.2.2. Model Construction and Parameter Optimization.
Using the Python 3.8 series as the modeling tool, install the
XGBoost library and import the data, divide the data by the
setout method, and randomly select 75% of the data as the
training set through the frac in the df.sample function, and
the remaining 25% of the test set. .e distribution of the
positive and negative samples of the training set and the test
set is relatively balanced, as shown in Table 6.

.e selection of XGBoost model parameters has a great
impact on the performance of the model. .e parameters
included in XGBoost are divided into three types: general
parameters, tree booster parameters, and learning task pa-
rameters. .e learning rate parameter eta and row-sampling
parameters in the tree booster parameters, such as sub-
sample, column-sampling parameter colsample_bytree, and
L1 and L2 regularization itemweights alpha and lambda play
a key role in preventing model overfitting. For the binary
classification problem, the objective function parameter will
be set to binary: logistic and the scale_pos_weight parameter
will be set to 0.34 according to the positive and negative
ratios of the sample.

We train the model; except for the fact that the maxi-
mum tree depth is selected as 3, the other parameters are all
the default values of the XGBoost algorithm. .e trained
model is tested on the test set, and the test set evaluation

Table 4: Data descriptive statistical analysis.

Index Mean Standard deviation Minimum Maximum
Age 46.82 8.08 23 67
Gender 0.14 0.35 0 1
Education level 1.61 0.75 1 3
Assets and liabilities 0.36 0.65 0 12.5
Whether to buy agricultural insurance 0.54 0.50 0 1
Degree of grasp of market conditions 2.34 0.58 1 3
Stable and reliable sales channels 0.20 0.40 0 1
Stable and high-quality production material purchase channels 0.32 0.47 0 1
Whether there is simple electronic management 0.67 0.47 0 1
Whether there are professional and technical personnel worker 0.49 0.50 0 1
Revenues 0.29 0.21 −1 0.9
Whether to provide guarantee for others 0.71 0.45 0 1
Years of agricultural employment 12.13 8.11 1 43
Invested outward 0.79 0.41 0 1
Is there mechanized automatic equipment? 0.61 0.49 0 1
Difficulty of realization of biological assets 2.21 0.77 1 3
Is the product of high-quality? 0.87 0.33 0 1
Is the value of the biological assets easy to evaluate? 0.32 0.47 0 1
Number of regional asset appraisal institutions 0.37 0.48 0 1
Biological asset market price fluctuation range 1.40 0.75 1 3
Whether there is any environmental policy risk 0.70 0.46 0 1
Whether there is a risk 0.25 0.43 0 1

Table 3: Classification of sample products.

Livestock products Fruits Vegetables Food crops Seedlings and flowers
Pig Pomelo Toona

Rice

Ginkgo
Chicken Tangerine Soy Flowers
Duck Grape Eggplant Bonsai
Beef cattle Pitaya Tomato Succulent plants
Mutton Loquat Mushroom Chrysanthemum
Goose Peach Zizania Camphor tree

Mink

Pear Black fungus Chinese herbal medicine crops
Persimmon Lily Red plum

Kiwi

Bamboo shoots

Pecans
Watermelon

Green mapleFig
Strawberry

Complexity 7



indicators are obtained. .e model accuracy rate is 93.81%,
the recall rate is 90.99%, the F1-score is 92.37%, the accuracy
rate of negative samples reaches 82.28%, and the accuracy
rate is 90.99% in terms of classification of positive samples.
.e accuracy rate is 90.99%, the AUC value is 0.9363, and the
classification performance of the model is better.

.ereafter, the parameters are optimized. Hyper-
parameter optimization methods include grid search, ran-
dom search, and Bayesian optimization. Grid search first
specifies a subset of the hyperparameter space, exhausts all
combinations of the given hyperparameters, and tries to find
a set of optimal hyperparameters. In scikit-learn, the grid
search can start from the parameter param_grid. .e
specified parameter grid is exhaustively obtained to obtain
the optimal parameters to realize the grid search, A random
search of the parameter space is conducted, and the value of
the parameter is obtained through a probability distribution
extraction. A grid search is suitable for small datasets and is
currently the most widely used method in hyperparameter
optimization. .erefore, this study selects a grid search as
the parameter optimization method, a nested cross-valida-
tion in the grid search, and uses a three-fold cross-validation
to find the optimal number of decision trees, and then grid
search for other parameters step by step. .ere are eight
parameters selected for optimization: eta, max_depth,
min_child_weight, gamma, subsample, colsample_bytree,
reg_alpha, and reg_lambda.

When tuning parameters, if the learning rate eta is too
large, it will easily fall into overfitting. Being a too small value
will increase the number of trees and increase the amount
calculated for model training. .erefore, we first select a
higher eta and set it to 0.1. .en, the cross-validation
function in the XGBoost function is used to select the
number of decision trees with the optimal eta value, tuning
each parameter in turn, then reselect the eta value, and use
the AUC value as the model performance evaluation index
to finally obtain the best XGBoost model and optimal pa-
rameter combination. .e optimal parameter combination
is shown in Table 7.

Under the optimal parameter combination, the AUC
value on the test set is 0.9493, and the ROC curve (Figure 1)
is steep. .e results of the confusion matrix are shown in
Table 8. According to the confusion matrix, the accuracy of
the negative sample classification of the model is 83.54%, the
accuracy of the model is 94.17%. .e recall rate is 90.13%,

and the f1 score is 92.11%, which is generally better than that
of the model before tuning..e classification performance is
better.

3.2.3. A Comparison of the Classification Performance of
Different Machine Learning Methods. Select LR, SVM, and
RF algorithms for comparison, use the default parameters
of each algorithm to train on the same dataset, and
compare the evaluation index values after testing on the
same test set. .en, optimize the parameters of each al-
gorithm. .e grid search method based on a three-fold
cross-validation is still used in parameter optimization,
and the model is retrained after finding the optimal pa-
rameter combination. .e prediction is made on the test
set, and the classification performance indicators such as
the classification accuracy of negative samples and the
AUC value are compared. Finally, the classification index
values before and after optimization of each model are
shown in Table 9.

From the comparison of the above four models, it can
be seen that the classification performance of the XGBoost
is better than that of other models before parameter tuning,
which also confirms the desirability of choosing the
XGBoost model to evaluate the risk of biological asset
mortgage loans in this study. After parameter optimization,
the negative sample classification accuracy rate of the
XGBoost model is as high as 83.54%, which is much higher
than that of the other models. .erefore, the XGBoost
model is more suitable for biological asset mortgage risk
assessment because of its higher classification accuracy and
AUC value.

3.2.4. Analysis of Empirical Results. Based on the above
empirical analysis, this study establishes a biological asset
mortgage loan risk assessment model based on the XGBoost,
which has a good classification effect. According to the
established XGBoost model, the importance value of each
feature is obtained with the xgb.feature_importances_
command. .ere are three calculation methods for feature
importance: “weight,” “gain,” and “cover.” In this paper, the
default method “weight,” is the number of times that features
are divided into attributes in all the trees..is is calculated as
the standard, and the importance of each feature is shown in
Figure 2.

It can be seen from the feature importance value that,
except for the feature “whether the product is a high-quality
product,” where the importance value is 0, other features
have a certain impact on the risk of biological asset
mortgage loans. .is shows that there is no significant
relationship between product variety and loan risk. .e
difference between high-quality products and ordinary
varieties is that the final circulation market is different, and
the products can sell well in their respective circulation
markets. Summarizing the above characteristic importance
values, the established biological asset mortgage risk as-
sessment system for new agricultural business entities is
shown in Table 10.

Table 5: Confusion matrix.

Predictive value
0 1

Actual value 0 True negative (TN) False positive (FP)
1 False negative (FN) True positive (TP)

Table 6: Training set and test set sample distribution.

0 (risky sample) 1 (low-risk sample)
Training set 237 700
Test set 79 233
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Table 8: Confusion matrix results of the XGBoost model after tuning.

Predictive value
0 (risky farmers) 1 (low-risk farmers)

Actual value 0 (risky farmers) 66 23
1 (low-risk farmers) 13 210

Table 9: Classification index value of each model before and after tuning.

Model AUC (%) Negative class accuracy (%) Positive accuracy (%) F1-score (%)
Before parameter optimization

XGBoost 93.63 82.28 90.99 92.37
LR 82.84 54.43 92.27 88.84
SVM 16.46 98.71 86.96
RF 92.88 60.76 96.14 91.80

After parameter optimization
XGBoost 94.93 83.54 90.13 92.11
LR 82.82 50.63 93.13 88.75
SVM 67.09 93.13 91.18
RF 95.31 68.35 97.42 93.61

Table 7: Optimal parameter combination.

Hyperparameter .e optimal value
Learning_rate 0.1
Max_depth 3
Gamma 0.06
Min_child_weight 0.5
Subsample 0.8
Colsample_bytree 0.8
Reg_alpha 0.9
Reg_lambda 1.5
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Figure 1: ROC curve of the XGBoost model after optimization.
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Table 10: .e risk assessment index system of biological asset mortgage loans for new agricultural business entities.

Primary indicators Secondary indicators Index importance value

Subject’s personal credit risk

Assets and liabilities 0.0561
Education level 0.0559

Age 0.0222
Gender 0.0097

Main operating risk

Whether to buy agricultural insurance 0.1537
Degree of grasp of market conditions 0.1224
Stable and reliable sales channels 0.0990

Stable and high-quality production material purchase channels 0.0525
Whether there is simple electronic management 0.0501

Whether there are professional and technical personnel worker 0.0450
Revenues 0.0386

Whether to guarantee others 0.0329
Years of agricultural employment 0.0291

Invest outward 0.0255
Whether there is mechanized automatic equipment 0.0212

Risks of biological assets Difficulty of realization of biological assets 0.0600
Is the value of biological assets easy to evaluate? 0.0192

Policy risk and market risk
Number of regional asset appraisal institutions 0.0503
Biological asset market price fluctuation range 0.0316
Whether there is any environmental policy risk 0.0246
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Figure 2: .e importance of characteristics of biological asset mortgage risk assessment.
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4. Conclusions

4.1. Basic Conclusion. .e operating status of the lender is
the most important type of risk. Among them, “whether to
buy insurance” is an important indicator to measure the risk
of biological asset mortgage loans for new agricultural op-
erators, and this indicator can be used as the “threshold” for
financial institutions to issue biological asset mortgage loans.
Furthermore, the new agricultural business entities’ grasp of
market conditions and whether the products have reliable
sales channels are also key indicators that will trigger the risk
of biological asset mortgage loans. .e asset-liability ratio
and educational level of the new agricultural business en-
tities are important credit risk indicators. .e difficulty of
realizing biological assets and whether it is easy to evaluate
the value of biological assets have a certain impact on the risk
of mortgage loans of biological assets. .e number of asset
appraisal agencies determines the quality of the regional
asset appraisal environment. A good asset appraisal envi-
ronment can make biological asset valuations more rea-
sonable, thereby reducing the risk of unreasonable biological
asset valuations.

4.2. Related Suggestions. Relevant departments of the Chi-
nese government should keep up with the pace of financial
innovation and create good conditions for financial insti-
tutions to carry out biological asset mortgage loans. First, the
“Guarantee Law” and “Property Law” should improve the
relevant provisions of biological asset mortgage loans to
provide a good legal environment for financial institutions
to conduct business. Second, a mechanism for the gov-
ernment, insurance companies, and financial institutions to
share the burden should be established. .ird, to promote
the development of biological asset mortgage loans, gov-
ernment departments should increase financial support to
achieve full coverage in terms of policy insurance for
farmers, reducing the financial pressure of farmers. Fourth,
corresponding guarantee companies can be established to
serve Chinese farmers. .e biological asset mortgage loans
are used as guarantees to reduce the risks borne by financial
institutions. At the same time, insurance companies should
develop agricultural insurance businesses specifically for
biological assets, and for farmers who have purchased
policy-based agricultural insurance, insurance costs can be
appropriately reduced. .is will not only increase the
business volume of insurance companies but also bring
benefits to farmers. When assets are damaged, insurance
companies compensate farmers for their losses in a timely
manner so that they have funds to repay financial
institutions.

Biological asset valuation is a major problem. Asset
valuation industry associations and relevant government
departments should help integrate existing biological asset
valuation resources, standardize and improve biological
asset valuation technology, increase investment, and form a
professional biological asset valuation framework. .e team
conducts targeted assessments of the different growth stages
of various assets in the biological asset category, and forms a

unified standard to improve the accuracy of the assessment
of their value and continuously reduce the operational risk
caused by inaccurate assessment of collateral value, thereby
reducing the default risk of lenders and reducing the risk loss
of financial institutions..erefore, in the face of a wide range
of mortgage loan needs, we should actively seek cooperation
with external valuation agencies, learn from each other,
learn from the valuation methods of biological asset valu-
ation institutions, and combine the principle of prudence of
financial institutions to rationally valuate the value of bio-
logical assets.

After financial institutions provide loans to rural
households, they still need to monitor the biological assets of
rural households after the loan and continue to track and
analyze them. For animal biological assets, the lender should
prevent them from handling or transferring it without au-
thorization; for plant biological assets, attention should be
paid to their growth cycle and the impact of natural disasters.
Financial institutions should interface with agricultural
product information platforms established by relevant de-
partments of the Ministry of Agriculture of various regions,
and use remote video monitoring to dynamically grasp the
status of biological assets. Monitoring of the mandatory
inspection and quarantine of livestock slaughter transactions
can effectively prevent the risk of private disposal of live
collateral. .is “cloud monitoring” model can solve the
problem of difficult verification and control of collateral to
the greatest extent. In the future, relevant departments will
publicize information and update data in a timely manner to
achieve data interconnection, reduce information asym-
metry, effectively control postloan risks, and continuously
improve credit risk prevention and control capabilities.
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