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Irfan Kaymaz ("), Turkey

Vahid Kayvanfar (%), Qatar
Krzysztof Kecik (%), Poland
Mohamed Khader (%), Egypt
Chaudry M. Khalique {2, South Africa
Mukhtaj Khan (), Pakistan
Shahid Khan ("), Pakistan
Nam-Il Kim, Republic of Korea
Philipp V. Kiryukhantsev-Korneev (),
Russia

P.V.V Kishore(®, India

Jan Koci(2), Czech Republic
Toannis Kostavelis (), Greece
Sotiris B. Kotsiantis (=), Greece
Frederic Kratz(), France
Vamsi Krishna (9, India

Edyta Kucharska, Poland
Krzysztof S. Kulpa (), Poland
Kamal Kumar, India

Prof. Ashwani Kumar (), India
Michal Kunicki (%, Poland
Cedrick A. K. Kwuimy (), USA
Kyandoghere Kyamakya, Austria
Ivan Kyrchei (), Ukraine
Marcio J. Lacerda(»), Brazil
Eduardo Lalla(®), The Netherlands
Giovanni Lancioni (), Italy
Jaroslaw Latalski ("), Poland
Hervé Laurent (), France
Agostino Lauria (), Italy

Aimé Lay-Ekuakille (), Italy
Nicolas J. Leconte (#), France
Kun-Chou Lee ("), Taiwan
Dimitri Lefebvre (%), France
Eric Lefevre (I°), France

Marek Lefik, Poland

Yaguo Lei (), China

Kauko Leiviska (%), Finland
Ervin Lenzi (%), Brazil
ChenFeng Li(%), China

Jian Li(), USA

Jun Li(®, China

Yueyang Li(2), China

Zhao Li(»), China

Zhen Li(, China

En-Qiang Lin, USA

Jian Lin (%), China

Qibin Lin, China

Yao-Jin Lin, China

Zhiyun Lin (%), China

Bin Liu(®), China

Bo Liu(), China

Heng Liu (), China

Jianxu Liu (), Thailand

Lei Liu@®), China

Sixin Liu (), China

Wanquan Liu(#), China

Yu Liu(®), China

Yuanchang Liu (), United Kingdom
Bonifacio Llamazares (2, Spain
Alessandro Lo Schiavo (1), Italy
Jean Jacques Loiseau (), France
Francesco Lolli(1»), Italy

Paolo Lonetti (), Italy

Antoénio M. Lopes (), Portugal
Sebastian Lopez, Spain

Luis M. Lépez-Ochoa (%), Spain
Vassilios C. Loukopoulos, Greece
Gabriele Maria Lozito (1), Italy
Zhiguo Luo (), China

Gabriel Luque (), Spain
Valentin Lychagin, Norway
YUE MEI, China

Junwei Ma (>, China

Xuanlong Ma (), China
Antonio Madeo (1), Italy
Alessandro Magnani (), Belgium
Toqeer Mahmood (i), Pakistan
Fazal M. Mahomed (1), South Africa
Arunava Majumder (), India
Sarfraz Nawaz Malik, Pakistan
Paolo Manfredi (), Italy

Adnan Magsood (%), Pakistan
Muazzam Magqsood, Pakistan
Giuseppe Carlo Marano (), Italy
Damijan Markovic, France
Filipe J. Marques (), Portugal
Luca Martinelli(®), Italy

Denizar Cruz Martins, Brazil
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Francisco J. Martos (), Spain

Elio Masciari (), Italy

Paolo Massioni ("), France
Alessandro Mauro (1), Italy
Jonathan Mayo-Maldonado (), Mexico
Pier Luigi Mazzeo (1), Italy

Laura Mazzola, Italy

Driss Mehdi("), France

Zahid Mehmood (), Pakistan
Roderick Melnik (%), Canada
Xiangyu Meng (), USA

Jose Merodio (%), Spain

Alessio Merola (), Italy

Mahmoud Mesbah (), Iran
Luciano Mescia (), Italy

Laurent Mevel (), France
Constantine Michailides (), Cyprus
Mariusz Michta (), Poland

Prankul Middha, Norway

Aki Mikkola (%), Finland

Giovanni Minafo (1), Italy
Edmondo Minisci (), United Kingdom
Hiroyuki Mino (i), Japan

Dimitrios Mitsotakis (*), New Zealand
Ardashir Mohammadzadeh (), Iran
Francisco ]. Montdns (|2}, Spain
Francesco Montefusco (1), Italy
Gisele Mophou (%), France

Rafael Morales (%), Spain

Marco Morandini (), Italy

Javier Moreno-Valenzuela (2, Mexico
Simone Morganti (), Italy

Caroline Mota (), Brazil

Aziz Moukrim (i), France

Shen Mouquan (%), China

Dimitris Mourtzis(*), Greece
Emiliano Mucchi (), Italy

Taseer Muhammad, Saudi Arabia
Ghulam Muhiuddin, Saudi Arabia
Amitava Mukherjee (), India

Josefa Mula (%), Spain

Jose ]. Mufioz(2), Spain

Giuseppe Muscolino, Italy

Marco Mussetta (), Italy

Hariharan Muthusamy, India
Alessandro Naddeo (1), Italy

Raj Nandkeolyar, India

Keivan Navaie (), United Kingdom
Soumya Nayak, India

Adrian Neagu (), USA

Erivelton Geraldo Nepomuceno (), Brazil
AMA Neves, Portugal

Ha Quang Thinh Ngo (), Vietnam
Nhon Nguyen-Thanh, Singapore
Papakostas Nikolaos (), Ireland
Jelena Nikolic (%), Serbia

Tatsushi Nishi, Japan

Shanzhou Niu (), China

Ben T. Nohara (5, Japan
Mohammed Nouari (), France
Mustapha Nourelfath, Canada
Kazem Nouri(#), Iran

Ciro Nufez-Gutiérrez (1), Mexico
Wlodzimierz Ogryczak, Poland
Roger Ohayon, France

Krzysztof Okarma (1), Poland
Mitsuhiro Okayasu, Japan

Murat Olgun (), Turkey

Diego Oliva, Mexico

Alberto Olivares (), Spain

Enrique Onieva(:), Spain

Calogero Orlando (%), Italy

Susana Ortega-Cisneros(2), Mexico
Sergio Ortobelli, Italy

Naohisa Otsuka (%), Japan

Sid Ahmed Ould Ahmed Mahmoud (),
Saudi Arabia

Taoreed Owolabi (%), Nigeria
EUGENIA PETROPOULOU (5), Greece
Arturo Pagano, Italy
Madhumangal Pal, India

Pasquale Palumbo (1), Italy

Dragan Pamucar, Serbia

Weifeng Pan (%), China

Chandan Pandey, India

Rui Pang, United Kingdom

Jurgen Pannek (©), Germany

Elena Panteley, France

Achille Paolone, Italy
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George A. Papakostas(2), Greece
Xosé M. Pardo (), Spain

You-Jin Park, Taiwan

Manuel Pastor, Spain

Pubudu N. Pathirana (i), Australia
Surajit Kumar Paul (%), India

Luis Paya (), Spain

Igor Pazanin (2), Croatia

Libor Pekaf (), Czech Republic
Francesco Pellicano (1), Italy
Marecello Pellicciari (), Italy

Jian Peng (), China

Mingshu Peng, China

Xiang Peng (), China

Xindong Peng, China

Yuexing Peng, China

Marzio Pennisi(?), Italy

Maria Patrizia Pera (), Italy
Matjaz Perc(]), Slovenia

A. M. Bastos Pereira (1), Portugal
Wesley Peres, Brazil

F. Javier Pérez-Pinal (©), Mexico
Michele Perrella, Italy

Francesco Pesavento (1), Italy
Francesco Petrini (), Italy

Hoang Vu Phan, Republic of Korea
Lukasz Pieczonka (), Poland
Dario Piga (), Switzerland

Marco Pizzarelli (), Italy

Javier Plaza (), Spain

Goutam Pohit (), India

Dragan Poljak (i), Croatia

Jorge Pomares (), Spain

Hiram Ponce (2}, Mexico
Sébastien Poncet (), Canada
Volodymyr Ponomaryov (), Mexico
Jean-Christophe Ponsart (), France
Mauro Pontani (), Italy
Sivakumar Poruran, India
Francesc Pozo (2}, Spain

Aditya Rio Prabowo (©2), Indonesia
Anchasa Pramuanjaroenkij (), Thailand
Leonardo Primavera (), Italy

B Rajanarayan Prusty, India

Krzysztof Puszynski (%), Poland
Chuan Qin (), China

Dongdong Qin, China

Jianlong Qiu (), China

Giuseppe Quaranta (), Italy

DR. RITU RAJ (), India

Vitomir Racic(), Italy

Carlo Rainieri (), Italy
Kumbakonam Ramamani Rajagopal, USA
Ali Ramazani(), USA

Angel Manuel Ramos (%), Spain
Higinio Ramos (2}, Spain
Muhammad Afzal Rana (%), Pakistan
Muhammad Rashid, Saudi Arabia
Manoj Rastogi, India

Alessandro Rasulo (9, Italy

S.S. Ravindran (), USA
Abdolrahman Razani (), Iran
Alessandro Reali (), Italy

Jose A. Reinoso(2), Spain

Oscar Reinoso (2}, Spain

Haijun Ren (), China

Carlo Renno (19, Italy

Fabrizio Renno (1), Italy

Shahram Rezapour (), Iran
Ricardo Riaza ([, Spain

Francesco Riganti-Fulginei (), Italy
Gerasimos Rigatos (), Greece
Francesco Ripamonti (), Italy
Jorge Rivera(ls), Mexico

Eugenio Roanes-Lozano (2}, Spain
Ana Maria A. C. Rocha((?), Portugal
Luigi Rodino (9, Italy

Francisco Rodriguez (), Spain
Rosana Rodriguez Lopez, Spain
Francisco Rossomando (1)), Argentina
Jose de Jesus Rubio (i), Mexico
Weiguo Rui(), China

Rubén Ruiz (), Spain

Ivan D. Rukhlenko (1), Australia
Dr. Eswaramoorthi S. (%), India
Weichao SHI(%), United Kingdom
Chaman Lal Sabharwal (), USA
Andrés Séez (), Spain
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Bekir Sahin, Turkey
Laxminarayan Sahoo (), India
John S. Sakellariou (%), Greece
Michael Sakellariou (), Greece
Salvatore Salamone, USA

Jose Vicente Salcedo (), Spain
Alejandro Salcido (), Mexico
Alejandro Salcido, Mexico
Nunzio Salerno (i), Italy

Rohit Salgotra (), India
Miguel A. Salido (), Spain
Sinan Salih (), Iraq
Alessandro Salvini (), Italy
Abdus Samad (), India

Sovan Samanta, India
Nikolaos Samaras (), Greece
Ramon Sancibrian (%), Spain
Giuseppe Sanfilippo (1), Italy
Omar-Jacobo Santos, Mexico

] Santos-Reyes (), Mexico
José A. Sanz-Herrera(), Spain
Musavarah Sarwar, Pakistan
Shahzad Sarwar, Saudi Arabia
Marcelo A. Savi(), Brazil
Andrey V. Savkin, Australia
Tadeusz Sawik (), Poland
Roberta Sburlati, Italy
Gustavo Scaglia (2), Argentina
Thomas Schuster (), Germany
Hamid M. Sedighi (", Iran
Mijanur Rahaman Seikh, India
Tapan Senapati(), China
Lotfi Senhadji(®), France
Junwon Seo, USA

Michele Serpilli, Italy

Silvestar Sesni¢ (), Croatia
Gerardo Severino, Italy

Ruben Sevilla (%), United Kingdom

Stefano Sfarra(), Italy

Dr. Ismail Shah (%), Pakistan
Leonid Shaikhet (), Israel

Vimal Shanmuganathan (), India
Prayas Sharma, India

Bo Shen (), Germany

Hang Shen, China

Xin Pu Shen, China

Dimitri O. Shepelsky, Ukraine
Jian Shi(#, China

Amin Shokrollahi, Australia
Suzanne M. Shontz (), USA
Babak Shotorban (), USA
Zhan Shu(?), Canada

Angelo Sifaleras (), Greece
Nuno Simdes (2, Portugal
Mehakpreet Singh (1), Ireland
Piyush Pratap Singh (®), India
Rajiv Singh, India

Seralathan Sivamani(), India
S. Sivasankaran (i), Malaysia
Christos H. Skiadas, Greece
Konstantina Skouri (%), Greece
Neale R. Smith (%), Mexico
Bogdan Smolka, Poland
Delfim Soares Jr.(), Brazil
Alba Sofi(1»), Italy

Francesco Soldovieri (), Italy
Raffaele Solimene (1), Italy
Yang Song(5), Norway

Jussi Sopanen (%), Finland
Marco Spadini (), Italy

Paolo Spagnolo (), Italy
Ruben Specogna (), Italy
Vasilios Spitas(2), Greece
Ivanka Stamova (), USA
Rafal Stanistawski (), Poland
Miladin Stefanovié¢ (), Serbia
Salvatore Strano (1), Italy
Yakov Strelniker, Israel
Kangkang Sun (), China
Qiugin Sun(?), China
Shuaishuai Sun, Australia
Yanchao Sun (), China
Zong-Yao Sun(), China
Kumarasamy Suresh (%), India
Sergey A. Suslov (2, Australia
D.L. Suthar, Ethiopia

D.L. Suthar (%), Ethiopia
Andrzej Swierniak, Poland
Andras Szekrenyes (), Hungary
Kumar K. Tamma, USA
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An intelligent transportation system (ITS) is an advanced application that supports multiple transport and traffic management
modes. ITS services include calling for emergency rescue and monitoring traffic laws with the help of roadside units. It is observed
that many people lose their lives in motorbike accidents mainly due to not wearing helmets. Automatic helmet violation detection
of motorcyclists from real-time videos is a demanding application in ITS. It enables one to spot and penalize bikers without a
helmet. So, there is a need to develop a system that automatically detects and captures motorbikers without a helmet in real time.
This work proposes a system to detect helmet violations automatically from surveillance videos captured by roadside-mounted
cameras. The proposed technique is based on faster region-based convolutional neural network (R-CNN) deep learning model
that takes video as an input and performs helmet violation detection to take necessary actions against traffic rule violators.
Experimental analysis shows that the proposed system gives an accuracy of 97.69% and supersedes its competitors.

1. Introduction

The world’s population is increasing at an unprecedented
rate. As per a survey report, the world population was
around 600 million at the start of the eighteenth century,
which has now increased up to 7.8 billion in 2020 [1]. The
increasing population rate is directly proportional to an
increase in the use of vehicles. In 2018, the total number of
registered vehicles was 23,588,268 compared to 21,506,641
in the previous year [2]. Motorbike is cheaper and an
affordable source of transportation for middle-class
people. The number of registered motorbikes reached an
astonishing number of 17,465,880 in the year 2018, as
compared to 15,664,098 in the previous year [1, 2].
According to the stats for the year 2018, 74% of all reg-
istered vehicles were motorbikes [3]. Due to the increased
number of vehicles, road congestion caused more

accidents [4]. An intelligent transportation system (ITS) is
an advanced transportation system, a collection of inte-
grated technologies like electronics, communication,
sensors, cameras, and so on [5]. It aims to provide a risk-
free system that saves human lives and time and keeps
them informed about road conditions, like weather,
construction, and other calamities [6-8]. I'TS is capable of
implementing a transportation system that is smart, fully
functional, and based on real-time calculations. This
system usually calls the helpline in case of any emergency
or accident encountered by travellers. It uses surveillance
cameras mounted on roads to check violations [9, 10]. It
incorporates different applications from basic to ad-
vanced, i.e., navigation systems for vehicles, variable
message signs, and surveillance cameras on the road are
some of its applications [11-14]. Figure 1 displays some
applications of ITS.
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Figure 2 shows an increase in the number of accidents in
Pakistan, separating fatal and non-fatal accidents [15].
Motorbike is not only the most widely used vehicle but also
the most dangerous mode of transportation [16]. According
to a study conducted in Pakistan Institute of Medical Science
(PIMS) during September 2015-December 2015, 709 total
accidents were reported in the hospital. Out of these acci-
dents, 71% were related to motorbikers [17]. It shows that
most of the victims of traffic accidents are bike riders. So, it
leads to a high causality rate in bikers during or after ac-
cidents. In those cases, riding without a helmet is the pri-
mary cause of death. According to stats, helmet reduces the
death rate by 37% and the head injury rate by 69% [18]. So, it
is mandatory by law to use a helmet while riding a bike [19].
Capturing all the people violating the rules for a traffic
warden standing on a road is difficult. The worldwide re-
views of studies proved that fatal accidents causing severe
injuries had been reduced from 40% to 11% in the presence
of surveillance cameras [20]. So, it is evident that there is a
need to develop an intelligent system that automatically
detects bikers without wearing a helmet with the help of
surveillance cameras.

This paper develops a system for automatically detecting
bikers without a helmet using a faster region-based con-
volutional neural network (R-CNN). The system takes input
in the form of video and converts that into frames to perform
helmet violation detection. The dataset has been collected
from two sources, i.e., online repositories and self-captured
videos from different locations in Lahore, Pakistan. The
experimental analysis shows that the proposed system has
97.69% accuracy. It may help to take necessary actions
against traffic rule violators.

The rest of the paper is organized as follows. Section 2
consists of a literature review. Section 3 contains the pro-
posed helmet violation detection technique. Experimental
analysis is performed in Section 4. Finally, Section 5 con-
cludes the paper.

2. Literature Review

Computer vision and digital image processing are used in
various applied domains such as remote sensing, pose de-
tection, decision making, path detection, defect detection,
and automatic driving [21-26]. The recent focus of research
in this field is the use of deep learning models that have
shown good results in various applied domains [27-29].

Many researchers have suggested different methods to
solve the problem of automatic detection of helmet in real-
time environment. Cheverton [30] implemented a system
using supper vector machine (SVM) and background sub-
traction techniques to identify bikers with and without a
helmet. The self-generated dataset has been used for the
development of the system. However, the system has two
main limitations. Firstly, it examines the whole frame for
helmet detection, increasing overall computational cost.
Secondly, it also has an issue: it incorrectly classified the
number of heads without a helmet. Silva et al. [31] intro-
duced a hybrid descriptor model based on texture and
geometric features to detect bikers without a helmet. The
Hough transform (HT) and SVM are used to detect the head
of the biker. The self-generated dataset has been used for the
training of the algorithm. They extended their work and used
a multilayer perception model to differentiate among dif-
ferent objects showing an accuracy of 94.23%.

Silva et al. [32] proposed a system based on HT and
histogram oriented gradient (HOG) that helps extract the
image’s attributes. The input images are taken from the
roadside cameras, and database of 255 images is established.
The developed system has given accuracy of 91.37%. War-
anusast et al. [33] suggested a system based on the K-nearest
neighbor (KNN) classifier that helps determine and detect
motorcyclists with and without helmets. The system has
been tested on the self-created dataset. The input image is
taken from a web camera. The experimental results showed
that the system had given a correct detection for the far lane,
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near lane, and both lanes as 68%, 84%, and 74%, respectively.
Dahiya et al. [34] developed a system that helps detect a
motorcyclist without a helmet using HOG, SIFT, LBP, and
SVM machine learning techniques. The input is taken from
the camera in video and then converted to frames for further
processing. They applied the background subtraction
technique to select moving objects from the frames. HOG,
scale invariant feature transform (SIFT), and local binary
pattern (LBP) techniques are applied to extract features. If
anything except a bike is detected, it has been overlooked.
After that, SVM is used to classify the bikers with and
without helmets. The self-generated dataset has been taken
for testing purposes. The system has given an accuracy of
93.80%.

Boonsirisumpun et al. [35] deployed a convolutional
neural network (CNN) system to detect bikers without a
helmet. The input has been taken using cameras. The
dataset of 493 images has been used for training purposes.
The system used four CNN-based models, including
Google Net, MobileNet, VGG19, and VGGl6. The
MobileNet gave the highest accuracy, which is 85.19%. Raj
et al. [36] contributed to detecting bikers who have vi-
olated helmet-wearing rules based on a deep learning
technique. The task of detecting motorcycles is accom-
plished using HOG and then selecting the region of in-
terest. They applied CNN technology to identify bikers
without helmets and to perform number plate recogni-
tion. The self-generated dataset from different sources has
been used. They claimed accuracy of 94.70%. Wu et al. [37]
used YOLOv3 and YOLO-dense models to detect bikers
without a helmet. They collected datasets from two
sources, i.e., self-generated and the Internet. The exper-
imental results indicated that they had achieved 95.15%
mAP for YOLOv3 and 97.59% for the YOLO-dense
model.

Siebert and Lin [38] utilized a deep learning approach,
RatinaNet50, to detect bikers without a helmet. The pro-
posed system has used self-generated data for training. The
two classes have been created, i.e. “With Helmet” and
“Without Helmet.” The experimental result showed that an
accuracy of 72.8% has been achieved. Vishnu et al. [39] used

an adaptive search method to identify moving objects. After
that, CNN on a self-generated dataset was used to identify
bikers from moving objects. Finally, CNN is implemented to
differentiate bikers not wearing a helmet.

Mistry et al. [40] used CNN to detect bikers without a
helmet. They used YOLOV2 in 2 levels. Firstly, the system
used YOLOV2 to detect different objects and motorcyclists
without helmets. The COCO dataset has been used for
training purposes. The experimental result gives an accuracy
of 92.87%. Afzal et al. [41] used Faster R-CNN to detect
bikers that have not used helmets. The system has been
trained on a self-generated dataset. The experimental results
gave an accuracy of 97.26%. Kharade et al. [42] introduced a
system for detecting motorcyclists who are not wearing
helmets through deep learning algorithms based on the
YOLOv4 model. The proposed model indicates true per-
formance in traffic motion pictures compared to current
CNN-based algorithms.

The primary goal of Sridhar et al. [43] is to look at
whether the person wears a helmet or not through YOLOv2.
A method that uses deep convolutional neural networks
(CNNs) for revealing motorcycle riders who disobey the
legal guidelines has been established. It first detects the
motorbike and then classifies it as with or without helmet.
The proposed architecture yielded better experimental re-
sults in comparison with traditional algorithms.

Kathane et al. [44] used the YOLOv3 algorithm for
implementation. Exceptional deep learning models are
trained for object detection. The developed system uses three
diverse deep learning models to detect these objects. The
established system gives 88.5% precision for motorcycle
detection and 91.8% for number plate detection. Raja-
lakshmi and Saravanan [45] developed a system for mon-
itoring and handling persons breaking the guidelines
through a convolutional neural network (CNN). The system
performs vehicle classification, helmet detection, and mask
detection through an appropriate CNN-based model. Ta-
ble 1 displays the summary of the abovementioned related
work.

The existing systems above can detect bikers without a
helmet, but there are also some limitations. Most of the
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FI1GURE 3: Block diagram of the proposed system.

existing systems have low accuracy. Moreover, the dataset
used to develop the system is also limited. Furthermore,
some of the above systems cannot differentiate between
helmet and scarf. The proposed system can easily dif-
ferentiate between a helmet and a scarf. The significant
contribution of this work is the establishment of the
dataset that consists of almost all types of bikes. In ad-
dition, the proposed technique is developed using a
comprehensive dataset and achieves higher accuracy than
the existing systems.

3. Proposed System

This section presents a proposed technique to automatically
detect helmet violations from surveillance videos captured
by roadside-mounted cameras. The proposed technique is
based on Faster R-CNN deep learning model that takes
video as an input and performs helmet violation detection to
take necessary actions against traffic rule violators. The
proposed system performs multiple operations in a

sequence. Firstly, it detects motorbikes and separates these
from other vehicles. Secondly, it categorizes riders into two
classes, i.e. “With Helmet” and “Without Helmet.” A deep
learning algorithm, i.e., Faster R-CNN, is used to detect the
bikers without helmets. Figure 3 shows the block diagram of
the proposed technique. The following sections describe
each component of the proposed technique.

3.1. Data Acquisition. A dataset of bikers with and without
helmet is required to develop a system. For data acquisition,
three sources include two datasets from existing works
[41, 46] and one dataset of self-captured data to accom-
modate most of the motorcycles running in different
countries. The second source includes the surveillance
videos captured from Lahore safe city cameras mounted on
different roads of Lahore, Pakistan. The captured videos
consist of the frontal and back views of the motorcyclists and
are converted into frames at the rate of 25 fps. Figure 4 shows
sample images from the dataset.
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FIGURE 4: Sample images from the dataset.

3.2. Preprocessing. The dataset should be preprocessed to get
the appropriate data according to the problem. The obtained
dataset contained redundant data, frames with irrelevant
images, an incomplete object, etc. Manual preprocessing is
done to select appropriate frames from the dataset [47].
Redundant images are removed from the dataset. A total of
23800 frames are selected after preprocessing, i.e., in which
13631 are with helmets and the remaining 10169 are without
helmets.

3.3. Annotation. Annotation has been used for image la-
belling [48, 49]. In this work, a bounding box is drawn
around the image. A total of four values are assigned to the
bounding box. The label “with helmet” is assigned to images
containing bikers with helmets, and the “without helmet”
label is assigned to bikers without wearing a helmet. The
sample annotated image is shown in Figure 5.

3.4. Faster R-CNN. This work uses Faster R-CNN [50] to
detect bikers without a helmet. It is the extended version of
the Fast R-CNN [51] and consists of two main modules,
region proposal network (RPN) and Fast R-CNN. The RPN
guides the Fast R-CNN detection module to find objects in
the image [52]. The RPN generates a region proposal, and
Fast R-CNN helps to perform object detection from the
proposed region. The general architecture of the Faster
R-CNN is shown in Figure 6.

This task is performed with the help of a fully con-
volutional network for sharing computation with a Fast
R-CNN object detection network. The RPN takes an image
as input (of any dimension) and generates a series of
rectangular object proposals along with an objectless score as
an output. So, the RPN does not require extra time to

generate the region proposals compared to its competitors
like selective search. This sharing of convolutional layers also
helps in reducing the training time.

A small window is sided over the feature map for the
generation of region proposals. The RPN consists of a re-
gressor and classifier. Classifier tells about the probability of
an object at a specific location while regressor tells its co-
ordinates. The aspect ratio and scale are critical parameters
for any image, and their values are set to 3. The central part
of the sliding window is known as anchor. There are a total of
9 anchors at a position by default. Each anchor is assigned a
binary label telling whether an object is present or not. A
positive label is assigned to the anchors that either have
maximum intersection-over-union (IoU) overlap with a
ground-truth box or have IoU overlap greater than 0.7 with
any ground-truth box. A negative label is assigned to the
anchor if its IoU is less than 0.3. Labels are assigned on two
bases, i.e., “the anchors that have high intersection-over-
union overlap with a ground truth box” and “the anchors
with intersection-over-union overlap which are higher than
0.7.” For the training of RPNs, a loss function given in
equation (1) is used [53].

1 *
Loss ({ai}’ {bz}) = MCI Z Nclass (ai’ a; )

i

. (1)
+AM— Za:Nreg(bi’b;)’

reg i

where i indicates the anchor index in a mini-batch and g; is
the probability of anchor i predicted as an object. a; denotes
the ground truth label, and its value is 1 or 0, depending on
whether the anchor is positive or negative. The coordinates
of the predicted bounding box are represented by b; vector
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and b} represents the positive anchor’s ground truth label. P
N, is referred to as classification loss. It is the log of the probabilistic score = P, = 2P, forallcin{1,2,......... ).
loss over object and non-object classes. N, is the regression 2)

loss, so the expression a; N, shows that regression loss has
an effect only for positive anchors where a; = 1. The clas-
sification and regression layers output comprise {a;} and {b;}
that are normalized using My, and M, respectively. A is
used as the balancing weight.

The input of the proposed model is cropped helmet
image of size 224 x224 x 3. There are 8 blocks in the
backbone architecture, of which 3 are connected layers,
and the remaining 5 are convolutional layers. Non-line-
arities follow each convolutional layer as the max pooling
and rectification (ReLU) layer. The outcomes of two of the
three fully connected layers are 4049 dimensional. The
output of the last connected layer depends on the class
present in the dataset and has N=2622. The primary
purpose of the softmax layer is to handle the un-nor-
malized vectors. It is placed right after the 2" connected
layer. The output of all these is the prediction probability
represented in the form of probabilistic scores as shown in
the following equation:

Table 2 compares Faster R-CNN with other models like
Fast R-CNN and R-CNN. The comparison is performed by
taking three attributes, i.e., the region proposal method,
computation time, and prediction time. Faster R-CNN uses
RPN for region proposal instead of a selective search method
which is used in R-CNN [54] and Fast R-CNN. Moreover,
the computation and prediction time of Faster R-CNN is
better than its predecessor, making it appropriate to be used
in this work.

4. Experiment Analysis

Core i7 system is used with 32 GB RAM and Ubuntu op-
erating system to develop a proposed technique. For training
and validation of the model, GPU GTX 1080 Ti is being used.
A dataset that contains a total of 23800 images is divided into
two parts, i.e., training and validation. For training and
validation of the model, 70% and 30% of the data are used,
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TaBLE 2: Comparison of Faster R-CNN with other models.

Attributes Faster R-CNN Fast R-CNN R-CNN

Region proposal method Region proposal network Selective search Selective search

Computation time 0.2 seconds 2 seconds 40-50 seconds

Prediction timing Low computation time

High computation time High computation time

Training and Validation loss

100

80 4

60

Loss

40 A

20

25000 50000 75000 100000125000150000 175000200000

—— Training loss
Validation loss

Epochs

FIGURE 7: Training and validation loss.

respectively. The number of epochs is set to 200000. During
the training process, an early stop function is used in which
the model is trained until the convergence does not occur.
Figure 7 shows the training and validation loss. It indicates
that, initially, validation loss is high. But as the training
continues, loss gradually decreases. At 200000 epochs, this
loss decreases significantly. It is necessary to pass the de-
tected object to the model for the classification of the object.

Figure 8 illustrates the training and validation accuracy.
The system attains an accuracy of 97.69%. As training starts,
accuracy is low, and the loss is high. As time increases, the
accuracy is also increased. The maximum accuracy obtained
at 200000 epochs is 97.69%.

The confusion matrix for the proposed technique is
shown in Table 3. In this work, 7133 samples are used for
validation purposes in which 4089 samples are those who
have helmets, and 3044 are those who do not have helmets.
For samples that have helmets, 3995 samples are predicted
correctly. Only 94 samples are wrongly predicted. For the
remaining 3044 samples (without helmets scenario), 71 are
wrongly predicted while 2973 are predicted correctly.

Several performance metrics are computed to evaluate
the proposed system. Table 4 lists the performance measure
metrics and their values. It indicates that proposed system
has achieved 97.67% accuracy, 97.70% precision, 97.98% F1
score, and 98.25% sensitivity.

Table 5 lists the comparative analysis of the proposed
technique with the existing systems. It reflects that the
proposed system gives accuracy of 97.69% and supersedes its
competitor.

Training and Validation Accuracy

100 -
80
5 60 -
I
=1
3
< 40
20
0
25000 50000 75000 100000125000150000175000200000
Epochs
—— Training Accuracy
Validation Accuracy
FiGure 8: Training and validation accuracy.
TaBLE 3: Confusion matrix.
N=7133 With helmet Without helmet
With helmet 3995 94
Without helmet 71 2973

Figure 9 displays some predictions made by the pro-
posed system. The yellow bounding box indicates those
motorcyclists who did not wear the helmet, whereas green



Mathematical Problems in Engineering

TaBLE 4: Experimental results.

Performance metrics Scores Derivations
Sensitivity 0.9825 TPR =TP/(TP +EN)
Specificity 0.9694 SPC=TN/(FP +TN)
Precision 0.9770 PPV =TP/(TP + FP)
Negative predictive value 0.9767 NPV =TN/(TN + FN)
False positive rate 0.0306 FPR =FP/(FP + TN)
False discovery rate 0.0230 FDR =FP/(FP + TP)
False negative rate 0.0175 FNR =FN/(FN + TP)
Accuracy 0.9769 ACC=(TP+TN)/(P+N)
F1 score 0.9798 F1=2TP/(2TP + FP + FN)
Matthews correlation coefficient 0.9528 TP x TN — FP x FN/sqrt((TP + FP) x (TP + FN) x (TN + FP) x (TN + EN))

TaBLE 5: Comparison of the proposed technique with existing work.

Author Technique Accuracy (%)
Proposed Faster R-CNN 97.6
Vishnu et al. [39] CNN 92.87
Dasgupta et al. [53] CNN 91.08
Afzal et al. [41] Faster R-CNN 97.26

FIGURE 9: Cases predicted by the system.

bounding box represents those who have worn the helmet.
In Figure 9(a), the system correctly predicted the helmet
violation, and the yellow bounding box encompasses the
motorcyclist who did not wear the helmet. Figure 9(b)
portrays the case of correct and incorrect prediction of
helmet violations. Similarly, in Figures 9(c)-9(f), the algo-
rithm correctly predicted both kinds of motorcyclist, i.e.,
with and without helmet. It is evident from Figures 9(c) and
9(e) that the proposed system successfully differentiated
among helmet, scarf, and cap.

5. Conclusion

Automatic helmet violation detection of motorcyclists from
real-time videos is a demanding application in ITS. It enables
one to spot and penalize bikers without a helmet. This work
proposes an automatic helmet violation detection technique
for ITS. The proposed technique is based on Faster R-CNN
deep learning model that takes video as an input and per-
forms helmet violation detection to take necessary actions
against traffic rule violators. The experimental analysis
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shows that the proposed technique achieved 97.6% accuracy.
This work may be extended to incorporate more features,

like

number plate detection and other traffic violations, in

the future.
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Convolution neural network (CNN) is one of the most popular machine learning techniques that is being used in many ap-
plications like image classification, image analysis, textile archives, object recognition, and many more. In the textile industry, the
classification of defective and nondefective fabric is an essential and necessary step to control the quality of fabric. Traditionally, a
user physically inspects and classifies the fabric, which is an ineffective and tedious activity. Therefore, it is desirable to have an
automated system for detecting defects in the fabric. To address these issues, this research proposes a solution for classifying
defective and nondefective fabric using deep learning-based framework. Therefore, in this research, an image processing
technique with CNN-based GoogleNet is presented to classify defective and nondefective fabric. To achieve the purpose, the
system is trained using different kinds of fabric defects. The performance of the proposed approach was evaluated on the textile
texture TILDA dataset, and achieved a classification accuracy of 94.46%. The classification results show that the proposed
approach for classifying defective and nondefective fabric is better as compared to other state-of-the-art approaches such as

Bayesian, BPNN, and SVM.

1. Introduction

Fabric texture refers to how the fabric surface feels [1]. Raw
material is important to achieve the high quality of the
fabrics. This can be achieved with concentration to remove
all faults that are on fabrics such as missing needles, dirt
spots, hooks, crack points, holes, scratches, fly, color
bleedings, oil spots, broken, lack, or any other [2, 3]; some of
the fabric defects are shown in Figure 1. There are different
competitors in the marketplace; for survival, it should be the
ultimate priority for the textile industry to maintain its
quality [4]. After manufacturing the fabric, it is categorized
into different types, the first category of the fabric is 100%
defect-free. Second, the fabric contains some kind of defect
on the fabric surface. The defective fabric is sold in 45% to
65% of the first category, and it represents a major loss for
any textile industry [1, 5]. However, the quality of the fabric
can be improved by applying the latest technologies during

the manufacturing because customer expectations vary with
the quality [6]. Therefore, the fabric inspection has a sig-
nificant role in controlling the fabric quality for any textile
industry; without controlling the quality and missing the
monitoring of the fabric structure, a manufacturer bears the
main loss that results in a downfall in the market as well. In
this regard, there are two techniques to improve the quality
of the fabric, one is the fabric quality inspection by the
human, which is called manual inspection, which is an old
strategy to control the fabric quality and has various
drawbacks and limitations; the other one is the fabric quality
monitoring by an automatic system that overcomes several
drawbacks of the manual inspection method [7, 8]. The
fabric surface may be velvety smooth, rough, silky, or any
other [1]. The texture features depend upon the weaving
machine used in the textile industry. The texture is very
important for any type of cloth like cotton, silk, leather,
wool, flax, or any other. Therefore, there is a slight difference


mailto:toqeer.mahmood@yahoo.com
https://orcid.org/0000-0003-0893-4791
https://orcid.org/0000-0003-1839-2527
https://orcid.org/0000-0001-5726-9172
https://orcid.org/0000-0003-3125-2430
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/2573805

(a) (b)

TR

@ 1)

Mathematical Problems in Engineering

(d)

()

(k) )

FIGURE 1: Some fabric defects which occur during manufacturing processing: (a) end-out, (b) soiled-filling, (c) sloughed-filling, (d) mispick,
(e) soiled-end, (f) warp-slub, (g) knot, (h) oil spot, (i) end-out, (j) missing-yarn (k) slub (I) hole.

or damaged area on the fabric surface that may create a
significant loss for manufacturers [8, 9]. To categorize the
fabric, a 4-point system is used in the textile industry; the 4-
point system categorizes the fabric on the basis of signifi-
cance, defect size, and type of defect, as given in Table 1.
In woven fabric, the fabric yarn is formed in the hori-
zontal and vertical directions: the horizontal direction is
known as the warp direction, and the vertical direction is
known as the weft direction as shown in Figure 2. In woven
fabric, the defects appeared in a longitudinal direction (warp
direction) or in a horizontal direction (weft direction) these
defects appear due to missing yarn. The yarn represents
whether the fabric is defective or not, where the defect occurs
due to yarn presence or absence, such as end-out, miss-end,
and broken-end or picks. The other yarn defects, such as
waste or contamination, slubs, and trapped, occur during the
weaving process. Some other machine-related defects exhibit
structural change (holes or tears) or machine residue (specks
of dirt or oil spots). The number of defects and their source
of occurrence have been discussed previously. Therefore, it is
of high importance to study and propose an automated

TasLE 1: Four-point system.

Defect size Allocated point

Up to 3 inch defect Point 1
3 to 6 inch defect Point 2
6 to 9 inch defect Point 3
Over 9 inch Point 4

solution to handle fabric defects that the textile industry is
facing that will help to increase revenue as well.

Faulty fabric shackles the overall quality of woven
garments such as jackets, trousers, pants, and shirts [8]. In
the fashion market, woven fabric defects such as a loose
wrap, double end, tight end, hole thick, and thin place [10]
are classified as the major defect. In recent years, researchers
are proposing deep learning-based frameworks to overcome
the challenges of traditional fabric inspection [11, 12].

There are three main challenges to pointing out fabric
faults and classifying them. First, there is a lot of fabric, and
their characteristics vary; the fabrics can be classified into 17
groups such as pm, pg, pl, p2, p4, p3lm, p3, p3ml, p4m,
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FIGURE 2: Structure of woven fabric: (a) knit fabric and (b) woven fabric.

p4g, pmg, pgg, p6, pém, cm, cmm, and pmm, and these
fabrics or organized repetitively along square, rectangular,
parallelogram, hexagonal, and rhombic shapes [13, 14].

In Figure 3, we show some fabric samples with 2D
textures. Second, the defects of the fabric also varied, the
fabric faults are classified into different 70 categories in the
textile industry that are occurred due to different factors
such as machine failure, oil spot, and needle problems
[13, 15]. Thirdly, to conduct the experiment, there are rarely
fabric faulty samples available. There is a wide variety of
fabrics, and their faults also vary, and it is a very difficult task
for a single system to point out all types of defects, such as
end-out, soiled filling, sloughed-filling, misspick, soiled-end,
wrap-slub, knot, oil Spot, missing-yarn, slub, and hole as
shown in Figure 1. To conduct experiment, we use MATLAB
2018a for this purpose and point out these defects on the
surface of the fabric.

Based on the abovementioned discussion, the main
contributions of the proposed research work are as follows:

(i) Accurate classification of fabric faults using
GoogleNet.

(ii) Efficient classification of fabric faults using the
correlation factor to deal with the overfitted training
data.

(iii) To the best of our knowledge, it is the first time in
textile analysis that GoogleNet has been employed
for defective and nondefective fabric classification.
Reported results exhibit the efficacy of GoogleNet to
classify the fabric faults and computing of a deep
and discriminative set of features with improved
performance.

(iv) But with various numbers of patterns, it is hard for
people who are unfamiliar with the local fabric
faults to remember their details. However, we can
define this issue as a computer image recognition
problem and use machine learning techniques to
help us solve the problem.

(v) It consists of 22 layers neural network with the
combination of layers of convolution, max pooling,
softmax, and a new idea of inception module. The
proposed inception layer is to find the optimal local
construction in each layer and repeat it spatially.

Each “inception” module is the construction of the
different sizes for each convolution node (1x1,
3x3, and 5x5) and 3 x3 max pooling node (see
Figure 4).

2. Literature Review

Deep learning- and computer vision-based techniques are
used in various applications such as medical image analysis,
objection detection, and action recognition [16-20]. Recent
research is focused on the use of midlevel features and deep
learning models to build robust decision support systems
and IoT applications [21-24]. Moreover, the researchers are
applying these methods for the classification and detection
of fabric faults.

Tong et al. [25] demonstrated that the Gabor filter can be
used for fabric inspection. In the proposed scheme, Gabor
filters are used for linear filtering to analyze whether the
fabric region is affected or not. For segmentation purposes,
the author used a threshold value, and the experiment was
conducted on TILDA dataset which includes 50 non-
defective samples and 300 defective samples. In the exper-
iments, 90.0% sensitivity and 87.1% accuracy are achieved.
The authors pointed out the three main defects of the fabric.
The first two are structural defects that are related to weaving
texture, and the third one is the tonal defect. The tonal defect
changes the local intensity value. Kaur et al. [26] projected
the Gabor technique to address the faulted texture by using
digital image processing techniques. Colin Sc Tsang and his
team represent a novel Elo rating method for fabric in-
spection from the uniform background of the fabric. Colin
Sc Tsang et al. used a novel Elo rating (ER) method to
identify the faulted fabric from the uniform background. The
purpose of this inspection is to detect, identify, and locate
any defect in the fabric to maintain its quality in the
manufacturing industry. Anandan et al. [8] used different
techniques for detecting fabric inspection combining aspects
such as GLCM (Gray-level co-occurrence matrix) and CT
(curvelet transform). In this work, three main flaws of fabric
are pointed out, such as holes, spots, and lines on the fabric
surface. For the feature extraction (spots) from the fabric
surface, the author used the blob algorithm, and to point out
the holes on the fabric surface, Peng et al. [27] used the
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FIGURE 3: Defective fabric samples with complex patterned textures.
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FIGURE 4: Structure of the inception module from the GoogleNet
network.

Canny feature extraction algorithm, and the Gary feature
extraction method was used to point out the lines on the
fabric surface. Selvi et al. [28] demonstrated that fabric fault
detection using image processing techniques and ANN is
unique and prominent compared to the other ones.
Zhang et al. demonstrate the Euclidean distance for color
dissimilarity with KNN (K-nearest neighbor) techniques
used to separate the defective region from the nondefective
region by using digital image processing techniques. Han-
mandlu et al. [29] demonstrate the FDT fuzzy decision tree
used to address the fabric inspection; in this scheme, four
algorithms are used to extract features such as LBP (local
binary patterns), SIFT (scale-invariant feature transform),
LDP (local directional patterns), and SURF (speeded up
robust fractures). For the classification purpose, the authors
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used both fuzzy Shannon entropy and fuzzy Gini index. For
classification purposes, Hanmandlu et al. [29] used a de-
cision tree classifier and fuzzy decision tree. By using these
classifiers, they got a 91.5% result. The dataset contains
defective and nondefective silk samples, which contains a
total of 250 silk samples that were divided into 50 classes,
and each class contains five silk samples where 40 classes
contain defective, and ten classes contain nondefective silk
samples. Based on SIFT and SURF, they got a maximum of
100% results. The results of LBP features using linear kernel,
and a maximum of 96% accuracy is achieved. Aldemir et al.
[30] demonstrated the linear and nonlinear techniques for
fabric inspection using Gabor filtering. Wang et al. [31] used
to address whether the fabric is faulty or not, namely, gray-
level statistical and morphological methods. Dhawas et al.
[32] demonstrate fabric inspection can be categorized into
three techniques such as statistical, spectral, and model
based. Prajakta et al. [33] combined computer vision
methodology with neural networks to identify the classifi-
cation of textile defects. Karunamoorthy et al. applied ar-
tificial neural network to classifiers to separate the fabric
faults from the uniform background Classification of the
fabric inspection using the structural approach are classified
into three categories, namely, statically, spectral and model
approach. The structural approaches point out the individual
pixel from the uniform background of the fabric surface.
According to Nasira [28], the structural approaches were not
successful for the fabric inspection due to the stochastic
variations in the fabric layout. The first statistical approaches
are used for the distribution of pixel value. The main ob-
jective of this approach is to classify the defective region
from the defect-free region with distinct statistical behavior.
The second spectral approach is applied only to uniform
textured materials like fabric due to the high degree of
periodicity [7]. Therefore, the spectral approach is used to
extract the feature, which is less sensitive to noise. The third
approach which is model-based is used to extract the fea-
tures from the faint aligned region. There are several
techniques used for automated fabric defect detection.
Among them, namely, clustering, SVM (support vector
machine), neural network, and statistical are more useful
among others [34].

3. Proposed Methodology

It is desirable to have such a system and classification for
fabric inspection that should be able to cope with the other
various types of fabric defect detection methods that are
highlighted in the literature. The fabric inspection means
extracting the texture to demonstrate whether the fabric is
defective or defect-free. The fabric defects are detected on the
basis of calculated fabric features.

Due to defects, the fabric structure differs from the
uniform background. Therefore, the fabric inspection is
performed by monitoring the fabric structure. The surface of
the fabric may contain different types of flaws that occur
during the manufacturing process; therefore, it is very
important to measure the fabric quality. Typically, it is a
critical need within the textile industry to point out the fabric

defects and classify them before delivering them to the end
user. First, there is the training phase in which the defective
and defect-free formations are used as reference for the base
features, and then the convolution neural network is applied
to save the network parameters with the feature vector.
Second, there is the defect testing phase, in which the fabric
is labeled and classified into categories on the basis of certain
features. There are two most important concepts, that is,
correlation and convolution, used to extract the information
from the image. In correlation, the matching of the
neighboring patterns or masks is performed; it checks the
similarity between two signals or sequences. Besides, the
convolution method is used to measure the effect of one
signal on other. The block diagram of the proposed scheme is
presented in Figure 5.

3.1. Image Filtering and Enhancement. In preprocessing after
image acquisition, we applied the image enhancement
techniques. Sometimes, we needed to remove the noise or
filter the image before processing it. The other terms, such as
filtering, conditioning, or enhancement, were used for the
same purpose. The image contains the structure or signal
extracts to differentiate the interesting and uninteresting
region by monitoring the pixel or its local neighborhood.
Image processing contains several methods and theories to
enhance the image and present the significant notation of the
image.

3.1.1. Histogram Visualization. The histogram equalization
approach is used to improve the demarcation in image. The
histogram visualization formula calculates and displays the
frequencies of values in the image dataset as shown in
Figure 6. The target output image uses all gray values such as
z=z1,z=22, ..., z=zn. Each gray level uses approximately
q=(Ro * Co)/n time, where Ro and Co are used for rows and
columns of the image. H;n[i] is used for stretching function;
H;n[k] is used for the pixel, which has gray level zi. T1 is used
for the first gray level threshold, and g1 is used for all pixels
of the input image. The H;n is used for stretching function f.
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According to equation (1), 1 is the smallest gray level.
The original histogram contains only less than or equal to the
gray level value. In equation (2), tk contains the kth
threshold.

3.1.2. Gaussian Filtration. The filtration process is used for the
sake of blurring the image and removing the noise. Mathe-
matically, Gaussian filtering modifies the input signal by
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FIGURE 5: A systematic view of the proposed deep convolution neural network framework.
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FIGURE 6: Result of histogram visualization: (a) native image, (b) enhanced image, and (c) curve for histogram equalization.

convolution with Gaussian function. During the experiment, we its graph in Figure 8. Equation (3) works for one-dimensional
applied the Gaussian low-pass filter and Gaussian high-pass  Gaussian function, and equation (4) works for two dimensions.
results to produce a significant result, as shown in Figure 7and ~ The standard deviation of the distribution is assumed to be zero.
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FIGURE 7: Defective fabric result of the Gaussian filter: (a) low-pass filter and (b) high-pass filter.
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FIGURE 8: (a) Gaussian low-pass filter and (b) Gaussian high-pass filter.
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3.1.3. Fourier Transform Method. The Fourier transform
method describes that any signal can be represented by the
sum of sine and cosine waves with various frequencies and
amplitudes. The two-dimensional Fourier transforms can
show the relationship between the uniform fabric struc-
ture, regular structure, and repetition in the image space
and its spectrum. The Fourier transform function (FTF) is
used to monitor and describe the relationship between the
regular structure of the fabric and its Fourier spectrum;
the faults on the fabric surface can be pointed out if the
periodic structure has changed on the Fourier spectrum.
Notably, the aforementioned methods are used to analyze
the fabric structure in the spectrum domain. The cross-
sectional and FFT are utilized to analyze the fabric
structure: the wrapped yarn of the fabric appears in the
vertical direction and stores the information about its
feature as fyl, and the horizontal direction or weft, as fx1.
Therefore,

7
Native Fabric Image High pass filtered image
P
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Where the feature k1 represents the characteristics of the
fabric structure irregularity. Features K2, K3, and K4 are
used to detect the change in the wrap or vertical direction,
whereas K5, K6, and K7 detect the change in the weft or
horizontal direction.

The computational time for the FT is generally long: the
discrete Fourier transform (DFT) for the two-dimensional is
proportional to the second-order of the image. Generally,
the fast Fourier transform (FFT) is used to reduce the size of
the Fourier transform. If the FFT is one-dimensional, then
its computation time is N log2 N. For the two-dimensional
FFT, the computation time is 2N2 log2N. In the 2-
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dimensional image, FFT performs 1D for rows, which
converts each row of the image and 1D for columns that
convert each column. In Figure 9, the results of FFT in
different phases are displayed, and its phase spectrum results
are presented in Figure 10.

3.2. Edge Detection Techniques. In image edge detection, the
defect boundaries or discontinuities within the image are
detected by computing the difference in the local image
region. First, we implement the detection on one-dimen-
sional: the one-dimensional signal only contains the rows or
columns, and in 2D, the rows and columns are computed
one by one by first calculating the rows and second the
columns of the two-dimensional images. In image pro-
cessing, edge detection techniques are used to address the
target line and ignore the irrelevant information from the
image.

For this purpose, the image segmentation techniques are
used to partition the image into multiple segments. Actually,
the object is highlighted in the image when it has a texture or
color different from that of the uniform background. The
image consists of the number of pixels that have multiple
colors in RGB, and the adjacent pixel is different from the
other. The edge is detected in those pixels that are signifi-
cantly different from the others. In image processing, the
prominent task to detect the specific region that is different
from the background is called image segmentation. There
are multiple edge detection techniques in image processing,
such as Prewitt edge detector, Sobel edge detector, Canny
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edge detector, Kirch’s, and log edge detector. The edge
detection techniques are used to highlight the defective
region. During the experiment, we applied Sobel, Canny,
and Prewitt edge detector to point out the fabric defects, and
the results are shown in Figure 11.

The process for classifying the woven fabric fault using
digital images through the proposed framework is depicted
in Algorithm 1.

4. Experimental Results

4.1. Dataset. For the evaluation of the results, we utilized the
TILDA dataset. The entire dataset consists of 3200 images.
The dataset is composed of different types of fabric and their
defects. The fabric patterned texture is different in this
dataset; we evaluated our results using TILDA. The dataset
contained several types of flaws, but we considered only
some of them as shown in Figure 12. The standard TILDA
dataset is composed of 24 defects according to the Ministry
of Textiles. There was a total of 1550 images of the fabric that
were considered. In addition, during the experiment, we
split the dataset into 80% and 20% ratios for training and
testing. The major ratio was used to train the model, and the
remaining dataset was used for testing. However, during the
experiment, we change the ratio for training and testing, but
using this ratio, we obtained significant results.

4.2. Experimental Framework. There are several techniques
that were used to check similarities and for classification
purposes in the past decades; there are two major techniques
used for classification purposes in image processing: the first
is to calculate the features and then apply the machine
learning techniques that is the domain-based approach that
degrades the results when the number of classes increase or
the domain changes. The second one is the convolution
neural networks (CNNs) that show remarkable performance
in the field of image processing [35]. A typical CNN has
several building blocks, namely, convolutional, pooling, and
fully connected layers. CNN extracts the features auto-
matically instead of relying on the handcrafted features,
which used the weights of the network learned from
ImageNet. The architecture of the CNN is shown in
Figure 13.

4.2.1. GoogleNet. GoogleNet is architecture of a convolution
neural network; GoogleNet is a pretrained deep neural
network that has 22 layers, and the inception network is
pretrained which can classify the fabric samples into their
categories such as defective or defect-free, as well as also
label the fabric defect type. In MATLAB, we trained the
inception network with several types of defective and defect-
free fabric samples. The inspection network for CNN is also
called Google brain. GoogleNet is a deep convolution neural
network; codename is the inspection network that is state-
of-the-art for classification in ImageNet large scale visual
recognition challenges 2014 (ILSVRC14). During the
training phase, GoogleNet learns rich features and then takes
an input image and addresses it to cross-pounding
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FIGURE 10: Fabric spectrum results after applying fast Fourier transform.
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FiGure 11: Edge detection by different techniques: (a) RGB real image, (b) Gray level image, (c) Rober results, (d) log results, (e) Prewitt
results, (f) Sobel results, (g) zero cross results, and (h) Canny results.

Input: Fabric images (FI) M [r, c]: set of features.
Output: Classification of woven fabric images N [r, c] as defective and nondefective.

Begin
(3)  Computer histogram equalization.
(4) Computer Gaussian filtering.
(5) Computer Fourier transform.

(7)  Computer deep learning features

Train the classifier

(9) end for
(10)  The classification results
End

(1)  Deep learning-based features are extracted.
(2)  The classifier is trained with deep learning-based features.

(6) Computer edges of the fabric faults after applying the inverse Fourier transform.

(8) for training samples (TestSi, TrainSi) do

ALGORITHM 1: Process for woven fabric fault classification.

categories. GoogleNet is the deeper network with compu-
tational efficiency, which is the ILSVRC 14 classification
winner; GoogleNet works with 22 layers that are not fully
connected.

The proposed model requires less space and provides
significant results for classification compared to other state-
of-the-art schemes such as VGG and Alexnet. The archi-
tecture of GoogleNet is shown in Figure 14; GoogleNet re-
quires 5 million parameters, while Alexnet requires 16 million
parameters. In this network, three types of filter work such as
1x1,3x3and5x5,and 1 x 1 are used to reduce the size. The

inspection network incorporates the same concept in layers as
Alexnet and VGG since every layer has all possible filter sets
such as 1x1, 3x3, 5x5, and a full convolution network as
shown in Figure 4. Therefore, the system has multiple filter
sets; the learning of each layer by the back prop is updated on
the basis of objective functions; layers of GoogleNet after
transfer learning are shown in Figure 15.

Nowadays, the research trends for classification have
shifted toward CNN. In the deep learning framework, the
activation function determines the output of a deep learning
method that can be expressed as:
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FIGURE 12: Six standard defective fabric samples that are considered: (a) hole, (b) spots/dirt, (c) thread defects, (d) darks threads, (e) fload,
and (f) switch off.

. Input node . Input node

. Hidden node . Hidden node

‘ Output node . Output node

@ Probabilistic node @ Probabilistic node

— Weighted connection — Weighted connection

—* Weighted connection —* Weighted connection

" (similar colors indicate " (similar colors indicate

shared weights) shared weights)

— Pooling connection — Pooling connection

(a) (b)

FiGgure 13: Continued.



Mathematical Problems in Engineering

464444

. Input node
. Hidden node

. Output node
@ Probabilistic node

— Weighted connection

— Weighted connection
> (similar colors indicate
shared weights)

— Pooling connection

. Input node
. Hidden node

. Output node
@ Probabilistic node

— Weighted connection

. Input node

—* Weighted connection
* (similar colors indicate
shared weights)
— Pooling connection

(e)

. Hidden node
. Output node
@ Probabilistic node

11

. Input node
. Hidden node

‘ Output node
@ Probabilistic node

— Weighted connection

— Weighted connection
> (similar colors indicate
shared weights)
— Pooling connection

(d)

Concatenate

—

Uil

v Y .

. |
. |
1 s
Down-sample | | £
: I £
| g
fUp-sample 1 5
T I
LEEY 3 l
1 @ \
— Weighted connection

Weighted connection
(similar colors indicate
shared weights)

— Pooling connection

0

FiGure 13: 1D NN architecture: (a) auto encode, (b) Boltzmann machine, (c) recurrent NN, (d) CNN, (e) multistream CNN, and (f) DCNN.



12

Load Pretrained Network Replace Final Layers

Last layers Training Images

that learned =

task specific
features

Early Layers that Learn
Low Level Features
(color, blobs, edges)

New layers to learn
features specific to
your data set

Train Network

Mathematical Problems in Engineering

Predict and Access
Network Accuracy

Deploy Results

Training Options Hole

ﬁﬂ Broken End

v b Needle Line

l

Oil Spot
Press Off

Trained
Network

Image Classification Fewer classes learn faster

Training and Testing

Improve Network

FIGURE 14: GoogleNet neural network architecture.

10

T =
inception_5b-1x1 ion_5bpool

inception_5b-relu_1x1 0ol_pl

5belu_pool

inception_Sb-relu_3x3

inception_Sb-output

pool5-7x7_s1

4 + pool5-drop_7x7_s1
fc

2k softmax

classoutput

1 1.5 2 2.5 3 35 4

FIGURE 15: Layers of the GoogleNet method after transfer learning.

(2D 51,
F(b|a;0) = softmax(a;0) = —— . (6)
s (@)t

Here, Z; shows the weights of the output layer. To

calculate the value of 0, stochastic gradient is applied. The

clustering value of biases and weight with Fx in the iXj

dimension. One-dimension CNN with all layers of the

network by using different kernels are shown in Figure 13.

The weight and biases of CNN are mathematically expressed
as:

W ={w,w,w, ... w}
B={b,b.b,...b),

W' = argMaxM (x) + B'E(x),

B' = argMaxM (x) + BW'K (x).

(7)

M(x) is used to normalize the preprocessing and for-
mation of the feature vector with the equations (2) and (3).
The needed features are extracted by using the proposed
deep CNN feature extractor for training and testing
purposes.

We trained the network with the input images having
dimensions 512 x 512. The inception network extracts the
features and performs other filters to conclude the result of
whether the fabric has defects or not. To check the simi-
larities and measure the distance, we used the Euclidean and
Manhattan distance formulas. The classification network is

modeled with GoogleNet-based convolution neural network
architecture to learn the structural fabric features; the sys-
tematic view of the proposed deep convolution neural
network framework is shown in Figure 6. The results are
verified by another prominent classifier such as a support
vector machine (SVM) or back propagation neural network
(BPNN); the results of BPNN and SVM on the same defects
are given in Table 2.

4.3. Evaluation Metrics. There are different metrics that are
used for defect inspection, detection rate (DR), detection
accuracy (Dacc), false alarm rate (FR), recall (R), and pre-
cision (P). For the evaluation of the classification, problems
normally used accuracy. It is the ratio of the accurate
prediction and total prediction by the system. The obtained
quantitative result is given in Table 3 and their graphical
representation is presented in Figure 16, to compute the Dr,
Fr, and Dacc, we follow the equations (8)-(10).

Dy = +100%, (8)
def
FP
Fp = * 100%, (9)
free
TP+TN
D = 100%. 10
acc = TPy TN+ FP+EN = (10)

In equation (10), Ndef refers to the number of defective
samples and Nfree refers to the nondefective samples, and
the TP and FP are the ratios of defective samples that are
detected as defective or defect-free. The TN and FN are the
ratios of nondefective samples that are labeled as defect-free
after the evaluation. Pixel-level metric evaluates the in-
spection accuracy to predict the accuracy by measuring the
predicted pixel. TP true positive refers to the foreground
defective segmented area, and FP false positive background
area refers to areas that were defective but not detected as
shown in Figure 17. To calculate the precision, recall, and
metrics measure, we used the equations (11)-(13) [41, 42],
and their obtained results are given in Table 4, and graphical
representation is given in Figure 16. The result compared
with other techniques is given in Table 3, and graphical
representation is given in Figure 18.
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TaBLE 2: Comparison performance index of the proposed technique with another classifier.

Classifier Hole (%) Spot (%) Thread defect (%) Dark thread (%) Fload (%) Switch off (%)  Average (%)
SVM 92.3 92.8 93.2 91.06 93.06 93.05 92.5
BPNN 90.08 88.05 93.05 91.06 87.08 86.9 89.4
Proposed deep CNN 93.36 93.02 94.35 93.69 96.35 96.01 94.46
TaBLE 3: Classification performance of the comparative methods.

Schemes Precision Recall F1 measure Accuracy
Hog-based KNN [36] 74.61 74.10 74.12 74.10
Walwet-based BPNN [37] 86.72 86.00 85.98 81.97
Kumar et al. [2] 79.3 79.1 80.2 79.7
Hu et al. [38] 87.4 87.9 83.5 85.7
Mak et al. [39] 82.6 78.0 83.5 80.8
Hu et al. [40] 75.5 71.4 87.9 79.7
Purposed CNN 83.66 83.5 83.56 94.46

100.00
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g 5000 Switch Off
40.00 Fload
30.00 Darks Thread

20.00
10.00

0.00
Accuracy

Precision  Recall

Thread Defects
Dirt’s/Spots
Hole

F 1 Score

FIGURE 16: Classwise comparison with respect to precision, recall, and F score.

Figure 17: TNp, FNp, TPp, and FPp indicators.

R . 100%
ST+ EN, OO (1)
P=— "t  %100%,
TP, +FP, " (12)
. P
Metrics Measure = 2P " * 100%. (13)

Here, R is recall, P is precision, and the metrics measure
indicates F1 measure.

In this work, we also compared the results with the SVM
and BPNN models and its results in Table 2, and the graph is

presented in Figure 18. A significant difference is observed
by using the proposed model. As given in Tables 3 and 2, we
can conclude that the proposed method only obtained a
classification accuracy of 94.46%, while the other relevant
schemes obtain less than that of the proposed scheme.
Therefore, on the basis of obtained results, we can say that
the proposed model based on GoogleNet architecture is a
robust woven fabric classification CNN that is able to extract
texture features for recognition and classification.

5. Discussion

The GoogleNet pretrained CNN architecture is used for the
classification of the defective woven fabric images, divided
into six classes such as hole, spot, dark thread, thread defect,
fload, and switch off. In this work, we used 80% data for the
training of the model and 20% for the validation of the
model. Among the several types of defects, six major defects
in fabrics are considered, as shown in Figure 12. The ex-
periments exhibit that the classifier performed well for
distinguishing the defective and nondefective fabric; the
obtained accuracy is given in Table 4 and the graphical
representation is given in Figure 16. The presented technique
is also compared with other techniques in the literature for
fabric defect classification. The obtained results of the
mentioned defects and their accuracy, precision, recall, and
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TABLE 4: Performance evaluation of our proposed model.
Classes Defects Accuracy (%) Precision Recall F1 score
1 Hole 93.36 0.80 0.80 0.80
2 Spot 93.02 0.82 0.77 0.80
3 Thread defects 94.35 0.80 0.88 0.84
4 Dark thread 93.69 0.78 0.86 0.82
5 Fload 96.35 0.91 0.86 0.88
6 Switch off 96.01 0.91 0.84 0.87
100 Data Availability
% The data used to support the findings of the study are
90 available from the corresponding author upon request.
85 .
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Brain tumor is regarded as one of the fatal and dangerous diseases on the planet. It is present in the form of uncontrolled and
irregular cells in the brain of an infected individual. Around 60% of glioblastomas turn into large tumors if it is not diagnosed
earlier. Some valuable literature is available on tumor diagnosis, but there is room for improvement in overall performance.
Machine Learning (ML)-based techniques have been widely used in the medical domain for early diagnostic diseases. The use of
ML techniques in conjunction with improved image-guided technology may help in improving the performance of the brain
tumor detection process. In this work, an ML-based brain tumor detection technique is presented. Adaptive Back Propagation
Neural Network (ABPNN) and Support Vector Machine (SVM) algorithms are used along with fuzzy logic. The fuzzy logic is used
to fuse the result of ABPNN and SVM. The proposed technique is developed using the BRATS dataset. Experimental results reveal
that the ABPNN model achieved 98.67% accuracy in the training phase and 96.72% accuracy in the testing phase. On the other
hand, the SVM model has attained 98.48% and 97.70% accuracy during the training and testing phases. After applying fuzzy logic
for decision-based fusion, the overall accuracy of the proposed technique reaches 98.79% and 97.81% for the training and the
testing phases, respectively. The comparative analysis with existing techniques shows the supremacy of the proposed technique.

1. Introduction

The term “tumor” refers to a disease that causes swelling or
corpus in the body. It can be related to any pathological
process. Tumors constitute a significant demonstration of a
massive and diverse clutch of ailments known as cancers or
usually neoplasms [1]. The brain tumor is one of the fatal and
complex types of tumor. It is formed because of a remarkable
and aberrant increase in the cells inside the human brain. In
ordinary circumstances, the development of a tumor initi-
ates from the blood vessels, cells of the brain, and nerves

imminent out of the brain. Over time, the brain tumor has
become a significant cause of disabilities and deaths
worldwide [2, 3]. Brain tumor location and its capability to
feast rapidly make treatment with radiations or surgery alike
fighting an opponent hiding amongst caves and minefields.
Inappropriately, many safer and easier ways to eliminate a
small tumor than a large one are available [4]. About 60% of
glioblastomas start as lower small tumors and, over time,
become giant tumors.

According to the United States (US), National Cancer
Institute estimated new brain tumor cases in the year 2022
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are 25,050 (14,170 men and 10,880 women), and estimated
deaths caused by brain tumors will be 18,280 [5]. It is also
expected that 4,170 children (less than 15 years) will also be
affected by a brain tumor. Worldwide, an estimated 308,102
primary brain or spinal cord tumor cases will be reported in
2020. Figure 1 shows the rate of new cases and death rate due
to brain tumors in the US.

Figure 2 shows the overall age groupwise number of
cases. As it shows, brain tumor cases are high in people aged
60-75. These are moderate in people aged 45-60 and 75-80.
Moreover, these are minor in people under 45 and major in
people above 80.

In medical science, technology helps scientists examine
diseases on a cellular level. It provides antibodies against
them in the early stage, which will help to save thousands of
lives all-round the globe. Early detection of a brain tumor
may help to reduce the casualty rate of brain tumor patients.
The brain tumor manual diagnostic procedure is done with
the help of domain specialists, which is an extraordinary
time taking task. The detection accuracy is highly dependent
on the expertise of the domain specialist. Artificial intelli-
gence has brought a revolution in the medical diagnostic
domain, improving efficiency and accuracy. The use of ML-
based techniques for brain tumor detection may help to
speed up the diagnosis process and reduce the death rate.
There are some valuable ML-based techniques in the liter-
ature for brain tumor detection, but there is room to im-
prove the overall accuracy of these techniques.

This paper presents a brain tumor detection technique in
which Adaptive Back Propagation Neural Network
(ABPNN) and Support Vector Machine (SVM) algorithms
are used along with fuzzy logic. The fuzzy logic is used to fuse
the result of ABPNN and SVM, which may help to reduce
the false diagnosis. The dataset used in this work to develop
the technique is taken from the Kaggle website [7]. It
contains Computed tomography (CT) scan details of 3762
patients. It comprises 17 input parameters and one output
parameter [7]. The experimental results show that the overall
accuracy of the proposed technique is 98.79% and 97.81% for
the training and the testing phases, respectively.

The rest of the article is organized as follows. Section 2
presents the literature review in which different method-
ologies and results are discussed. In Section 3, the proposed
methodology is explained. Section 4 describes the experi-
mental results and comparative analysis. Lastly, the paper is
concluded in Section 5.

2. Literature Review

Digital image processing and computer vision are playing a
vital role in many applications such as remote sensing,
autonomous driving, medical image analysis, pose detection,
security-based applications, and automated disease detec-
tion [8-12]. Recent focus of computer vision community is
the use of deep-learning model [13-15] that are computa-
tionally expensive. However, at the same time, the research
community is still widely presenting machine learning
(ML)-based solutions [16-18].
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In the literature, several attempts have been made to
diagnose brain tumors using various ML techniques. Babu
et al. [19] have presented a fusion-based brain tumor seg-
mentation technique in which a convolutional neural net-
work (CNN) is used for the fusion of Chan-Vese and level set
segmentation methods. They also performed a comparative
analysis of fusion-based and clustered-based segmentation
techniques to identify the tumor. They claimed that CNN
fusion-based segmentation outperforms the clustered-based
segmentation technique in terms of segmentation error and
minimal loss of information. Abbas et al. [20] have explained
Local Independent Projection-based Classification (LIPC)
for tumor segmentation using Principal Component
Analysis (PCA). Image enhancement and noise removal are
done using image preprocessing. To achieve an enhanced
and efficient classification score, different textural features
are considered and condensed using PCA. The segmentation
results demonstrated a 0.95 Dice Score (DS) and 0.72
precision.

Rajan & Sundar [21] have proposed a hybrid-energy-
efficient technique for automatic brain tumor segmentation
and detection. They used Support Vector Machine (SVM)
for brain tumor detection and K-means clustering with
Fuzzy C-Means and active contours to perform brain tumor
segmentation. They have attained an accuracy of 97.73%.
The main limitation of their model is its high computational
time because of the numerous techniques involved. Ullah
et al. [22] have proposed a brain MRI image classification
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technique that classifies images into abnormal and normal
classes. After performing several preprocessing steps, they
used Discrete Wavelet Transform (DWT) for feature ex-
traction. Finally, they used an advanced Deep Neural Net-
work (DNN) to classify whether the brain MRI image is
normal or abnormal. They have achieved 95.8% accuracy.
Josephine & Murugan [23] have proposed a method for
detecting brain cancer utilizing Artificial Neural networks
(ANN). They used Gabor features, Gray Level Co-occur-
rence Matrix (GLCM), and associated texture feature for
brain tumor detection. They achieved 96% accuracy on a
dataset of 30 MRI images. Ahmmed et al. [24] have proposed
a technique for a brain tumor and its stages classification
based on SVM and ANN. They used Temper-based K-means
and modified Fuzzy C-means (TKFCM) clustering algo-
rithm for segmentation of MRI images. Region property-
based features and first-order statistics are extracted from
segmented images. The first-order statistic is used to detect
tumors from MRI images with the help of SVM. The con-
trast, the second type of feature helps to detect the stage of
the tumor using the ANN. They have achieved an accuracy
of 97.37% with a Bit Error Rate (BER) of 0.0294.

Mehmood et al. [6] have proposed a system to assist
medical specialists that have the capabilities to perform brain
tumor detection, segmentation, and 3D visualization from
MRI images. For segmentation, they have used semiauto-
matic and adaptive threshold selection procedures. To
classify a tumor into benign and malignant, the SVM
classification model is used. Lastly, the volume marching
cube algorithm is used for 3D visualization of the brain and
tumors. They have achieved 99% accuracy. Dutta & Ban-
dyopadhyay [25] have proposed a brain tumor detection
technique using NGBoost classifier. The authors claimed an
accuracy of 98.54%. Dutta & Bandyopadhyay [26] have
proposed a technique for brain tumor detection using
AdaBoost classifier. They have attained an accuracy of
98.97%. Tahir et al. [27] have proposed a technique for brain
tumor detection. They have attained an accuracy of 87%.
Munajat & Utaminingrum [28] have presented a GLCM and
Back-Propagation Neural Network (BPNN)-based tech-
nique for brain tumor detection. They attained an accuracy
of 88.03% with an average computation time of 0.601 sec.
Ismael & Abdel-Qader [29] have presented a brain tumor
detection framework that uses statistical features along with
a neural network algorithm. To compute the statistical
features, the 2D Gabor filter and 2D DWT are used. The
authors claimed 91.9% accuracy for all types of tumors and a
specificity of 96% for Meningioma, 96.29% for Glioma, and
96.29% for Pituitary tumors.

Amin et al. [30] have developed an unsupervised clus-
tering method for the segmentation of tumors. A Fused
Feature Vector (FFV) is used which is a combination of the
Local Binary Pattern (LBP), Gabor Wavelet Features (GWE),
segmentation-based fractal texture analysis (SFTA) compo-
nents, and the histogram of oriented gradients. The classifi-
cation of tumors among three subtumoral regions is done
using Random Forest (RF) classifier. To avoid the overfitting
problem, 0.5 holdout cross-validation and five-fold meth-
odologies are applied and detected tumors with reasonable

confidence having 100% sensitivity. Ibrahim et al. [31] have
developed a neural network-based technique for brain tumor
detection through MRI images. It consists of three phases
including preprocessing, dimensionality reduction, and
classification. The experimental analysis shows that they
attained an accuracy of 96.33%. Othman & Basri [32] have
designed an automated brain tumor classification technique
using PCA and Probabilistic Neural Network (PNN). They
used PCA for dimensionality reduction and PNN for clas-
sification. The outcomes displayed that the proposed
framework accomplished 73% correctness. Najadat et al. [33]
have developed a decision tree classifier to recognize
anomalies in CT brain pictures. They have achieved an ac-
curacy of 88% on the training set and 58% on 2-fold vali-
dation. Balafar et al. [34] have presented a review of brain
tumor segmentation techniques. They covered imaging
modalities, noise reduction techniques, inhomogeneity cor-
rection, magnetic resonance imaging, and segmentation.

Although several valuable studies on brain tumor di-
agnosis and segmentation using different ML techniques
have been proposed, most of these are developed using a
limited number of images and have room for improvement
in overall performance as explained in Table 1. Therefore, an
efficient and accurate technique needs to be developed on a
large dataset for diagnosing brain tumors.

3. Proposed Method

This work uses ABPNN and SVM techniques along with
fuzzy logic to develop a brain tumor diagnosis system.
Figure 3 shows a block diagram of the proposed system. It
consists of training and validation phases. The training phase
is divided into three layers; data acquisition, preprocessing,
and application. In the data acquisition layer, the BRATS
dataset is taken from the Kaggle website [7]. It contains
Computed Tomography (CT) scan details of 3762 patients. It
comprises 17 input parameters and one output parameter
that indicates an abnormal or healthy person [7]. Table 2 lists
the attributes of the dataset.

In preprocessing layer, data normalization along with
missing value handling is performed. Noisy data is dealt with
the normalization technique. On the other hand, missing
values are resolved using the mean and moving average of
the existing values [35]. In the application training layer, two
ML algorithms, ABPNN and SVM, are trained using pre-
processed data.

The output of ABPNN and SVM is given to the evaluation
layer, where miss rate, accuracy, and Mean-Squared Error (MSE)
are investigated. Then, an evaluation is done to find whether the
Learning Criteria (LC) are met. If LC is met, it passes that data
into the cloud. Otherwise, it must be retrained [36].

The next step is to apply fuzzy logic to fuse the results of
both techniques to improve the overall performance of the
proposed technique. For testing purposes, the extracted
attributes from CT scan images of the patient are fed to the
fusion-based trained model that predicts whether the patient
has a brain tumor or not. When LC is satisfied, the fusion-
based trained model is stored on a central server [37].
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TaBLE 2: Input and output variables of the proposed DBFEFL
system model.

Sr. No Input/output variable name
Inp-1 Mean

Inp-2 Variance
Inp-3 Standard deviation
Inp-4 Skewness
Inp-5 Kurtosis
Inp-6 Contrast
Inp-7 Energy

Inp-8 (ASM)

Inp-9 Entropy
Inp-10 Homogeneity
Inp-11 Dissimilarity
Inp-12 Correlation
Inp-13 Coarseness
Inp-14 (PSNR)
Inp-15 (SSIM) Index
Inp-16 (MSE)
Inp-17 (DC)
Outp-1 Target (0/1)

3.1. ABPNN. ABPNN consists of the input, output, hidden
layers, and the arrangement made from the back-propa-
gation of error and feedforward propagation [38]. In

forward propagation, data is composed of the input layer
towards the hidden layer, eventually transferred to the
output layer. The output layer is then directed in reverse to
the procedure of back-propagation error if it is not accepted.
Inconsistent weight figures are balanced to limit error and
moved towards feedforward [39].

Within the examination of the tumor, the input, output,
and hidden layers are being utilized in ABPNN engineering
with the feedforward algorithm using bit per data rate and
conjunction [40]. In the current algorithm, distinct steps are
associated. In the hidden layer, each neuron has an insti-
gation work, e.g., f (x) = Sigmoid(x). Input capacity for the
sigmoid function is presented in equation (1), and the
sigmoid function in the hidden layer of the proposed system
is composed as presented in equation(2).

net ; = Z(yij * INPi) + ;. (1)
=1
Outp. =
Pi= e (2)

wherej=1,2,3...,n



The input parameter is taken from the output layer, as
shown as follows:

€ =P+ 2(6jk*0utpj> . (3)

The activation function of the output layer, as shown as
follows:

Outpk = oy

l1+e (4)
wherel =1,2,3...,r
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The per output neuron error is calculated with the help of
the squared-error function and the sum of each of these to
find the total error in (5)

1

pP= EZ(ek_

k

Out p,, )2. (5)

where the desired output is represented by ¢, and calculated
output as Outp,. In (6), the output layer with the rate of
weight change is written as

dp
AW ,
“ow
. (6)
p
NS =—-€——
LT
0 00ut 0€;,
A(Sj,k = —c€ P * u pk
00utpy 0€; " 90 ! e (7)
AJ; = € (g — Outpy) * Outpy (1 - Outpy) * Outp),
A6j,k = € kautpj,
& = (& - Ou'fpk) + Outpy (1 - Outpy),
0Outp;  Onet;
A!,llj o Z aOutpk N a€k " u P] N ne ],
80utp X o€, dOutp; Onet; Opij
oOutp; Onet;
Ap;; = —€ Z aOutpk * o6, * TP * - )
aOutp X o€, dOutp; Onet; O
o0Outp;  Onet;
Ay;j = —¢€ Z aOutpk * % * b2 * e /)
aOutpk 0€, dOutp; Onet; o ®)
8
Ap;; = —€ Z(sk Outpy) * Outpy (1 — Outpy) * §; | * Outpy (1 — Outpy) * INP;,

sy = [ (e~ 0utp) Ot (1~ utpy)

L k&

Z (& — Outpy) * Outpy (1 — Outpy) * 6]-),C

+ Outp; (1 - Outpy) * INP;,

+ Outp; (1 - Outpy) * INP;,

£ =-€c| Y &0 |*Outp;(1-Outp;) «INP,

The value of changed weight will be calculated by
switching the values in (7) as intimated in (8), where, Outp

Ap;; = € §INP;, 9)

where

3 :{Z 3 (Sj,k} « Outp;(1 - Outp;). (10)

k

The hidden and output layers are shown in (11),
updating the bias and weight between them.

O (t+1) =0, () + +AAG . (11)

The updating values of bias and weight among the input
layer and the hidden layer are exhibited as follows:

pij (E+1) = py; (1) + +AAw;5. (12)
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The learning rate of the brain tumor system model is
represented by “A.”

3.2.SVM. SVM is defined as a supervised ML algorithm that
can either be used for regression or classification. Though, it
is more commonly used in classification problems. Each data
item is plotted in N-dimensional space (N represents total
features) per feature’s amount of a specific coordinate in the
SVM algorithm [41, 42].

As the line equation is

X, =ay; +b, (13)

« _»

where “a” is the line slope and “b” is the intercept of the line.

ay, —x, +b=0. (14)

Let suppose X = (y»x,) & @ = a — 1. Now the beyond
equation could be narrated as

wx+b=0. (15)

The following equation is the resultant of 2-dimensional
vectors. Equation (13) is also referred to as a hyperlane
equation. The vector’s direction X = (), x,) is symbolized as
w.

s U

’ 16
el i (16)
where
el = 2 + 2 + 22 4ok (17)
As we discern,
cos(2) =
(18)
)
cos(p) = —=.
ST
Equation (16) can be inscribed as
w = (cos(32), cos(p))
o o (19)
W - X =lalllxllcos (D).
As 2= 9- p, then
cos () = cos(9) — cos(p)
: (20)
cos (1) = cos(9)cos (p) — sin (I)sin (p).
cos () can also be written as
w; X w, X
cos(Q)=—L L4 2 72 21
ol Tl * Tl T (21
By simplifying the above equation
WX + Wy X
COS(:) — Z17 T a2 22
ol (22)
Put the value of cos(2) is (19)
WX + WX
@ X =lllx] 2 (23)

leollllx]

As the above equation explains the 2-dimensional vec-
tors, for the n-dimensional vector, it can be written as shown
in the following equation:

M=

= /) WiX;
-1 (24)

wherei=1,2, ...,n.

The above equation is used to validate the correctly
classifying the data

D=y (wx + b). (25)

“d” is called the functional margin of the dataset and is
written as

d = min D, (26)

The hyperplane is selected as favorable, which has the
largest value, where d is called the geometric margin of the
dataset and we find out the optimal hyperplane in this ar-
ticle. To find out the optimal hyperplane, use the Lagrangian
function, i.e., [43].

y(wbp)——a) w— Zp,[y (wx+b)-1],
i=1

(27)

V,y(w,b,p) = w- Zp,y,x = 0.

i=1

Vyy(w,b,p) ==Y p;y; =0

i1
(28)

Obtaining from (27) and (28), we can write equation
18).

m m
w= ) pyxand ) p;y; = 0. (29)
i=1 i=1
By substituting the Lagrangian function Y

m

1 m m
w(p,b) = ZP;‘ -3 Z Zpipjyiijixj' (30)

i=1 i1 j=

—_

Thus, the above equation can also be defined in equation
(19).

m

m m
max Y pi =Y .Y pipiYiy K (31)

i=1 i=1 j=1

Nl'—‘
-

where i=1, 2,3, ..., m.

Because of inequalities in constraints, the “L” multiplier
method is spread to the Karush-Kuhn-Tucker (KKT)
conditions. KKT complementary condition states that

pilyi(w;-x* +b)—1] = 0. (32)



In the above equation, x* is the optimal point and 6 is the
positive value, and for other points, its values are nearly
equal to zero. So, we can write as in equation (20)

yi(w;-x"+b)—1=0. (33)

These are the closest points to the hyperplane, also
known as support vectors. According to (33),

w— Zpiyixi =0. (34)

i=1

It can also be written as

w= Z;,Piyixr (35)
Equation (35) gets when we compute the value of b
¥i((w; - x* +b)-1) =0. (36)
Multiply both sides with y;
¥ ((w; - x* +b) = 1) = 0. (37)
As we know y2/i. is equal to 1
b=y, —w-x", (38)
138
bzg ;(yi—a).x). (39)

In equation (39), S is the number of support vectors, and
on the hyperplane, we make the predictions.
The hypothesis function is described in (40)

U H(w) {+1 ifwx+b>0, (40)
— w;) =
VM ' —lifw.x +b<0.

Class +1 will be categorized as an above point in the
hyperplane, whereas —1 will be below the hyperplane
(congestion not found). So, fundamentally, the main ob-
jective of the SVM algorithm is to calculate a hyperplane. It
will distinguish the data correctly, and an optimal hyper-
plane is considered the best [1].

3.3. Decision-Based Fusion Empowered by Fuzzy Logic
(DBFEFL). Fusion of data and information can be con-
sidered into three levels of abstraction: feature fusion,
classifier fusion (also classified as decision-based fusion),
and data fusion [44]. Decision fusion is considered a form
of data fusion that combines the decisions of multiple
classifiers into a mutual decision. It furthermore provides
the benefit of recompensing for the insufficiencies of the
specific sensor by using one or more than one added
sensor [45].

The proposed DBFEFL is all about capability, intelli-
gence, and logic. Fuzzy logic tries to handle problems with
an imprecise and open set of data, sorting its chances of
getting a flawless result [46]. The proposed DBFEFL for
brain tumor diagnosis can be mathematically written as

Mathematical Problems in Engineering

Hagpnn N psym (ABPNN,SVM)

; (41)
= min [y ppyy (ABPNN), gy (SVM)]

According to output parameters, ABPNN’s possible
outcomes can be 0 or 1. Similarly, SVM’s possible outcomes
can either be 0 or 1. So, according to fuzzy logic, we have four
fuzzy rules.

R, =If ABPNN outcome is 1 and SVM outcome is 1, a
brain tumor is detected.

R, =If ABPNN outcome is 0 and SVM outcome is 0,
brain tumor is not detected.

R; =If ABPNN outcome is 1 and SVM outcome is 0, a
brain tumor is detected.

R, =If ABPNN outcome is 0 and SVM outcome is 1, a
brain tumor is detected.

These rules are shown in the lookup diagram in Figure 4.

Figure 5 describes the surface viewer of the rules, that if
ABPNN and SVM are from 0 to 40, the fuzzy decision is 0,
which means a brain tumor is not detected. When the value
is increased from 40 to 60, fuzzy is between 0-1, which means
it can be a tumor. But when the value is greater than 60, the
fuzzy decision is 1, which means a brain tumor is detected
[47].

Membership function:

1 0<d<40,
Detection = D _
(tpo () =1 80-d 4 <d<eo,
:uD,No 20
(up ()
0 40<d,
0 d <40,
Detection = D _
(U yes () = 1 490 yo<d<en,
MD,yes 20
(P‘D (d))
1 60<d<100.
(42)
4. Experimental Analysis

The proposed system is developed using MATLAB 2017. For
experimental analysis, the dataset is divided into training
and testing phases. 2634 samples are used for training, which
is 70% of the data sample. 1128 samples are used for testing,
i.e., 30% of the data samples [47, 48]. To evaluate the
proposed system, several performance measure metrics are
used that are computed with the help of equations (27) to
(36) [49].

(0,/Ty) + (Oy/T,)

Miss rate = To+T, , (43)
O,/T O,/T
Accuracy = (9 7?3 :;1 ! 1), (44)
O,,/T
Positive prediction value = ( w0/T1) (45)

(O/T,) + (O,/T,)
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ABPNN =26.1 SVM =27.7
Fuzzy-Decision = 27.3
|
0 100 0 100
FIGURE 4: Fuzzy rules lookup diagram.
O,/Ty)
Negative prediction value = (Ou/Ty , (46
§ g (0o/T,) + (04/T) o g
Z 60
O,/Ty) 2
Specifcity = (Ou/Ty , 47 g w0
pecifeity =5ty + (0gTy ) 5w
Sensitivity = (O/T)) (48)
(O1/To) + (Oy/T,) 2,
Z
False_positive_ratio = 1 — specificity, (49) 0 100
0 40
.. . . 0 20 ABPNN
False_positive_ratio = 1 — Sensitivity, (50)
FIGURE 5: Fuzzy rules surface viewer.
Sensitivit
Likelihood_ratio_positive = ﬁ, (51)
- speaiaty TaBLE 3: Input parameters for ABPNN.
1 — Sensitivit Hyper-parameters Value
Likelihood_ratio_negative = 7}’ (52) YP ; P : :
specifcity Algorithm Scaled conjugate gradient
Hidden layers 22
The input parameters for the ABPNN and SVM algo- f/FOChS 1;
rithms are listed in Tables 3 and 4, respectively [50-52]. Crf;?:;ﬁg;tion 35
Tables 5 and 6 show the confusion matrix of ABPNN during
the training and testing phase, respectively.
Tables 7 and 8 show the confusion matrix of SVM during TaBLE 4: Input parameters for SVM.
the training and testing Rhase, respectively. Tables 9 aI'ld' 10 Hyper-parameters Value
show the confusion matrix of DBFEFL during the training .
. . Cross validation 5
and testing phase, respectively.
. . Penalty LO, L1
Table 11 lists the experimental results of the proposed Loss Hinge
brain tumor detection system at each stage in terms of Kernel Linear

several performance evaluation metrics [53]. During the
testing phase, there is a 97.81% accuracy and a 2.19% miss
rate. For the ABPNN model, the accuracy is 98.67% and the
miss rate is 1.33% in the training phase. The accuracy and
miss rates are 96.72% and 3.28% in the testing phase, re-
spectively. In the SVM model, attained accuracy is 98.48%

and the miss rate is 1.52% in the training phase. On the other
hand, 97.70% accuracy and 2.3% miss rate are achieved in
the testing phase. It can be seen that DBFEFL has an ac-
curacy of 98.79% and a miss rate of 1.21% in the training
phase.
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TaBLE 5: Confusion matrix of ABPNN (training phase).
N=2634 (no. of samples) Result (output) (O, 0;)
Expected output (T, T,) 0, (0) O, (1)
Input T, = 1682 (0) 1672 10
T, =952 (1) 25 927
TaBLE 6: Confusion matrix of ABPNN (testing phase).
N=1128 (no. of samples) Result (output) (O, 0;)
Expected output (T, T,) 0, (0) O, (1)
Input T, = 397 (0) 393 4
T, =731 (1) 33 698
TaBLE 7: Confusion matrix of SVM (training phase).
N=2634 (no of samples) Result (output) (O, 0,)
Expected output (T, T,) 0, (0) O, (1)
Input T, = 1682 (0) 1675 7
T, =952 (1) 33 919
TaBLE 8: Confusion matrix of SVM (testing phase).
N=1128 (no of samples) Result (output) (O, 0,)
Expected output (T, T,) 0, (0) O, (1)
Input T, =397 (0) 389 8
T, =731 (1) 18 713
TaBLE 9: Confusion matrix of DBFEFL (training phase).
N=2634 (no of samples) Result (output) (Oy,0,)
Expected output (T, T,) O, (0) O, (1)
Input T, = 1682 (0) 1675 7
T, =952 (1) 25 927
TaBLE 10: Confusion matrix of DBFEFL (testing phase).
N=1128 (no of samples) Result (output) (Oy,0,)
Expected output (T, T,) O, (0) O, (1)
Input T, = 397 (0) 390 7
T, =731 (1) 19 712
TaBLE 11: Experimental results of the proposed system.
Measures ABPNN (training) ABPNN (testing) SVM (training) SVM (testing) DBFEFL (training) DBFEFL (testing)
Accuracy 98.67% 96.72% 98.48% 97.70% 98.79% 97.81%
Miss rate 1.33% 3.28% 1.52% 2.3% 1.21% 2.19%
Sensitivity 98.93% 99.43% 99.24% 98.89% 99.25% 99.03%
Specificity 98.53% 92.25% 98.07% 95.52% 98.53% 95.35%
Precision 97.37% 95.49% 96.54% 97.54% 97.37% 97.4%
Negative predictive value 99.41% 98.99% 99.58% 97.89% 99.58% 98.24%
False positive rate 1.47 7.75 1.93 4.42 1.47 4.65
False negative rate 1.07 0.57 0.76 1.11 0.75 0.97

Table 12 shows a comparative analysis of the proposed
system with existing methods using the same dataset taken
from the Kaggle website [7]. The experimental results
revealed that the proposed method DBFEFL has achieved
the highest accuracy with better performance using the latest

dataset with the maximum number of samples. The accuracy
of the proposed method DBFEFL is 97.81% with the latest
dataset of 3762 samples. Whereas the maximum accuracy
attained using the Cross-Validated NGBoost Classifier [25]
is 98.54%, they use 1644 images. Similarly, the maximum
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TaBLE 12: Comparative analysis between the proposed and existing methods.

Author

Technique BRATS dataset

Proposed

DBFEFL (97.81%)

3672 images

Cross-validated NGBoost classifier (98.54%)
Gradient boost (97.37%)

Dutta & Bandyopadhyay [25]

AdaBoost (98.18%)

1644 images

Random forest (97.98%)

Extra trees (94.13%)

Cross-validated AdaBoost classifier (98.97%)

Dutta & Bandyopadhyay [26]

Gradient boost (90.69%)
Random forest (98.18%)
Extra trees (94.33%)

1644 images

Munajat & Utaminingrum [28]

BPNN (87.01%)

3762 images

accuracy attained by using the Cross-Validated AdaBoost
Classifier [26] is 98.97%, but similarly, they are using 1644
images. The accuracy using BPNN [28] is 87.01% using the
same number of samples.

5. Conclusion

Early detection of brain tumors helps to decrease the ca-
sualty rate of brain tumor patients. The brain tumor manual
diagnostic procedure is done with the help of domain
specialists, which is an extraordinary time taking task. To
automate this process, this paper presented a system for
brain tumor detection that exploited ABPNN, SVM, and
fuzzy logic to achieve the desired results. The outcomes of
ABPNN and SVM are fused using fuzzy logic to increase the
system’s overall accuracy. The experimental results showed
an accuracy of 98.30% and a miss rate of 1.7%. This research
will be helpful in the medical science field. It can be deployed
in OPD for brain tumor detection. It can be transformed into
an interactive app that will take CT-scan images as an input
parameter and categorize the patient as infected or normal.
It may be helpful for doctors as an assistant hand for them
that may strengthen their opinion regarding the diagnosis of
the brain tumor patient.
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The data used to support the study’s findings are available
from the corresponding author upon request.
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Coronavirus disease 2019 (COVID-19) has a significant impact on human life. The novel pandemic forced humans to change their
lifestyles. Scientists have broken through the vaccine in many countries, but the face mask is the only protection for public
interaction. In this study, deep neural networks (DNN) have been employed to determine the persons wearing masks correctly.
The faster region-based convolutional neural networks (RCNN) model has been used to train the data using graphics processing
unit (GPU) device. To achieve our goals, we used a multiphase detection model: first, to label the face mask, and second to detect
the edge and compute edge projection for the chosen face region within the face mask. The current findings revealed that faster
RCNN was efficient and precise, giving 97% accuracy. The overall loss after 200,000 epochs is 0.0503, with a trend to decrease.
While the loss is falling, we are getting more accurate results. As a result, the faster RCNN technique effectively identifies whether a
person is wearing face masks or not, and the training period was decreased with better accuracy. In the future, Deep Neural
Network (DNN) might be used first to train the data and then compress the dimensions of the input to run it on low-powered
devices, resulting in a lower computational cost. Our proposed system can achieve high face detection accuracy and coarsely
obtain face posture estimation based on the specified rule. The faster RCNN learning algorithm returns high precision, and the
model’s lower computational cost is achieved on GPU. We use the “label-image” application to label the photographs extracted

from the dataset and apply Inception V2 of faster RCNN for face mask detection and classification.

1. Introduction

COVID-19, a novel pandemic, posed a severe human
pandemic threat to the entire world. This pandemic started
in China at the end 0of 2019 and is probably one of the world’s
most significant health challenges this century. By January
2022, over 300 million confirmed COVID-19 cases were
recorded, with almost 5.47 million deaths worldwide. Some
countries’ scientists enabled breaking through the vaccine in
time. The research is ongoing by thousands of scientists
worldwide to better understand how new virus mutations
and variants like alpha, beta, gamma, delta, and omicron
affect the effectiveness of the different COVID-19 vaccines.
The COVID-19 pandemic has altered people’s entire life-
styles. The patient has an acute lung infection for which there
is currently no high-performance vaccine or treatment.

Deaths are rapidly increasing, putting strain on each nation’s
healthcare systems [1].

Face masks have become an essential part of human life,
and the only protection is the use of face masks while
interacting with public people. In this challenging pandemic
condition, numerous countries have mandated that citizens
wear face masks when visiting any intense public spot like
shopping malls taking a meal. The customer care service
provider provides services to only those customers who wear
a face mask correctly. The World Health Organization
(WHO) has released recommendations and guidelines for
the general public and healthcare professionals who use face
masks. Face masks, according to medical officers, give
sufficient protection against respiratory diseases. Nurses and
doctors widely used face masks as the central part of droplet
safety measures and precautions. Some argue that wearing a
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face mask will not protect you from COVID-19 infection.
However, there is a significant distinction between absence
and the absence of evidence [2].

We presented an accurate and efficient face mask de-
tector algorithm in the present study. Our main task is to
check whether or not people wear masks and stay away from
public places using the proposed algorithm. It is a classifi-
cation or object detection problem of two different classes
wearing masks and not proper masks. There are several
methods to detect objects, but we chose to utilize faster
RCNN because of its fast, simple, accurate, and precise
algorithm. We need to develop a system that could detect
faces in this real world and recognize whether or not the
detected faces have masks.

The paper is organized in the following fashion: Section 2
presents the literature review, and Section 3 represents the
method’s description. Section 4 is spare for the results we
achieve in the present study, and the conclusion is given in
Section 5.

2. Literature Review

Presently, the issue is connected to the general recognition of
objects using deep learning and the detection of object
classes [3]. A few researchers have been found to detect facial
masks based on image analysis in the literature. Detection of
the face or mask is one of the classes or groups of objects [4].
Detectors depend on deep learning structures rather than
handcrafted features and have, in recent years, had out-
standing performance due to their exceptional extraction
robustness and capability. Face and object detection ap-
plications are utilized in education surveillance, autonomous
driving, and several other fields [5, 6]. A surveillance
camera’s image processing technology could detect a per-
son’s face when not wearing a face mask.

Schneiderman and Kanade [7] proposed face scanners
with characteristics shaped by a series of feature vectors
trained using a view-based approach. The structure has been
disclosed to enhance profile face detection accuracy. A
detailed collection of features, similar to Haar, was projected,
with rectangular features rotated to 45 degrees by Lienhart
and Maydt [8]. He added another wing with Haar-like el-
ements and a flexible span spatially separated the rectangles.
Two separate neural networks were used to detect faces
within plane rotations, as suggested by Torralba et al. [9].
Hotta [10] showed a support vector machine (SVM) method,
local kernel-based, for face recognition, which was superior
to global kernel-based SVM in recognizing impeded frontal
faces. Felzenszwalb and Huttenlocher [11] presented a de-
formable design incorporating several object components, as
Fischler and Elschlager’s visual structure illustration indi-
cated. Lin and Liu [12] proposed that the multiview face
identifier be learned as a single tumble classifier. They built
MBH Boost, a multiclass boost-up algorithm, distributing
features into several classes.

Goldmann et al. [13] used the qualified detector divided
into subclassifiers connected to several predefined image
regions. The inputs of subclassifiers were fused, resulting in
an updated Viola-Jones detection algorithm. Yang et al. [14]
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used the first few cascade levels, including all face markers, to
estimate the pose for expediency in multiview face recog-
nition, where all the face identifiers modified to different
visions have to be measured for each scan window; they used
the first few cascade levels along with all face identifiers to
approximate the pose for expediency. A quick bounding box
estimation method for face recognition proposed by Sub-
buraman predicts the bounding box using a small patch-
based local search [15]. Mesphil et al. [16] proposed con-
volutional networks. These were neural networks with at
least one layer that uses convolution instead of general
matrix multiplication. Zhu and Ramanan [17] presented an
idea to use the deformable parts-based template to detect a
face jointly, measure an estimated pose, and then localize a
face sign in the wild, which was later improved to coalesce
the landmark approximation and image recognition tasks in
a shared supervised way to enhance face recognition through
unique landmark detections.

Yang et al. [18] explored channel features to recognize
faces that perform well. Despite the ease of using these
techniques for unregulated face recognition, the accuracy
rate is still inadequate, particularly when the identifier must
account for minor false alarms. Girshick et al. [19] proposed
awork of inspiration RCNN, a convolutional neural network
that performs a selective search to identify candidate regions
containing items. The system aims to identify healthcare
workers losing their surgical masks in the operating room.
Ren et al. [20] have developed a real-time face recognition
and monitoring technique.

Farfade et al. [21] have developed a deep learning-based
face detection technique known as deep dense face recog-
nition technology. The method does not require any clari-
fication of landmarks or poses, and it can detect faces in a
wide variety of orientations with only one model. Zhu and
Ramanan [22] gave a method for dealing with occlusions
and arbitrary pose changes in direct face detection. There is a
new factor called normalized pixel difference. Machine
learning approaches were used to create a deep transfer,
hybrid direct instruction for face mask identification by
Redmon and Farhadi [23]. Dong et al. [24] have proposed a
deep cascaded region detection that investigates its
bounding box decrease, a localization method, to achieve
image recognition of potential countenances.

Sun et al. [25] enhanced the quicker RCNN technique via
profoundly learning face detection algorithms. They utilized
numerous strategies, including a pretraining model, mul-
tiband training, passive extraction, accurate calibration of
primary parameters, and job grouping. Zhao et al. [3]
proposed the surgical mask presence or absence monitoring
device in the operating room. In the linguistic image seg-
mentation for facial mask detection, gradient descent is used
for preparation, while multiple linear regression cross-en-
tropy is used for neural networks. Ejaz et al. [26] built a new
method for detecting the existence of a face mask. They
classified three different types of face mask usage: proper
face mask-wearing, wrong face mask-wearing, and no mask.

The two most well-known classes, two-stage human
detectors, and single-stage human detectors were recently
used [27]. Fan and Jiang [28] suggested the inception
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network that helps to find out which kernel combination is
the best. The Residual Network (ResNet) trains even deeper
neural networks to learn an identity function from the
preceding stage.

Most recently, the RetinaFaceMask one-stage detector
approach has been studied by Fan and Jiang [28]. They fused
high-level semantic fusion using multiple feature maps like
Feature Pyramid Network (FPN). The proposed algorithm
rejects the low confidence predictions and the high inter-
section of the union.

The deep learning-based approaches have an inherently
high degree of accuracy as compared to the other machine
learning-based techniques, especially for classification and
clustering. The multilayer structure in the network helps to
process different tasks at different layers exclusively.

3. Description of the Method

3.1. Deep Neural Network Algorithm. DNN algorithm moves
data through a sequence of “layers” of neural network
models, with each layer passing a simplified summary of the
data to the next layer. Several computer vision algorithms
work well on datasets with a few hundred features or col-
umns. An unstructured dataset, such as one extracted from
an image, on the other hand, contains so many features that
this method becomes inefficient or impossible. Traditional
machine learning algorithms cannot handle 2.4 million parts
in a single 800 x 1000 pixel RGB color image.

As the image passes through each neural network layer,
DNN algorithms learn more about it. Initial layers learn how
to detect low-level features such as edges, and later layers
incorporate these features into a more comprehensive
representation. For instance, a middle layer would detect
edges to detect parts of an object in an image, such as a leg or
a branch, while a deep layer might identify the entire object,
such as a dog or a tree. You gather data from observations
and integrate it into a single layer. The layer produces an
output, which becomes the input for the following layer, and
so on. This loops until the final output signal is received [29].

3.2. Types of Algorithms. There are several different types of
feature extraction algorithms, which can be classified into
two categories.

3.2.1. Algorithms That Rely on Classification. The regions of
interest are chosen in the first stage. After that, convolutional
neural networks (CNN) are used to categorize specific areas.
Since prediction must be run for each selected field, this
solution may be prolonged. This group includes algorithms
such as the fast RCNN and faster RCNN which are enhanced
variants of the region-based Convolutional Neural Network
(RCNN) [30].

3.2.2. Algorithms That Rely on Regression. In contrast to the
previous approach, algorithms in this category predict the
class probability and define the bounding boxes surrounding
the object of interest in a single run from the entire image

point of view. This group includes algorithms like You Just
Look Once (YOLO) and Single Shot Multibox Detector
(SSD) [30]. Deep learning and computer vision are used in
various applications such as objection detection, medical
image analysis, and action recognition [31, 32]. Recent re-
search is focused on the use of mid-level features and deep
learning models to build robust decision support systems
and IoT applications [33-35].

3.3. Faster RCNN. In object classification and recognition, a
deep learning technique known as area of interest polling is
gaining much attention. Detecting objects from an image
scene containing several things is one example. The goal is to
extract fixed-size feature maps using maximum pooling on
the entire picture as reflected in Figure 1. The object de-
tection technique used by faster RCNN is divided into three
stages.

3.3.1. Region Proposal Network. Finding the spaces in the
given input image where there is a possibility of finding an
object is straightforward. The position of an entity in an
image can be determined. The area where there is a possi-
bility of finding an object is surrounded by the Region of
Interest (ROI).

3.3.2. Classification. The next step is to assign corresponding
classes to the regions of interest defined in the previous
actions. Here, the CNN approach is used (Figure 2). The
proposed approach includes a detailed process for identi-
fying all spaces of object location in an image. If no regions
are placed in the first stage of the algorithm, there is no need
to move on to the second step. In 2015, Girschik [36]
proposed the Region Proposal Network (RPN) and ROI
pooling as a DLA-based object detection solution. ROI can
achieve speed and usability for both training and research
performance. The ROI layers take a feature map as input,
which is the output of a convolution neural network with
multiple convolution layers and max-pooling layers.

An Nx N matrix is generated by dividing the function
map space into regions of interest. The ROI is denoted by the
letter N. The first column represents the image’s index. In
contrast, the second column, which ranges from the upper
left-most coordinate to the bottom-most coordinate, rep-
resents the ROI coordinates. Region Proposal refers to the
determined area of interest space. The system divides the
area proposal’s entire room into equal-sized partitions. The
number of sections in which the whole area proposal is
divided must equal the output dimension. The maximum
value of each divided subregion is estimated. The maximum
values are copied to the output buffer.

In RPN, the image is first fed into the convolution neural
network. The input image is passed through a series of
convolution layers before being sent to the final layer, which
creates feature maps. Every portion of the function maps
includes a sliding window. The mask size for a sliding
window mask is typical. The anchors for each sliding
window are created. Let it be the exact center for these
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anchors (x, ¢, y, ¢). However, the aspect ratios and scaling
factors of the anchors produced will differ.

In addition, a value g is determined for each of these
anchors, representing the likelihood of the anchors over-
lapping the region’s boundary surrounding the objects. A
region boundary with loc coordinates is the regressor’s
production. The classification shows whether the area
contains an object or not by a probability of 0 or 1.
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Finally, the size 3 x 3 final features are extracted and fed
into the networks for regression and classification.
Follow these steps to build your object detection classifier.

3.4. Inception V2 of Faster RCNN. For object detection, the
faster RCNN network is a single, centralized system. It
employs the area proposal network (RPN) module. It directs
the unified network’s quest. On the other hand, inception
comprises a 22-layer inception module with no ultimately
linked layers. The main advantage of this model is that it
allows better use of the computational resources available on
the network. The inception module functions as a network
within a network, piling modules on top of one another. It
has 5 million parameters, which is a factor of 12 less than
AlexNet. The combination of faster RCNN and inception V2
is computationally expensive, but the results in object de-
tection are more reliable [37].

3.4.1. Compute Unified Device Architecture (CUDA).
CUDA is an NVidia technology that can perform a variety of
challenging computations on the GPU. Every thread in
CUDA uses kernels executed n times, and a unique number
marks each line. CUDA’s architecture comprises grids that
are subdivided into smaller units called blocks. Each block is
assigned to a multiprocessor by the hardware, which has a
group of multiprocessors. Finally, threads make up blocks.
These tiniest units can be synchronized together in a single
block [38].

In general, the CUDA program begins with computer
memory allocation while data on the host is being prepared.
The data is then moved from the host to the computer. Since
copying data from the host to the computer and the device
takes time, it is essential to restrict the amount of data sent.
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It is possible to launch kernels after the data on the
system has been prepared. The results are copied back to the
host after the calculation is completed. Finally, the results
can be viewed, and the reserved memory can be freed.

The GPU implementation resembles that of a multi-
threaded CPU program. The concept remains the same. We
only copy to the system what is required, such as integral
images, qualified classifiers, and detection windows. A
CUDA kernel is run for each detection window’s size. The
program’s first version calculates the locations of detection
windows in the client framework. A set of identically sized
windows is computed. Then it is sent to the computer, where
the current window detection process will begin. Of course,
the detection window is the same size, but the thread index
determines its location. The findings are sent back to the
host, and information about new detection windows is
prepared after the last detection window in the kernel is
checked. This procedure is repeated until the scale achieves
the desired outcome. The transmission between the client
and the computer is sluggish, suggesting a minor change. A
count of detection windows and their size is computed for
the next iteration on the client-side.

This data is transmitted to the computer. Based on the
data obtained from the client and the thread index, it is now
possible to calculate the location of a current detection
window. This adjustment resulted in a 15-fold increase in
detection speed [38].

3.4.2. CUDA Deep Neural Network (CuDNN). CuDNN is a
GPU-based deep learning library created by NVIDIA.
CuDNN is used by many machines learning systems, in-
cluding Caffe, Tensor-Flow, and Chainer, to boost perfor-
mance. We assume that the program is written in C++ and
that it calls cuDNN and CUDA library functions directly in
this study. For CNN computation, cuDNN includes several
library functions. The cuDNN Convolution Forward func-
tion, for example, performs convolution, the cuDNN. Add
Tensor function introduces biases, and the cuDNN Acti-
vation Forward function triggers sheet. CuDNN parts may
only use data from GPU memory for input and output. To
use cuDNN, all data, such as feature maps and weight filters,
must first be loaded into GPU memory. Make sure CUDA
and cuDNN versions are compatible with our Tensor-Flow
edition. We should not have to worry about it because
Anaconda will install the required versions of CUDA and
cuDNN for the Tensor-Flow version you are using [39].

3.5. Dataset. There were a total of 3694 photos in the dataset.
Another choice is to save 20% of the images (730 images) in
the test folder and 80% of the images (2964 images) in the
train folder, as displayed in Table 1.

3.6. Generate Training Data. Tensor-Flow needs hundreds of
images of an object to train a successful detection classifier.
The images used in training for a robust classifier should
include random items and the target objects and several
backgrounds and lighting conditions. Some photographs

9)]

TaBLE 1: Facial dataset of people with/without wearing a mask.

Source name  Class name  Amount of data Images

Github With mask 1847 g
4

Github Without mask 1847

should have the target object partly blurred, overlapped with
something else, or just halfway visible.

After we have collected all of the images, it is time to
mark the items in each one (Figure 3). The tool “Labellmg” is
used to mark files. Each image’s label data is saved in .xml
format by labeling. These .xml files will be used to generate
TFRecords, a Tensor-Flow input. Once you have labeled and
saved each image, there will be one .xml file in the test and
train directories for each.

Now that the images have been called, it is time to
make the TFRecords that will serve as input data for the
Tensor-Flow training model. The image.xml data will be
used to create .csv files containing all the data for the train
and test images. Type the following in the Anaconda
command prompt. Train record and test record are the
two files used to train the current object detection
classifier.

The label map is class names to class ID numbers that tell
the trainer what kind of object they are dealing with. In a text
editor, create a new file named labelmap.pbtxt and save it in
the training folder. The numbers in the label map IDs must
match those in the generate tfrecord.py format.

The object detection training pipeline, last but not least,
must be set up. The training process decides the model and
parameters that will be used. This is the final step before
starting running training. The faster RCNN inception v2
pets. Config file has been improved with the addition of file
paths to the training data and an increase in the number of
classes and examples. Save the file after you have made your
changes. The training role has been developed and is ready to
begin!

3.7. Execute the Training. If all is set up correctly, Tensor-
Flow will begin the training. The initialization process will
take up to 30 seconds before the actual training begins. It will
look like this when you first start training.

The loss is recorded at each stage of training. It will begin
high and progressively decrease as training progresses. Our
faster RCNN inception V2 model training started at around
3.0 and quickly dropped below 0.8. Enable the model to train
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FIGURE 3: Labeled pictures.

for about 40,000 steps or two hours or until the loss is
consistently less than 0.05, depending on CPU and GPU.

The algorithm is similar to the RCNN algorithm. Since
you do not have to feed the convolutional neural network
2000 region proposals every time, “fast RCNN” is faster than
RCNN. Instead, the convolution operation, performed only
once per image, produces a feature map.

4. Results and Discussion

4.1. Training Results. When training is completed, Tensor-
board keeps track of this operation. Using the tool made it
possible to decide whether the model is ready for deploy-
ment or requires additional training or other modifications.
It was possible to visualize the model’s learning curve using
graphs such as total loss. For example, suppose the error rate
remains high and constant over time. Either the model’s
configuration or the data itself should be updated and
corrected, and the training should be terminated.

4.2. Tensor-Board. Through Tensor-Board, we will see how
the training has progressed. Tensor-Board is responsible for
the visualization graphs. One of the essential graphs is the
losses graph, which depicts the cumulative losses of the
trained model over time during training. For a GPU-enabled
OS, model training took three days. For our faster RCNN
inception V2 Coco API training, the loss of the neural
network (net) started at five and quickly fell below. Tensor-
board is the user interface for visualizing the graph and other

resources for debugging, optimizing, and understanding the
model. The number of epochs is represented by the x-axis,
while the y-axis represents the time. The recognition rate is
calculated in real time as part of our model training. After
200k epochs, we can see that we have achieved our desired
accuracy. The model’s accuracy was improved by data or
image augmentation.

The panel has several tabs, each corresponding to the
level of data you enter while running the model.

Scalars: During the model training, show a variety of
valuable data.

Graphs: Display the model.
Histogram: A histogram can be used to show the weights.
Distribution: Show how the weights are distributed.

Projector: Show T-SNE algorithm and Principal
Component Analysis. For dimensionality reduction,
this technique is used.

It assists in understanding the interdependencies be-
tween operations, how weights are calculated, displaying the
loss function, and much more. When you combine all of
these pieces of knowledge, you have a powerful tool for
debugging and improving the model. A vital graph is the loss
graph, which depicts the classifier’s overall loss over time.

4.3. Tensor-Board Losses Graph. While the curve continues
to get closer to zero as time goes by, it will never hit that
point because nothing is perfect or faultless. A total loss
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FIGURE 6: Localization loss.

value of less than 2.5 is generally considered reliable, but it
also indicates that the model may be improved by adjusting
parameters or having a better dataset. After 200,000 epochs,
the total loss is 0.0503. It tends to decrease. However, the
map (mean average precision) does not increase as the loss
decreases. When the number of epochs is 200,000, the map is
0.0502. The whole training process is reflected below
through key graphs acquired after training. The objectness
loss was found zero asymptotically after 120k epochs
(Figure 4). The classification loss was notably substantial
during the early phase of training but ultimately comes close
to zero asymptotically after 100k epochs (Figure 5). Simi-
larly, consistent asymptotic behavior is reflected in other
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FiGUre 7: RPN loss.
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FiGure 10: Output-I results.
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TaBLE 2: Comparison of accuracy achieved through different
approaches.

Sr. no Methodology Accuracy (%)
1 Naive Bayes 91.3
2 SVM 89.6
3 Decision tree 85.1
4 Kernel approximation method 83.5
5 Proposed approach 97

training graphs, i.e., localization loss, RPN loss, clone loss,
and total loss in Figure 6-9, respectively.

4.4. Python Shell. Open the Anaconda command prompt and
type “idle” (with virtual environment selected) followed by
ENTER to run any scripts. This will start IDLE, allowing us to
open and run some of the scripts. Image Object Detection
with Tensor-flow Classifier will open when we open the
Python Shell. After that, the run module was selected.

4.5. Output Results. In this research, faster RCNN proved to
be more efficient and precise in providing 97% accurate
results and showed that the processing time for the whole
process is less than the other traditional techniques. This
study proposed to decide which person is wearing the mask
correctly using DNN. When we train our model after
200,000 epochs, the total loss is 0.0503, which tends to
decrease. However, the mean average precision does not
increase as the loss decreases. When the number of epochs is

200,000, the mean average accuracy is 0.0502. Sample results
are shown in Figures 10 and 11.

5. Conclusion

In this article, we introduced a reliable DNN-based system for
identifying people wearing masks. Faster RCNN was employed
to train the data in this method, resulting in high accuracy. This
model is trained on a GPU to obtain a low computational cost.
To achieve our goals, we used a multiphase detection model:
First, to label the face mask, and second to detect the edge and
compute edge projection for the chosen face region within the
face mask. The current findings revealed that faster RCNN was
efficient and precise, giving 97% accuracy. The overall loss after
200,000 epochs is 0.0503, with a trend to decrease. While the
loss is decreasing, we are getting more accurate results. As a
result, the faster RCNN technique effectively identifies whether
a person is wearing face masks or not, and the training period
was decreased with better accuracy. In the future, Deep Neural
Network (DNN) might be used first to train the data and then
compress the dimensions of the input to run it on low-powered
devices, resulting in a lower computational cost. The results
achieved from the proposed approach reflect significant ac-
curacy as compared to the other commonly used approaches,
i.e., Table 2.

Data Availability
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study. Only publicly available data has been used.
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In retail management, the continuous monitoring of shelves to keep track of the availability of the products and following proper
layout are the two important factors that boost the sales and improve customer’s level of satisfaction. The studies conducted earlier
were either performing shelf monitoring or verifying planogram compliance. As both the activities are important, to tackle this
problem, we presented a deep learning and computer vision-based hybrid approach called Hyb-SMPC that deals with both
activities. The Hyb-SMPC approach consists of two modules: The first module detects fine-grained retail products using one-stage
deep learning detector. For the detection part, the comparison of three deep learning-based detectors, You Only Look Once
(YOLO V4), YOLO V5, and You Only Learn One Representation (YOLOR), is provided and the one giving the best result will be
selected. The selected detector will perform detection of different categories of SKUs and racks. The second module performs
planogram compliance; for this purpose, the company-provided layout is first converted to JavaScript Object Notation (JSON)
and then the matching is performed with the postprocessed retail images. The compliance reports will be generated at the end for
indicating the level of compliance. The approach is tested in both quantitative and qualitative manners. The quantitative analysis
demonstrates that the proposed approach achieved an accuracy up to 99% on the provided dataset of retail, whereas the qualitative
evaluation indicates increase in sales and customers’ satisfaction level.

1. Introduction

Retailing encompasses the selling of goods and services. It is
an integral part of the modern society and also acts as a
driving force by contributing significantly to the GDP and
aims at encouraging sustained growth [1]. The improvement
of living standards of society leads to evolution of retails at
an accelerated rate. As Artificial Intelligence (AI) is revo-
lutionizing every sphere of life, enterprises are also focusing
on using Al to reshape the ecology of retail industry [2].
Retail management and improving customer’s experience

are a challenging task due to multitude of tasks required to
be performed in concurrent manner, for example, inventory
management, shelves organization, and customer’s support.

The predefined arrangement of products within shelves is
called planogram: it demonstrates the layout of placing each
product within shelves and indicates how many facings should
be present, that is, how many stock-keeping units (SKUs) of
the same product should be visible in the front row of the shelf
[3]. The effective organization of SKUs on the shelves attracts
more customers and helps them to choose and pick the
products in an efficient manner [4]. To achieve this objective,
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corporations invest in tools and studies to create planograms
that are part of their optimal store policy. After proper
planning, a layout of placing stock-keeping units (SKUs) is
decided by the headquarter, and that particular layout is
communicated to the retailers. Retailers are then offered
certain discounts or monetary benefits for following the pla-
nogram provided to them. As the organizations are investing
time and money, they also need to verify the compliance of
their planogram by the retailers and stores. At present, the
verification of planogram compliance is the responsibility of
the store personnel and is routinely performed [5].

The auditing of the shelves, that is, keeping track of SKUs
availability, their number, and positioning at different lo-
cations, is necessary for optimized management of the re-
tails. The expansion of retail industry with the passage of
time also makes shelf monitoring a tough job. Traditionally,
the auditing of the shelves is performed manually by store
representatives in retail environment. The manual approach
is very time-consuming, requires extensive human labor,
and is subject to human errors. All these aspects contribute
to making inventory management a difficult task.

The important factors that boost sales and improve
satisfaction level of customers are (a) the availability of
products and (b) the arrangement of products on super-
market shelves [6]. One of the major problems in retail
environment is out-of-stock products; a study conducted in
[7] showed that, in case of no availability of the required
products, 31% of the customers prefer to move to other
stores, 26% switch to another brand, and 15% delay their
purchase to some other time, whereas 9% buy nothing. This
illustrates that on-time availability of the products is a
crucial factor affecting the sales environment.

Research also indicates that following 100% optimal
planogram can amplify the sales to 7.8% and boost the profit
[4]. It also helps merchandisers to make more effective
decisions about inventory management. The management of
proper counters of available products and producing alerts
in case of misplaced SKUs and decreasing the levels of
products will encourage the organizations to take appro-
priate steps and decrease the stocking issues.

For the optimized retail management, planogram
compliance and shelf monitoring should be performed in an
automated way. To automate this process, object detection in
the images of shelves can solve problem of monitoring
different categories and subcategories of SKUs, completing
missing SKUs, and matching planogram continuously. Fine-
grained object recognition in retail industry is a challenging
task due to below-mentioned reasons.

Racks are not properly organized and variation in
product poses causes problems; products are placed in
different order; they are often placed in a horizontal manner.
This cluttered condition causes complexity of scene as
depicted in Figure 1(a). Different resolution of image cap-
turing device produces different quality images, making
product detection difficult. In different strategies of cap-
turing images and variation in the image parameters, the
length of different products is mapped to different resolution
of pixel (Figure 1(b)). The jitter and camera shake while
capturing images cause blurry images which make it difficult
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to recognize the products as the details are not clearly visible
to be detected (Figure 1(c)).

The catchy, glary, and glossy packages of products and
uneven illumination, shadows, and lightening conditions
cause reflection as illustrated in Figures 1(d) and 1(e). The
images captured from the oblique angles and not from the
frontal view cause distortion (Figure 1(f)). Different shapes,
sizes, colors, and minute visual difference in product packages
require fine-grained classification (Figures 1(g) and 1(h)).

Due to all these problems, fine-grained product recog-
nition becomes difficult. The analysis of existing studies
indicated that the studies conducted in the past were either
performing shelf monitoring or checking planogram com-
pliance. As both activities are critical in optimized man-
agement of retails, a hybrid approach is required to perform
both activities in an efficient manner. To deal with this
challenge, a hybrid approach for shelf monitoring and
planogram compliance which is called Hyb-SMPC is pro-
posed in this work. For the detection part, three deep
learning models (YOLO V4, YOLO V5, and YOLOR) will be
compared and the one having accurate results will be used.
The following are the contributions of this research work:

(i) Fine-grained SKUs detection in the retail by using
deep learning.

(ii) Shelf monitoring, that is, keeping track of the in-
stances of the SKUs present on the shelves.

(iii) Verifying the compliance of the planogram using
techniques of computer vision.

The organization of the rest of this paper is as follows.
Section 2 presents related work. Section 3 provides the
details of the proposed approach. Results are provided in
Section 4 and, finally, the conclusion and the future work are
provided in Section 5.

2. Related Work

2.1. State of the Art in Computer Vision. In our daily life
retails are playing a significant role. The number of products
in the retail increases every day with the increasing number
of new products coming into the market; in this situation,
the traditional way of retail management is very difficult as
product detection and inventory management require ex-
tensive human labor.

Deep learning and computer vision are used in various
applications such as image classification, object detection in
industrial production [8], medical image analysis, and action
recognition [9, 10]. To automate this manual process, var-
ious computer vision-based solutions have been proposed in
the literature. The first attempt of product recognition in
grocery stores was done in [11], where the authors applied
three different object recognition algorithms based on local
invariant features. The proposed methodology did not
perform well considering precision and efliciency but one of
the important contributions of that work was the provision
of a dataset called GroZi-120 consisting of 120 different
grocery products. The dataset is publicly available for further
research [11]. Feature-based product detection methods
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illumination. (e) Lightening reflection. (f). Nonfrontal image. (g). Minute difference of products. (h) Change in product size.



were extensively studied in the past. These features are key-
point-based, gradient-based, color-based, pattern-based,
and deep-learning-based [12].

2.1.1. Key-Point-Based Features. Key-point-based feature
detection method detects the key points from the images,
and this is the technique frequently employed in the retail
scenario. Scale-Invariant Feature Transform (SIFT) [13] and
Speeded-Up Robust Feature (SURF) [14] are the well-known
feature extraction algorithms. SIFT features are invariant to
scale, rotation, and illumination of image. By using SIFT in
[15], features of input images were compared with stored
features of the objects in the database and recognition was
performed; however, in [16], the on-shelf availability and
misplaced products were detected by using SURF descrip-
tors. In the first phase, counting is performed; by looking at
the duplicate properties provided by SURF descriptor, each
item of the product is counted. In the second phase, rect-
angular bounding boxes are fitted around each product and
the products are identified with SURF and color properties.

Reference [17] employed logo-detection-based algo-
rithm for the recognition of products on shelves. The al-
gorithm includes two steps. Products were detected and
classified on the basis of their brands by matching SIFT key
points and the finer classification was performed by using
color information and the exact product label was recog-
nized. Visual monitoring of shelves was performed in [4];
the system provided in the study analyzed the images and
verified compliance of the planogram. For the detection of
the objects, three different approaches were used; the vote
map approach used SURF descriptors and outperformed the
other approaches.

2.1.2. Gradient-Based Features. These features focus on the
structure and shape of the object. Histogram of Oriented
Gradients (HOG) and Sobel and Prewitt operators are
generally used for gradient computation. These operators
incorporate geometric shapes, edges, and corners of the
products detected from the images [12]. Gradient-based
features like color and shape were captured in [18] for the
purpose of product detection in retails. Sobel operator was
used in [19] and the authors presented an automated pla-
nogram compliance check in retails by providing a frame-
work based on visual analysis. The framework consists of
three modules which performed row extraction and occu-
pancy computation and identified completely and partially
missing case. Through exploiting color and texture prop-
erties, the counting of the products was performed, and their
placement was checked. Nevertheless, the study did not
perform product detection. In [20], a heuristic approach to
count the instances of the same product and detect the
missing item on the shelf without using classifiers is spec-
ified. The proposed algorithm includes morphological op-
erations, template matching, and histogram comparison.
The experimental results demonstrate that the satisfactory
results are achieved with the algorithm only when the user
manually selects the most substantial label of the product
from the shelf image.
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2.1.3. Pattern-Based Features. In the detection of retail
products using recurring patterns, Haar and Haar-like
features are extensively used pattern-based features [12]. A
fine-grained recognition of grocery products by integrating
VGG-16 with recurring features and attention maps was
proposed in [21]. Recurring features detect the candidate
region and give coarse labels to the products; afterwards
attention maps help the classifier to concentrate on the fine
details in the candidate region of interest (ROI). The mean
average precision (mAP) of 0.75 is achieved with the pro-
posed method. The authors in [11] analyzed the performance
of boosted Haar-like features, SIFT, and color histogram
matching algorithms and found that SIFT outperformed the
others. An automatic method for checking the planogram
compliance is suggested in [22] without the requirement of
template images through the detection of recurring features.
Graph matching technique was used to match the provided
layout with the extracted layout.

All of the above-mentioned studies conducted for object
detection and planogram compliance used traditional com-
puter vision techniques. These traditional techniques require
manually designed features; these hand-crafted features do
not always reflect sufficient information. Each feature char-
acterization requires working with a plethora of parameters
[23]; with increasing number of classes, feature extraction
becomes inconvenient and it becomes the responsibility of
CV engineers to select the features which identify different
classes of objects in the best manner. To deal with this dif-
ficulty, deep-learning-based methods were introduced, which
are based on the concept of end-to-end learning [23]. Recent
research is focused on the use of mid-level features and deep
learning models to build robust decision support systems
such as smart vehicles and IoT applications [24-28].

2.2. State of the Art in Deep Learning. Over the time, deep
learning has emerged efficiently by showing improved
performance. Deep learning has the ability to learn the
features automatically from the images [23]. Another merit
of deep learning is the deeper layers, which can extract
precise features, whereas simple neural networks are not able
to do that [2]. The most frequently used technique in deep
learning is convolutional neural network- (CNN-) based
object detection. You Only Look Once (YOLO) [29], Single-
Shot Detector (SSD) [30], and Region-based Convolutional
Neural Networks (R-CNN) [31] are the modern variants of
CNN which are very efficient. CNN outperformed tradi-
tional methods based on hand-crafted features such as SIFT
[13] and SUREF [14] as they are unable to extract deep in-
formation from images.

Many researchers contributed to using CNN for de-
tection of products in retails. Reference [32] used convo-
lution neural network to resolve the issue of in-store product
recognition and achieved an accuracy of 78.9%. The chal-
lenge of large-scale fine-grained structure classification was
handled in [33] by exploiting contextual information along
with deep network.

To investigate the number of products present on the
shelf, [34] took the help of surveillance cameras to record the
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videos of the shelves to take account of the number of the
present products. The study tracks the changed regions by
background subtraction method; afterwards moving objects
are removed and CNN based on CaffeNet is used for the
classification of changed regions. The success rate of 89.6%
was achieved with this study [34]. The extension of the work
is provided in [35] which used images from the surveillance
camera for monitoring the availability of products. The
Hungarian method distinguishes the foreground from the
successive image. The classification of detected changed
region is performed by two deep networks, that is, CIFAR-10
and CaffeNet. This methodology also helps in the deter-
mination of shelves which are accessed commonly [35]. A
fast detection and recognition method based on fine-grained
categories of products is anticipated in [36] when very
limited training data is available for training. The results
indicate that 52.16% mAP was achieved for recognition of
each product.

Reference [37] provided a template-free, zero-short
product detection system which avoided templates and
detected the products by segmenting the shelves horizontally
into layers and vertically into products. The classifications of
horizontal layers are performed by GoogLeNet, whereas
vertical division is performed by another trained GoogLe-
Net. The results indicate better performance compared to the
existing methods; however, the empty regions between the
products influence the method negatively, making it less
robust.

A deep learning approach was suggested by [38] for
planogram compliance in retail stores. The images are
collected through the robot NAVii and also from the In-
ternet and then split into three different training sets for
training three different CNN models. The CNN model
trained on both Internet and store images gives better ac-
curacy than other models and can generalize in a much
better way because of exposure to the great variation of
products.

Deep-learning-based object detection methods are di-
vided into two categories: two-stage detectors and one-stage
detectors. Region-based Convolutional Neural Networks (R-
CNN) [39], Faster R-CNN [31], and Mask R-CNN [40] come
under the category of two-stage detectors. One-stage de-
tectors deal with object detection as a simple problem of
regression. RetinaNet [41], YOLO [29], and SSD [42] are
well known one-stage detectors.

Reference [43] provided a semisupervised deep-learn-
ing-based image classification approach for shelf auditing.
The study merged the two ideas of “semisupervised” and
“on-shelf availability (SOSA).” Semisupervised learning took
advantage of both labeled and unlabeled data. Deep learning
architecture YOLO V4 is used for on-shelf auditing (OSA); it
makes comparison of three different approaches of deep
learning (RetinaNet, YOLO V3, and YOLO V4) for moni-
toring OSA and the best results were achieved with YOLO
V4; however, the study did not perform planogram
compliance.

There are very few studies regarding checking of pla-
nogram compliance in retails. In [44], deep-learning-based
hybrid approach based on image classification and object

detection is provided to solve the problem of planogram
compliance in retails. For assessment of quality of the im-
ages, Blind/Referenceless Image Spatial QUality Evaluator
BRISQUE [45] technique was integrated into the framework.
Eight different types of templates were taken into account to
train the model. The products were classified into two
classes, that is, “Exact 7 by 4” and “No Exact 7 by 4.” VGG-16
was used for classification and Tiny YOLO V2 [46] was used
for object detection. The overall accuracy achieved by this
hybrid approach reaches 95% [44].

YOLO V5 and YOLOR are recently released versions, so
no work has yet been done in the retail industry using these
models. The proposed study is the first one to provide
comparison of these models in shelf monitoring and pla-
nogram compliance. The summary of the studies conducted
in the past is given in Table 1 which gives the clear idea that
all the studies conducted in the past were performing one of
two tasks: shelf monitoring and planogram compliance.
Hence, it was discovered that there is a dire need for a hybrid
approach that can perform both shelf monitoring and
planogram compliance in retails. The novelty of the pro-
posed approach is to perform both tasks.

3. Proposed Approach: Hybrid Approach for
Shelf Monitoring and Planogram
Compliance (Hyb-SMPC)

The proposed technique is a hybrid approach which com-
bines both concepts, “shelf monitoring” and “planogram
compliance,” for the first time to facilitate retail manage-
ment. The process involves object detection at fine-grained
level followed by verification of planogram compliance using
shelf images. For this purpose, the study used three one-
stage deep learning detectors, that is, YOLO V4 [47], YOLO
V5 [48], and YOLOR [49], to detect and classify the
products. The proposed study is the first one to provide
comparison of these three detectors. The approach is broadly
divided into two modules as illustrated in Figure 2.

The first module is product detection module. It per-
forms detection and localization of racks as well as SKUs in
parallel manner. The process is followed by the next module
called planogram compliance module, which verifies the
specific placement policy of SKUs formulated by the
company.

The general process of training the models is represented
in Figure 3. The study used image-based dataset which is
provided by the industry partner and is collected from
different retails, stores, and supermarkets. As the dataset is
image-based, preprocessing involves images resizing,
denoising, and image labeling. Image labeling is a process of
providing annotations to the images. Labels are provided on
the basis of type of products. Different retails contain variety
of racks, so racks are also labeled in the preprocessing stage.
After preprocessing stage, the next phase is the splitting of
data into two subsets, that is, training and testing, and then
training of three different detectors is performed using la-
beled data of training subset. For training 200 images per
product, SKUs are used.
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TaBLE 1: Comparison of proposed approach with the previous approaches.

Object detection

Reference . . Planogram
o, Year Traditional Deep learning compliance Methods
method Two-stage One-stage
[4] 2015 v SURF
[16] 2015 v SURF
[18] 2015 v SVM
[19] 2015 v SUREF + color histogram
[22] 2016 v Recurring pattern detection
[38] 2016 v CNN
[36] 2017 v VGG-F
[17] 2018 v SIFT
[21] 2018 v VGG-16 with recurring features and attention
maps
[37] 2018 v GoogLeNet
[35] 2019 v CIFAR-10, CaffeNet
[43] 2020 v RetinaNet, YOLO V3, YOLO V4
[44] 2020 v VGG-16, Tiny YOLO V2
Proposed method V4 v YOLO V4, YOLO V5, YOLOR
> SKU Detection
Object Detection
Module
| Rack Detection
Planogram Compliance
Module
FIGURE 2: Modular view of Hyb-SMPC.
Dataset
Datz.1 Detectors (YOLO V4,
Preprocessing and Training YOLO V5, YOLOR) < Trained Model
Visualization ’
Evaluation

FIGURE 3: Model training process.
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Three one-stage detectors are trained by providing la-
beled data (YOLO V4, YOLO V5, and YOLOR). The SKUs
of the dataset are categorized under twelve categories which
are mentioned in Table 2. The testing of the detectors is
performed with the test set and performance is evaluated
using different accuracy metrics.

After training and tuning of detectors are performed, the
detector producing the most accurate results among the
three will then be deployed on the server to perform de-
tection. The detailed flow of the proposed hybrid approach is
represented in Figure 4. The first step is the provision of
labeled images from the real retail environment to the three
detectors for training. The next step is the selection of the
best model depending upon the results of different evalu-
ation metrics. Afterwards unlabeled images would be pro-
vided to the best trained detector; the selected detector will
then perform detections.

After detection, the detector provides the processed
images as indicated in Figures 5(a) and 5(b) which contain
the list of detected SKUs, along with their counters and IDs
to illustrate the number of instances of the SKUs present on
the shelves. Figures 5(c) and 5(d) show the racks detected by
the detector. Later SKUs and racks are sorted with respect to
x, y coordinates and postprocessed retail images are gen-
erated. The sorting of SKUs and racks with respect to co-
ordinates is very important as it will act as an input for the
second module and provide help in planogram checking.
The postprocessed retail images illustrated in Figures 6(a)
and 6(b) contain sorted SKUs in the sorted racks.

After the detection of SKUs and racks, the second
module called the planogram compliance module will start
its working. For planogram matching, the study explored
two methods:

(1) Planogram matching using color detection

(2) Planogram matching by generating JSON

3.1. Planogram Matching Using Color Detection. In plano-
gram matching using color detection for verification of
layout, the postprocessed retail images received from the
first module are converted into planogram images by using
Python libraries called OpenCV and PIL image. Afterwards,
the generated planogram and the company-provided pla-
nogram are matched.

For making planogram image, all the racks, shelves, and
SKUs will be represented as 2D blocks. A rectangular block
which depicts the whole shelf is first generated (yellow block
in Figure 7(b)) by taking into account the shape of a retail
shelf. The racks are then generated one by one (green box in
Figure 7(b)) by using the information contained in the
postprocessed retail images. Each rack contains different
two-dimensional (2D) boxes filled with colors representing
different categories of SKUs. Different colors are assigned to
different categories of SKUs as depicted in Figures 7(a) and
7(b). The postprocessed retail image obtained from the first
module is represented in Figure 7(a), whereas Figure 7(b)
represents the planogram image generated from it. The
company-generated layout is given in Figure 7(c) as a

template. We are using a color dataset that contains Red,
Green, Blue (RGB) values with their corresponding names.
The CSV file for the color dataset has been taken from [50].
The dataset file includes 865 color names along with their
RGB and hex values. Now we assign each RGB color value to
the classes belonging to each category. Hence, each color
represents a specific SKU in the planogram.

Matching is performed on the basis of same image size
and the same number of racks as the company-provided
template; for example, the planogram of category chiller
with four racks will only be matched with the planogram
image of chiller with four racks generated by our planogram
module. As we have all the coordinates of racks and SKUs
provided by detectors, we pick the cropped image part of
each SKU from both planogram images (company-provided
and module-generated) to verify its color. If the RGB values
of both cropped images get matched, then we store TRUE as
a string in an object. Similarly, if they cannot be matched,
then we store FALSE.

Afterwards, by counting the number of total TRUEs and
FALSEs, we will generate the report of planogram com-
pliance. The threshold values are decided as 10%-90%; a
value lying between these limits indicates that the planogram
is followed partially, whereas a value above 90% indicates
planogram to be followed fully and a value below 10% in-
dicates that planogram is not followed at all.

3.2. Planogram Matching by Generating JSON. In this
method, the company-provided template which is shown in
Figure 8(b) is given as an input and the module will generate
JSON from it using Python functions. These functions will
extract racks and SKUs. The generated JSON will be matched
with the information extracted from postprocessed retail
image (Figure 8(a)) which is also saved in the form of JSON
to find whether the planogram is followed fully or partially
or is not followed at all.

The matching of company-generated layout with post-
processed retail images of shelves occurs at real time so this
process must be efficient. Hence, for this purpose, we used
JSON for matching. The matching occurs rack by rack and
SKU by SKU starting from the rack one. When the string of
both JSON’s gets matched, we store TRUE, and if they cannot
be matched, we store FALSE as a string in another object.
Threshold values are decided as 10%-90%; a value lying
between these limits indicates that the planogram is followed
partially, whereas a value above 90% indicates planogram to
be followed fully and a value below 10% indicates that
planogram is not followed at all. The report is generated at
the end and is sent to the company as well as to the retailers.
Figure 8(a) indicates that the planogram is followed 100%,
whereas Figure 8(c) indicates an image which is not fol-
lowing planogram at all.

The comparison of the two methods described above is
performed and the average processing time taken for
matching planogram for different categories of the products
is calculated. Table 3 contains the details. On the basis of the
average processing time, it is evident that the planogram
matching by generating JSON is more efficient compared to
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TABLE 2: Main categories of dataset.
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FiGUure 4: Workflow of Hyb-SMPC.

the other method. Therefore, in Hyb-SMPC, the planogram
is matched through generating JSON.

3.3. Formal Definition of Hyb-SMPC Approach. Assume that
D={(a,, b)), (ay, by), (a3, by), ..., (ap, by)} has p images
with labeled SKUs. In each factor (a, b), a € A, input space,
whereas b € B={l}, I,, I3, ..., I.} has q class labels. The
proposed approach considers a function ff A< B for
mapping unseen input images (IM) to correct class labels

(b). M={m,, m,, ..., m;}, where m refers to one-stage
detectors; in the proposed approach, m; refers to YOLO V4,
m, refers to YOLO V5, and m; refers to YOLOR; hence, j = 3.

The general flow of the proposed approach is given in
Algorithm 1 containing five steps. The first step is division of
dataset D into D,,,;,, and D, by 80 percent and 20 percent and
training of detectors is performed. In the second step, all the
three detectors will be tested using labeled test dataset D, and
the best detector is selected by comparing the obtained results.
The third step of the algorithm gives the input images (IM) to
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FIGURE 6: Postprocessed retail images: (a) postprocessed image 1; (b) postprocessed image 2.
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(a) () ()

FIGURE 7: Planogram matching by color detection. (a) Postprocessed retail image. (b) Generated planogram. (c) Company-provided
planogram.

(b)

FiGure 8: Planogram matching by generating JSON. (a) Postprocessed retail image. (b) Company-generated planogram. (c¢) Unmatched
postprocessed retail image.
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TABLE 3: Average processing time for planogram matching.
Categories Planogram matching through color detection (sec) Planogram matching by generating JSON (sec)
Juices 7 1.5
Chiller 6 1.7
Dairy liquid 7.1 1.2
Dairy powder 7.2 1.3
Coffee 8.2 1.2
Milk modifier 8 1.5
PTW 7.8 1.8
Infant nutrition 6 1.7
BEC 4.9 1.4
Nutrition 59 1.5
Nestrade 6.7 1.5
Sachets 7.7 1.9

B={l,, L, 15, .., lq} with g classes
M={m,, m,, ..., m;} with j models
IM = input images
Output: Trained models
Start:
Dypoin = Split (D, p = 80)
Dtest :Spht (D> (P_(P * 80)))
/IStep 1—Training of models with labeled data
for n=1to j:
for every epoch:
for every (a;, b;) in D,
m; =Train (a;, b;)
end
end
end for
//Step 2—Testing models
for k=1 to j:
for every (a;, b;) in D, :
Prediction= my. (a;)
end
end for
/IStep 3—Detecting SKUs in input imageb'=TM (a;)
Output: Processed images (PI)
//Step 4—Sorting SKUs and Racks
PPI = Sorting (PI)

JO = contour (Pg)
foreach a; in DCompare (PP, JO)
End Algorithm

Input: D: Labeled dataset D={(a,, b,), (a,, b,), (a3, bs), ..., (ap, bp)} with p images

b =labels of Classes for the SKUs included in input images

//Step 5—Generating Planogram from JSON object and comparing post processed image with Planogram layout

ALGorITHM 1: Algorithm for Hyb-SMPC

find the predicted class labels b for different SKUs through
trained detectors M and produces processed images (PI). In the
fourth step, SKUs and racks are sorted with respect to x, y
coordinates and postprocessed retail images (PPI) are obtained.
In the fifth step, JSON (JO) is generated from company-
provided planogram template; this step will also match post-
processed retail images (PPI) with JO for checking compliance.

4. Experimentation and Results

Evaluation is the vital part of any system and the perfor-
mance of the models is generally evaluated through ex-
perimentation. Different accuracy metrics were used to
gauge the efficiency of the proposed approach. The details
are provided below.
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4.1. Evaluation Metrics. This study evaluates the approach
both quantitatively and qualitatively. For evaluating our
approach quantitatively, the metrics of precision, average
precision (AP), mean average precision (mAP), recall, and
the value of FI-score are used to estimate the accuracy of the
models [51].

True Positive (TP): Correctly identified the correct
SKU.

True Negative (TN): Correctly identified that it is not
the correct SKU.
False Positive (FP): Also called false alarm, identifies
the wrong SKU.

False Negative (FN): The SKU is not identified when
actually it should be identified.

Precision specifies correct detections over total number
of detections.
True Positive (TP)

Precision = . 1
! True Positive (TP) + False Positive (FP) M

Recall indicates the number of totally corrected SKUs
from the list of SKUs visible in the image:
True Positive (TP)

Recall = .
True Positive (TP) + False Negative (FN)

(2)

F1-score merges both precision and recall:

FLS ) Precision. Recall (3)
core =2 —————.
Precision + Recall
Average precision is calculated by taking average of all
the values of precision:

1| N
AP = N ;Precision. (4)

Mean average precision is the average of all the APs:

1 N
mAP=— Y AP,. (5)
IT| ieZT '

Here, N indicates the number of instances present in the
test set and |T] is total number of all APs computed for each
class.

Compliance accuracy of retail image with respect to
company-provided planogram layout is calculated by the
following equation, where P, cheq is the number of matched
SKUs and P, indicates the total number of SKUs:

(Pmatched - Ptoml)
P total

(6)

Compliance Accurancy = 1 —

4.2. Dataset Description. There is always a need for a huge
amount of data for deep learning models. For evaluating
effectiveness of the proposed approach, the dataset used in
this study is provided by the industry partner which contains
products of different categories and subcategories used for
fine-grained recognition; the dataset contains 30,000 images,
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all collected manually from real diverse environment, that is,
retails, departmental stores, marts and supermarkets, and
shops with natural lightings through different mobile
cameras.

The average resolution of the images was 1024 x 1024
with jpeg format. Images were captured from the distance of
1.5 to 5 feet from the front of the shelves. Each image
contains multiple products. The testing set was also collected
from real-life scenario through handheld devices. The
dataset has a hierarchical structure containing a total of 12
main categories which cover diverse appearance, for ex-
ample,, boxes, bottles, poach, and chiller, and contains 106
different fine-grained SKUs. Figure 9 shows the number of
SKUs in each subcategory.

There is very minor difference in the packages of fine-
grained categories. Rich annotations are provided to each
product including the category, count, sizes, and flavors.
3000 images were labeled by using a labeling tool called
Labellmg as presented in Figures 10(a) and 10(b). As each
image contains multiple SKUs, almost 50 or more, high
accuracy can be achieved during training. The percentages of
training set and testing set were 80% and 20%, respectively.
Training set and testing set contain 2400 and 600 images,
respectively. The images of racks in the dataset were col-
lected from 100 different types of racks which approximately
contain six different levels. The annotation tool we used gave
.txt file for each image. The text file contains class and lo-
cation information in the form of class number and x, y, w, h
coordinates.

4.3. Quantitative Evaluation. For evaluating Hyb-SMPC, the
Amazon Web Service (AWYS) instance called Elastic Com-
pute Cloud (EC2) is used. In this study, for training process,
Graphic Processing Unit (GPU) used is NVIDIA Tesla V100.
At first, the training of the detectors was performed one by
one on the GPU. In the proposed study, the Darknet-based
framework is used for YOLO V4, whereas YOLO V5 and
YOLOR are based on PyTorch-based framework.

Transfer learning is the concept of reusing the knowledge
acquired from one specific task in another related newer
task. This makes the learning process fast and enhances the
performance of the deep learning models. Various models
have been trained on challenging datasets which are then
used for tackling related problems. In this work, the pre-
trained model used was “yolov4.conv.137” for YOLO V4.
During training process, the training dataset was divided
into small units called batches to perform learning of
models. In this work, we used batch size of 64 and number of
epochs is 72000. Input size of images was 512 x 512, with
learning rate of 0.00261.

The training progress plot of the best category is illus-
trated in Figure 11. This plot helped us in monitoring the
training process which is showing the “training accuracy.”
The details of average precision achieved by three different
detectors trained for different categories are given in Table 4.

The highest average precision of 99% was achieved for
the categories of coffee, milk modifier, and powder tea
whitener. Furthermore, comparison of mAP, recall, and FI-
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TaBLE 4: Comparison of average precision achieved by three different detectors.

Main categories YOLO V4 YOLO V5 YOLOR
AP
Juices 0.97 0.81 0.77
Chiller 0.97 0.82 0.79
Dairy liquid 0.965 0.826 0.89
Dairy powder 0.966 0.866 0.87
Coftee 0.987 0.85 0.85
Milk modifier 0.982 0.85 0.84
PTW 0.984 0.88 0.87
Infant nutrition 0.95 0.84 0.80
BEFC 0.92 0.88 0.73
Nutrition 0.92 0.82 0.79
Nestrade 0.95 0.81 0.76
Sachets 0.95 0.81 0.78

score of three different detectors is provided in Table 5 and
graphically demonstrated in Figure 12. The details of the
planogram compliance accuracy achieved by Hyb-SMPC for
different categories of the SKUs are provided in Table 6.

To evaluate the significance of Hyb-SMPC with the
conventional methods, the test cases based on the size of the
products are made. The effectiveness of the Hyb-SMPC is
demonstrated in Table 7, which provides the comparison of
the proposed approach with the conventional methods of
[5, 22]. The results indicate that the Hyb-SMPC out-
performed the conventional methods.

4.4. Qualitative Evaluation. The study also presents the
qualitative evaluation of the proposed approach; for this

purpose, the user’s feedback is collected and analyzed. The
users are divided into two groups; both groups provided
their feedback by completing a survey which is incorporated
in the annexure (included as separate file). We report on
group 1 (retailer’s group) as it is the most significant. The
findings from both groups are presented below.

4.4.1. Retailer’s Feedback. This group is comprised of pro-
fessional retailers working in the domain of retailing, and the
following are the summarized results:

(1) All the members were pleased to see new automated
system.

(2) All the members felt content using the new system,
checking reporting mechanism, and reviewing it.
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TaBLE 5: Comparison of mAP, recall, and Fl-score of three different detectors.

Metrics YOLO V4 YOLO V5 YOLOR

mAP 0.96 0.833 0.82

Fl1-score 0.95 0.822 0.801

Recall 0.898 0.827 0.81
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YOLO V5

Comparison of mAP, F1-Score and Recall

YOLOR

F1GURE 12: Success rate of three detectors.

TaBLE 6: Compliance accuracy of Hyb-SMPC for different
categories.

Categories Compliance accuracy (%)
Juices 99.8
Chiller 99.6
Dairy liquid 98.1
Dairy powder 98.3
Coffee 99.7
Milk modifier 99.6
Powder tea whitener 99.65
Infant nutrition 97.5
BEFC 96.5
Nutrition 96
Nestrade 97.43
Sachets 97.2

TaBLE 7: Comparison of compliance accuracy of Hyb-SMPC with
conventional method.

Product size Recurring patterns (%) Hyb-SMPC (%)

Small 95.32 99
Medium 90.61 97
Large 85.24 98

(3) Almost all members were enthusiastic about in-
corporating the new system to enhance their work
efficiency.

Regarding the survey, statements S1 to S7 express
positive statements for the approach. The responses
obtained regarding all these statements were 4 or 5 (4:
agree, 5: strongly agree) expect for S7 which mostly got
the response of 4 (agree). To summarize, S1 obtained
100% response, S2 got 98%, S3 achieved 96%, S4 and S5
got 95%, and S6 achieved 97%, whereas S7 got 96%.
Figure 13(a) represents level of wuser satisfaction

regarding the aspects of system. A Wilcoxon signed-rank
test was performed to determine whether there was a
difference in the retailer’s satisfaction level by using our
approach compared to the previous manual technique.
There was a statistically significant difference between
the groups at 0.05 level; the p value equals 0.0156250; the
test statistic Z equals —2.417559, which is not in the 95%
region of acceptance: [-1.9600: 1.9600]. W =0.0, is not in
the 95% region of acceptance: [3.0000: 24.0000]. The
observed standardized effect size, Z/+/n, is large (0.86).
That indicates that the retailers are quite satisfied with
our approach.

Statements S8 to S14 represent negative statements re-
garding the presented approach. All the participants gave the
score of 1 or 2 (1: strongly disagree, 2: disagree) except for
S11 where 10.5% responded with “agree,” thus collectively
demonstrating higher level of user satisfaction represented
in Figure 13(D).

4.4.2. Customer’s Feedback. This group consists of cus-
tomers (both males and females) visiting the retail stores.
The results obtained from the questionnaire provided to
them indicate that the participants gave a score of 4 or 5 to
the positive statements. S1 and S3 obtained 100% re-
sponse, whereas S2 obtained 89%. The participants gave
the score of 1 or 2 to the negative statements; S4 to S6
indicate negative statements. Only 2% of participants were
undecided about S4. Figure 14 shows the feedback of
customers.

The results indicated that properly organized products
increase the satisfaction level of the customers and let the
customers visit the stores more often, which contributes to
increasing the sales of the stores. Hence, the proposed
approach can enhance the sales of stores to a significant
level.
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Positive Statements representing retailers
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Negative Statements representing lack of
retailers satisfaction level
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FIGURE 13: Retailer satisfaction level. (a) Positive statements. (b) Negative statements.
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5. Conclusion

Effectively monitoring retail shelves and satisfying pla-
nogram are the two main factors that can boost sales of
retail sector. The earlier studies conducted in this domain
were either performing shelf monitoring or checking
planogram compliance. As both activities are important,
the proposed study presented a hybrid approach that
deals with both activities. The study presented an ap-
proach to detect fine-grained retail products using deep
learning and also verify the compliance of planogram.
For the detection part, three one-stage detectors, YOLO
V4, YOLO V5, and YOLOR, were trained on the dataset
consisting of 30,000 retail images having 106 different
SKUs belonging to 12 main categories. The use of one-
stage detector makes the detection part fast. The best
trained model performed efficiently on real retail envi-
ronment and achieved accuracy up to 99%. The proposed
method also checked planogram compliance by match-
ing the provided planogram with the postprocessed
images of retail and generated report indicating that the
planogram is followed fully or partially or is not followed
at all. There can be several extensions of the presented
work. Some of the future considerations are described as
follows:

(i) Augmenting Internet of things (IoT) to automate
the manual process of capturing images by the
personnel, instead the cameras mounted at different
locations of store will capture the images and upload
them on the servers for further processing.

(ii) Using strong quality assessment techniques to
monitor the quality of captured images. In case of
blurry, noisy, and distorted images, the system must
not accept such images and ask the image-capturing
entities to capture the images again. This technique
will help improve accuracy.

(iii) Another extension of this work is to formulate a way
to work with unlabeled data as manually labeling the
SKUs in the images is a time-consuming and la-
borious task.
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Supplementary Materials

The authors have supplied the description of dataset as
supplementary materials. The dataset used is provided by the
industry partner which contains products of 12 different
categories (e.g., boxes, bottles, poach, chiller, etc.) and
subcategories of 106 different fine-grained SKUs. The dataset
contains 30,000 images manually collected from real diverse
environment, that is, retails, departmental stores, marts and
supermarkets, and shops with natural lightings through
different mobile cameras. The average resolution of the
images was 1024 x1024 with jpeg format. Images were
captured from the distance of 1.5 to 5 feet from the front of
the shelves. (Supplementary Materials)
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Due to the three-dimensional formation and flexibility, a human face may appear different in numerous events. Researchers are
developing robust and efficient algorithms for face detection, face recognition, and face expression analysis, causing several
difficulties due to face poses, illumination, face expression, head orientation, occlusion, hairstyle, etc. To determine the effec-
tiveness of the algorithms, it needs to be tested using a specific benchmark of face images/databases. Face pose is an important
factor that severely reduces the recognition ability. In this paper, two contributions are made: (i) a dataset of face images with
multiple poses is introduced. The dataset includes 850 images of 50 individuals under 17 different poses (0%, 5°, 10°, 15, 20, 25°, 30°,
35°, 55°, -5°, -10°, -15°, -20°, -25°, -30°, -35°, -55°). These images were captured closed to real-world conditions in the time span of
five months in COMSATS University, Abbottabad Campus. Face images included in this dataset can reveal the efficiency and
robustness of future face detection and face recognition algorithms. (ii) A comparative analysis of three face recognition al-

gorithms such as PAL, PCA, and LDA is presented based on the proposed face database.

1. Introduction

Face recognition (FR) is an essential biometric technique
that compares the face features of two different images to
determine the similarity between these images. FR is a
rapidly growing and the most popular research area. Face
appearance depends on various factors such as illumination
variations, face pose variations, and occlusion [1]. To ex-
amine the robustness of the face recognition algorithm to
these multiple aspects, a database of significant size and
diversity is required. Two main classes of face recognition
are (a) face detection and (b) face verification [2]. Face
recognition is legally and commercially used in applications,
with high collectability and acceptability [3]. By using new
imaging sensors, a new range of possibilities is open to boost
the performance of face recognition systems [4].

Much has been published about FR in previous literature
[5-8]. These conventional methods are successful, but their
robustness is being challenged by different factors such as
bad lighting conditions and the low resolution of face images
[8]. Currently, there are existing techniques that show
considerable accuracy if the images face being processed is of
sufficient resolution. Below we briefly illustrate the latest face
recognition developments.

Researchers in [9] developed a Laplacian face approach
(LFA). In this approach, through the process of optimal
linear approximation of eigenfaces, Laplacian faces are
obtained. Based on the published results, the LFA based face
recognition approach attains much lower error rates.
Simonyan et al. [10] use Fisher vectors on densely sampled
Scaled Invariant Feature Transform (SIFT) features to
classity faces. The overall accuracy of the proposed algorithm
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for the standard Labelled Faces in the Wild (LFW) dataset is
87.7%. Wavelets based facial recognition systems have been
proposed in [11]. The wavelets transform provides insen-
sitivity towards illumination changes and pose variations.
The proposed algorithm shows acceptable results on FERET
facial database. The overall false rejection ratio is 0.12%.
However, the author has not provided information about the
occlusion in the paper. In [12], the authors used PCA based
face recognition to recognize criminal faces through CCTV
cameras installed in public and private areas. Their algo-
rithm achieved an accuracy of 80%. But the proposed al-
gorithm was not tested by real-time criminal face images.
In [13], authors have proposed MFDD and RMFRD
datasets for training and testing deep learning-based face
recognition algorithms. MFDD dataset was designed for the
detection of face wearing while RMFRD dataset was col-
lected for validation or fine-tuning dataset in training and
testing datasets in real situations. Authors in [14] presented a
new face recognition algorithm MagFace to learn unified
features. The proposed algorithm achieved 95.97% accuracy
as compared to other algorithms. Recently researchers in
[15-20] have presented different features extraction schemes
that can be investigated for developing a robust FR algo-
rithm. The main contribution of this paper is as follows:

(i) This paper briefs the creation of the COMSATS face
database developed in COMSATS University Abbot-
tabad Campus. This database contains 850 face images
of 50 individuals with seventeen different poses.

(ii) The image acquisition process has been repeated
with a very comparable setup in the two labs. For
each subject, three separate sessions were performed
with time of four months.

(iii) The proposed dataset has been tested on three
baseline algorithms such as PCA, PAL, and LDA by
changing the face poses and image resolution.

(iv) We cover a large range of face pose and image
resolution in simulation to test the three baseline
face recognition algorithms. We investigated the
images of having resolution of 144 x 256, 140 x 140,
70 x 70, 40 x 40, 20 x 20, 10 x 10, and 5 x5 pixels.

(v) The comparison has been presented under a very
challenging situation, when there is only one test image.

The rest of the paper is organized as follows. Section 2
provides a general idea of available face databases. Section 3
describes the acquisition setup of database. Section 4 reports the
three baseline face recognition algorithms tested on the
COMSATS face database. Finally, Section 5 lists the results of FR
algorithms and Section 6 presents some final remarks. For each
section, Table 1 shows the nomenclature used in this paper.

2. Available Face Databases

A huge number of databases are available in the face rec-
ognition community, and the face recognition algorithms
perform differently on different datasets. Researchers’ teams
gathered these databases, which varied in scope, purpose,
and size. Here, we briefly review the key features of these

Mathematical Problems in Engineering

TaBLE 1: Nomenclature.

Notation Description

FR Face recognition

AdaBoost Adaptive boosting

PCA Principal component analysis

LDA Linear discriminant analysis

PAL Principal component analysis with
adaptive boosting of linear discriminant analysis

I cropped Cropped face image

LBP Local binary pattern

L, Mean image of S subject

available face recognition databases such as number of
subjects and images, condition, image resolution, and type.
But due to the inaccessibility of information, these databases
are not discussed with the same level of detail. AT&T da-
tabase contains 400 images with 40 distinct subjects collected
by Cambridge University. Each subject has 40 different
images. Images were taken with different facial expressions
(closed/open eyes, smiling/not smiling), varying lighting
conditions, and facial details (with glasses, without glasses).
Face recognition data contain 395 subjects including
males and females having 20 images per subject. Most
subjects of this database are 18-20 years old, with some older
subjects. Some subjects have beards and glasses. The images
format of this database is a colour JPEG image of 24-bit.
Facial recognition technology (FERET) [21] was started
in 1993. A total of 14051 face images of 1209 people have
been included in this database covering a large range of
variations in facial expressions, illuminations, viewpoints,
and acquisition time. AR database [22] was collected by Alex
Martinez and Robert Benavente. This database contains
4,000 colour face images of 126 subjects including 70 men
and 56 women. The dataset included images with frontal
view, illumination, facial expressions, and occlusions like
glasses and scarves. JAFFE database is also called the Jap-
anese female face database containing 213 images of 10
Japanese models with seven facial expressions (neutral and
basic facial expression). Indian face database [23] was col-
lected in IIT Kanpur Campus during February 2002 in JPEG
format. This dataset contains 40 subjects including males
and females with eleven images of each subject. The size of
the images is 640 x 480 pixels, an 8-bit image. These images
contain faces looking upwards left, looking down, and
looking upwards right. Available expressions of this dataset
are neutral, smiling, laughter, and sadness. Georgia Tech
Face database was collected by the Georgia Institute of
Technology in the time span of five months. This database
contains 50 subjects and 15 colour images per subject in
JPEG format with different scales and locations. Various
images were captured in two sessions to consider the var-
iations in expression, illumination conditions, and ap-
pearance. PUT face database was created by CIE biometrics
containing 10000 images of 100 subjects. These images were
captured in a controlled environment. This database in-
cludes additional data such as rectangles containing eyes,
mouth, nose, landmarks positions, and face and is accessible
for research work. CMU PIE database [24] contains 68
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TaBLE 2: Available datasets along with their features.

Database Images Features
AT&T 29 LFW 400 images with 40 people Light and expression variations with glasses
AR face 21 4000 images with 126 people Expression, occlusion, illumination, and frontal pose

Face recognition data .
& subject

FERET 23

Yale face 15

Yale face B 10

The Extended M2V'TS database,
University of Surrey, UK
JAFFE database

PIE database, CMU 68

CMU Multi-PIE .
subjects

LFW database

395 subjects and 20 images/

Containing 14126 images with
199 subjects
15 subjects with 165 images
10 subjects with 5760 images

Four recordings of 295 subjects

213 images of 10 female models
41368 images with 68 subjects
750000 facial images of 337

18-20years old with some older subjects. Some subjects
have beards and glasses

Pose, expression and time variations, colour images

Eyeglasses, expressions, and lightening
Mlumination and pose variation
Speaking headshot, rotating headshot, high-quality colour
images
Seven facial expressions
Mlumination expression and pose

Nineteen poses and different viewpoints

More than 13000 images with  Pose, illumination, expression background variation, and
1680 subjects

occlusion

subjects with 41,368 images having 43 illumination condi-
tions and 13 poses, with four different expressions. This
database is also called the CMU Pose, Illumination, and
Expression database. This database was collected from
November 2000 up to December 2000. CMU Multi-PIE [25]
database includes a vast collection of images captured with
different pose angles. CMU Multi-PIE database was col-
lected in five months having more than 750000 facial images
of 337 subjects taken at several viewpoints displaying a range
of expressions and poses.

LFW [26] dataset has images with different poses, ex-
pressions, illumination variations, and occlusion. LFW
database contains more than 13000 images with 1680
subjects. Yale face database [27] contains 15 subjects with
165 images. This database includes 11 images per person
with different facial expressions, lighting conditions and
occlusion such as glasses. Yale face B database contains 5760
images of 10 persons, 576 with 9 poses, and 64 illumination
conditions per subject. The Basel Face model is collected by
the University of Basel and is available on their website. The
Morphable model has registered 100 male and 100 female
3D scans faces. The chokePoint dataset is a video dataset of
48 videos including 64,204 face images. This dataset includes
person reidentification, image set matching, clustering, 3D
face reconstruction, face tracking, background subtraction,
and estimation. In Table 2, we present a review of face
recognition dataset which can help the development and
validation of new FR algorithms.

3. COMSATS Face Dataset

3.1. Equipment. Different instruments are used to collect
dataset like total station (Trimble M3 DR5), theodolite (DT-
5), staff road, stand, permanent marker, background sheet,
and a digital camera. The angles were measured using
theodolite and total station. The staft road of 5 meters is used
to find the elevation of angles. Theodolite is used to measure
the angles of the vertical axis and horizontal axis. Theodolite
and the total station were used because of their fine accuracy.
The images were captured by a professional photographer

with cannon EOS6D in the lightening of fluorescent lamps as
shown in Figure 1(a). The optic was a Canon 85mm, 1.8
with an aperture of f5.6 and shutter speed of 1/60th.

3.2. Observation. An organized indoor atmosphere was set
up with fluorescent lamps and natural light. The participant
was asked to sit at the predefined point in front of the camera
at 0.5 to 0.8 meters and follow the predefined structure as
shown in Figure 1(b). A white sheet was placed behind the
background to produce uniformity. The camera operator
observed the participant face angle for the desirable results
before taking the images.

3.3. Image Acquisition. Fifty volunteers participated in the
collection of the dataset, and all belonged to the same gender
(Male) with different ages, weight, colour, and cast. Their
ages limits were from 18 to 35 years. Most of them were
students of COMSATS University Islamabad Abbottabad
(Campus) with few alumni. The database collection work
was performed in the survey lab of civil engineering de-
partment of COMSATS University Islamabad Abbottabad
(Campus). The dataset was completed in the duration of five
months. These images were captured in two separate ses-
sions at a lab explicitly prepared for purpose of the dataset.
Samples were sited in front of a white sheet. Two of the
image processing experts were selected to provide the mental
state term and to set the face of an actor according to the
corresponding face angle. To prepare himself for the in-
terpretation of the related face angle, the participator was
given time as needed. When the participator provided a
thumb gesture to the photographer, the picture was taken in
the desired view angle. Importantly, for a guarantee and
natural interpretation of a given face angle, the participators
were restricted not to tilt the head. The participant then
immediately turned to the next face angle as advised by the
instructors from the camera, and a second picture was taken.
The camera operator collected the dataset images at the end
of the experiment. This database consists of 850 images of 50
subjects under 17 different poses (0%, 5°, 10°, 15, 20°, 25°, 30",
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Reference Points

FIGURE 1: (a) Angle measurement process and predefined structure, (b) measured angles.

TaBLE 3: Dataset specifications table.

Subject area

Electronics and computer engineering

Specific subject area
Type of data

Computer vision, image processing, face recognition, electronics

Images

The dataset was acquired by using the following instruments

How dataset was
acquired

1- Camera (Cannon 20.6 mega pixel)

2- Theodolite (DT-5)

3- Total station (Trimble M3 DR5)

4- Fluorescent lamp (for lightening)

Data format

Experimental factors

Experimental features

Data source location
Data availability

JPG

Images with 17 different poses (-55 to +55) of a total of 50 individuals were captured with the help of a
photographer, lab assistant, and lab engineer
The database consists of 850 images of fifty subjects with seventeen different poses (0%, 5°, 10°, 15°, 20°, 25°, 30°, 35",
55°, -5°, -10°, -15°, -20°, -25°, -30°, -35°, -55°)
COMSATS University Islamabad, Abbottabad (Campus), Pakistan
Data is available on http://cuiatd.edu.pk/COMSATSFacePoseVarProj.html

35°, 55°, =5°, —10°, —15°, —20°, =25, —-30°, —35°, —55") with
each subject having different age, weight, height, and facial
colour.

A consent form has been signed by every individual,
which ensures that their face images will be used for research
purposes. Specifications of the dataset are presented in
Table 3.

3.4. Image Specification. The database contains 850 jpg
image files with a resolution of 2988 x 5312 pixels (colour
images) with the built-in flash of the camera. Each image
was then preprocessed, and their resolution has been
changed to 144 x 256. The size of each preprocessed image
is less than 1 MB. Properties of images, i.e., dimensions
and pixels before and after preprocessing, are presented
in Figure 2. In the database preprocessing step, all the
images of each individual were renamed by their face
angles. These images were resized by MATLAB using
nearest neighbor interpolation algorithm and the di-
mensions of images were changed to get relevant results.
These images were cropped manually to get the specific
(important) portion of an image. Raw images can be
obtained upon request from the authors. Researchers can
use these images for face detection, face recognition, age
estimation, facial expression recognition, and face pose
recognition.

3.5. Dataset Structure. The database consists of 850 images
of fifty subjects under seventeen different poses (0°, 5°, 10°,
15°, 20°, 25°, 30°, 35°, 55°, =5°, —10°, —15°, —20°, —25°, —=30",
-35°, =55°). The images of individuals are presented in
Figure 3. These images were captured close to real-world
conditions for a duration of five months. Figure 4 shows 17
different poses of each individual. Face images involved in
this dataset can reveal the effectiveness and robustness of
different face detection and recognition algorithms. These
images were cropped in preprocessing step to get the specific
(face) portion of an image. However, for research purposes,
raw images can be obtained upon request from the authors.

3.6. Data Records
(i) This dataset will be used for the evaluation of the
performance of different algorithms proposed for
security and attendance purposes.

(ii) This data will be a source for different algorithms like
LDA [28], Local Binary Pattern [29], eigenfaces [30],
and Deep Learning and will be a challenge for recently
published face recognition algorithms [31-33].

(iii) Itincludestheposesintherangeof—55to+55ofallthe
subjects. These posesare0°,5°,10% 15,20, 25, 30%, 35",
55°, =5°, =10°, —15°, —20°, —25°, =30°, =35, and —55".
This dataset includes fifty subjects having different
ages of people; the age range is from 18 to 25 years.
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FIGURE 2: Properties of a single image: (a) original image, (b) image after preprocessing.
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FIGURe 3: Example images of subjects.

4. Face Recognition Algorithms of fifty subjects (three images per person) were chosen for

training (gallery), whereas these algorithms were tested on
This section describes the comparison of face recognition  seventeen images per subject of different sizes such as
algorithms based on the abovementioned database. The 144 x 256, 140 x 140, 70 x 70, 40x40, 20 x 20, 10 x 10, and

study was performed using different sizes of images. Images 5x 5 pixels.
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FIGURE 4: Seventeen different poses of individual subject.

4.1. PCA Based (Eigenfaces) Face Recognition Algorithm.
Principal Component Analysis is a statistical procedure in
which transformation is used as set of observed possible
correlated variables into linearly noncorrelated variables
which are called the principal of components. In the face
recognition system, PCA plays a vital role as it is a very
efficient method for face recognition. As in PCA all images
of the training set are represented as a combination of
weighted eigenfaces and calculate covariance matrices. By
the covariance matrix of a training set of images, eigen-
vectors are obtained. Weights of eigenvectors are found by
the set of eigenfaces that are most relevant. Recognition of
faces is done by projecting a test image on the subspace of
eigenfaces. The distance between the test image and training
images is calculated using

n

dyyp, = Z (xk,. - xkj>2, (1)

a=1

where b; and b; represent two matrices for training and test
samples, respectively, and (x; — X, )* is the Euclidean
distance (ED) between two image components X, and X Ky
Test image must have minimum Euclidean distance with a
recognized image that exists in the training images. There are
three possible scenarios in PCA based face recognition al-
gorithm when the test image is tested with the face database
as described below.
Scenarios:

(i) If the test face image is far away from face space, it is
not a face image.

(ii) If the test face image is near face space and far away
from face class, then the image is not recognized by
the algorithm.

(iii) If the test image is close to both face class and face
space, then the face image is correctly recognized in
the face database. For implementation and detail of
the PCA based FR algorithm, readers are referred to
[34].

4.2. Linear Discriminant Analysis (LDA) and Fisher’s Face.
The LDA is proposed as an enhancement to Principal
Component Analysis (PCA). LDA constructs a discriminant
subspace that reduces the scatter between the same class
images and maximizes the scatter between images of dif-
ferent classes. Let ¢ = [ X, X,,. . ., X.] be the face classes in the
database and let each face class X; has face images xj, where
j=12,....., k. Within class, variance can be calculated using
with in-class scatter matrix.
Cc S
w= 22 (i

i=1 j=1

— Ui (xk ) ’ (2)

where, for all classes (c) x;. denotes the j' sample, while y;
represents mean of i class and can be calculated by

L% 3)
W=

Similarly, the between-class scatter matrix (S,) can be
defined as
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Sp = ZNz’ (s — 1) (s — )" (4)
i

where y represents the mean of all classes and can be cal-
culated as

_ Z;::l#i
p==" (5)

After computing S, and S, find the product of Sw 'and
S, and compute the eigenvectors of the product (Sy~'Sp). To
reduce the scatter matrix dimensionality, use the same
approach as eigenfaces (PCA). The last step is to project each
face image to face space

S;=Ur(x;—p) (6)

For a detailed study, readers are referred to [35].

4.3. PAL Face Recognition Algorithm. In the PAL FR algo-
rithm, initially 68 specific points on training and testing faces
are detected after face detection using a machine learning
algorithm. In next step, all these faces are cropped according to
these 68 landmarks. The mean and standard deviation of each
face image are calculated and updated according to the re-
lation given in (7) to reduce the error due to lighting variations

_ (Icropped - 7) x odef

I —
o; + Xdef

(7)

n

where X represents the mean and o, represents the standard
deviation of each input image while X, ; and g, ; are
predefined mean and standard deviation suggested for all
input images to reduce light variations. In this technique
mean image of each class is taken to reduce time complexity,
memory requirements, and errors due to pose variations.
Mean image can be calculated as
S

o Zinky (8)

m ] 4
where I, is the jth training image (normalized) of subject’s’
and ] represents a total number of training images of ’s’
subject.

Furthermore, these images are fed to AdaBoost com-
bined with LDA for recognition. A scoring value of the test
image with each class is attained using the final classifier and
the maximum scoring value achieved with the class will be
considered as recognized image with desired class. For
detailed study, readers are referred to [36]. The pseudocode
of the proposed algorithm is presented in Table 4.

The proposed face database is tested on three baseline
techniques such as PAL, PCA, and LDA. Tables 5 and 6 show
the overall accuracy of the above-mentioned algorithms on
the proposed face database.

5. Simulation Results

The experiments were performed using a Super-Server
7047 GR machine having 92GB of RAM with MATLAB

2019 as a simulation tool. To test the above-mentioned FR
algorithms, numerous tests were carried out on the proposed
database which has several face images with two different
conditions, such as face poses and image resolutions.

For each algorithm, three frontal images (0°, 5°, —5°) were
chosen for training as shown in Figure 5(a) and seventeen
different test images with a variation in pose (0, 5°, 10°, 15°,
20°, 25°, 30°, 35%, 55°, =5°, —10°, —15°, —20°, —=25°, —=30°, =35,
—55%) as shown in Figure 5(b)

5.1. Face Image Resolution Analysis. In this study, face im-
ages of 144x256, 140x140, 70x70, 40x40, 20x20, 10x10, and
5x5 pixels were reinvestigated. Table 5 details the results of
the three FR algorithms. From Table 5, essential explanations
are as follows.

(i) For face images having resolution of 70x70 pixels
and above, PAL yields the highest recognition rate
of 86.66% followed by PCA having an accuracy of
78.4% and LDA having an accuracy of 66.2%

(ii) For face resolution of 55, the accuracy of PCA and
LDA has been decreased to 32.7% and 26.2% while
the recognition rate of the PAL algorithm is 71.3%

(iii) PAL algorithm is most effective across all afore-
mentioned ranges of image resolutions

5.2. Face Pose Analysis. Some features of an individual’s face
are occluded due to variations in the facial pose. A good FR
algorithm should be robust to pose variations and should be
able to recognize a face with different viewing angles. In this
study seventeen face poses of 50 subjects are investigated.

As shown in Table 6, the PAL method, the PCA, and
LDA based face recognition algorithms yield 100% recog-
nition accuracy for frontal face images of 144 x 256 and
70 x 70 pixels.

(i) The PAL method comprehensively outperforms
other face recognition algorithms from frontal
to+ 55° of pose variation.

(ii) We observed the LDA based face recognition al-
gorithm is less effective under low resolution by
achieving the maximum accuracy of 47% for frontal
facial images. For +55° of face pose, the LDA barely
yields any recognition results.

5.3. Computational Complexity. Figure 6 presents the exe-
cution times of algorithms for different image resolution face
images.

From Figure 6, important observations are as follows.

(i) For each face image resolution category, PAL al-
gorithm consumes over 9seconds and is most
computationally complex as compared to PCA and
LDA.

(ii) For image resolution of 40x40 pixels and below, the
compared algorithms consume less than 4 seconds.
The LDA is unable to recognize face image reso-
lution of 10x10 pixels and below.
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TaBLE 4: Proposed PAL approach.

Input: A set of input images A = {a{zl}; with I={1,2, ......., I} classes and ] images of each class.
Do fori=1,...,1
(2) convert RGB images to grey,
(3) estimate and crop face (I cmpped).
(4) update mean and standard deviation of each image, I, = (I
(5) calculate mean image of each class, tr; = Z§:1 a?/ J.
Final training images of each class, T, = {try,...... tri}.
Initialize mislabelled distribution over m, D, (i) = 1/m = 1/N (-1)
Do fort=1,...T:
(1) if t=1, choose i samples per class for the learner.
(2) train LDA feature extractor.
(3) build a g classifier h,
(4) calculate pseudo loss, e,
(5) calculate 3, = e,/ (1 —e,)
(6) if B, = 0, abort the loop
(7) update the distribution
Final g classifier of training image, hf (z) = arg max(} (logl/f,)h, (2, y)).
Generate a matching score.
Output: Maximum matching score (M score)s I recog = argmax (Mscore).

—X) X O'def/(fi +Xdef

croped

TaBLE 5: Recognition accuracy, precision, and recall for different image resolutions.

Image resolution (in pixel) Algorithm Recognition accuracy (%) Precision Recall
PCA algorithm 78.4 0.7844 0.8451
144 x 256 LDA algorithm 62.2 0.6622 0.7462
PAL algorithm 86.66 0.866 0.9069
PCA algorithm 78.4 0.7844 0.8451
140 x 140 LDA algorithm 62.2 0.6622 0.7462
PAL algorithm 86.66 0.866 0.9069
PCA algorithm 78.4 0.7844 0.8451
70x 70 LDA algorithm 62.2 0.6622 0.7462
PAL algorithm 86.66 0.866 0.9069
PCA algorithm 73.22 07322 0.7881
40 x 40 LDA algorithm 58.3 0.5833 0.6290
PAL algorithm 86.66 0.8666 0.9112
PCA algorithm 53.46 0.5346 0.5721
20%20 LDA algorithm 41.49 0.4149 0.4523
PAL algorithm 81.43 0.8143 0.8491
PCA algorithm 45.05 0.4505 0.4732
10x10 LDA algorithm 37.34 0.3734 0.3972
PAL algorithm 77.75 0.7775 0.8133
PCA algorithm 32.7 0.3277 0.423
5x5 LDA algorithm 26.2 0.2623 0.3477
PAL algorithm 71.3 0.7133 0.7889

TaBLE 6: Comparison of classification accuracy algorithms for pose variations.

Recognition accuracy%

Image resolution FR algorithms N . N ) ) B N A )
+55 +35 +30 +25 +20 +15 +10 +5 0

PCA [34] 30 49 47 53 53 64 100 100 100

144 x 256 pixel LDA [35] 43 61 66 71 77 88 100 100 100
PAL technique [36] 64 74 79 84 87 92 100 100 100

PCA [34] 30 49 47 53 53 64 100 100 100

70 x 70 pixel LDA [35] 43 61 66 71 77 88 100 100 100
PAL technique [36] 64 74 79 84 87 92 100 100 100

PCA [34] 6 17 17 24 30 36 39 55 71

5x5 pixel LDA [35] 0 8 14 13 25 33 38 51 54

PAL technique [36] 32 48 57 62 71 72 100 100 100




Mathematical Problems in Engineering

- E b 1
I

()

(a)

FIGURE 5: (a) Training images, (b) testing images.
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FiGure 6: Computational complexity of the compared algorithms.

(iii) For the different face image resolutions, on average
3.23 seconds is consumed by PAL while executing
even on a high-performance Super-Server machine.
From the above analysis, it can be concluded that
the compared algorithms are near real time.

5.4. Discussion. To develop a robust FR algorithm that can
mimic the human vision system, continuous efforts are in
progress. Table 7 further highlights the importance of the FR
algorithms.

(i) For extremely low-resolution frontal images, such
as 20x20 pixels, PAL and PCA algorithms can be
used.

(ii) For low-resolution nonfrontal images, such as crime
scenes, only PAL should be used.

TaBLE 7: Selection of the FR algorithms based on performance.

Description Algorithm

. . PAL [36] and
Low-resolution frontal images PCA [34]
Low-resolution images with face poses PAL [36]
Time efficient with average accuracy PCA [34]

Time efficient PCA [34] and LDA [35]

(iii) For less computational complexity, face poses, and
average accuracy, readers are suggested to use the
PCA algorithm.

6. Conclusion and Future Work

This paper presents a dataset of face images with multiple
poses (COMSATS face database). These images were
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captured close to real-world conditions in the time span of
five months in COMSATS University, Abbottabad (Cam-
pus). Face images included in this dataset can reveal the
efficiency and robustness of future face detection and rec-
ognition algorithms. This database can be used for other
research areas such as gender classification, age estimation,
emotion recognition, face pose recognition, age estimation,
and face modelling.

In the next step, a comparison of three well-known face
recognition algorithms based on the proposed dataset is
presented which are (i) PCA based face recognition
(eigenfaces), (ii) LDA based face recognition, and (iii) PAL
face recognition algorithm. Simulation results on the pro-
posed database show that PAL face recognition algorithm
can be reliably used for low resolution up to 5x 5-pixel
images and from frontal (0°) ranges to +55° of face pose
variation near real time.

In our future work, we intend to develop a new face
recognition algorithm that can recognize low-resolution face
images up to 5 x 5-pixel images and pose variation of + 90°

Data Availability

The data are available with the first author and will be
provided on request for research purposes.

Conflicts of Interest

The authors declare that there are no conflicts of interest
regarding the publication of this paper.

References

[1] Z. Mahmood, N. Muhammad, N. Bibi, and T. Ali, “A review
on state-of-the-art face recognition approaches,” Fractals,
vol. 25, no. 2, Article ID 1750025, 1-19 pages, 2017.

[2] F. Munawar, K. Uzair, S. Aamir, U. H. Mahmood, and
M. Zahid, “An empirical study of image resolution and pose
on automatic face recognition,” in Proceedings of the 16th
International Bhurban Conference on Applied Sciences and
Technology (IBCAST), Islamabad, Pakistan, January 2019.

[3] M. Jacquet and C. Champod, “Automated face recognition in
forensic science: review and perspectives,” Forensic Science
International, vol. 307, Article ID 110124, 2020.

[4] D. T. Nguyen, D. P. Tuyen, T. D. Pham, N. R. Baek, and
K. R. Park, “Combining deep and handcrafted image features
for presentation attack detection in face recognition systems
using visible-light camera sensors,” Sensors, vol. 18, no. 3,
2018.

[5] J. Wang, C. Lu, M. Wang, P. Li, S. Yan, and X. Hu, “Robust
face recognition via adaptive sparse representation,” IEEE
Transactions on Cybernetics, vol. 44, no. 12, pp. 2368-2378,
2014.

[6] Z. Mahmood, T. Ali, S. Khattak, and U. K. Samee, “A
comparative study of baseline algorithms of face recognition,”
in Proceedings of the 12th International Conference on
Frontiers of Information Technology, pp. 263-268, IEEE,
Islamabad, Pakistan, December 2014.

[7] M.-H. Yang, “Kernel eigenfaces vs. Kernel fisherfaces: face
recognition using kernel methods,” in Proceedings of the Fifth
IEEE International Conference on Automatic Face Gesture
Recognition, vol. 2, Washington, DC, USA, May 2002.

Mathematical Problems in Engineering

[8] H. Qiu, D. Gong, Z. Li, W. Liu, and D. Tao, “End2End oc-
cluded face recognition by masking corrupted features,” IEEE
Transactions on Pattern Analysis and Machine Intelligence,
2021.

[9] X. He, S. Yan, Y. Hu, P. Niyogi, and H.-J. Zhang, “Face
recognition using laplacianfaces,” IEEE Transactions on
Pattern Analysis and Machine Intelligence, vol. 27, no. 3,
pp. 328-340, 2005.

[10] K. Simonyan, O. M. Parkhi, A. Vedaldi, and A. Zisserman,
“Fisher vector faces in the wild,” BMVC, vol. 2, no. 3, p. 4,
2013.

[11] S. Kakarwal and R. Deshmukh, “Wavelet transform based
feature extraction for face recognition,” International Journal
of Bioinformatics Research and Applications, vol. 1, no. 1,
Article ID 9740767, 2010.

[12] N. A. Abdullah, M. J. Saidi, N. H. A. Rahman, C. C. Wen, and
I. R. A. Hamid, “October. Face recognition for criminal
identification: an implementation of principal component
analysis for face recognition,” in AIP Conference Proceedings,
vol. 1891, no. 1, AIP Publishing LLC, Article ID 020002, 2017.

[13] B. Huang, Z. Wang, G. Wang et al., “Masked face recognition
datasets and validation,” in Proceedings of the IEEE/CVF
International Conference on Computer Vision, pp. 1487-1491,
Montreal, BC, Canada, October 2021.

[14] Q. Meng, S. Zhao, Z. Huang, and F. Zhou, “Magface: a
universal representation for face recognition and quality as-
sessment,” in Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, Article ID 14225,
2021.

[15] J. Zhang, G. Ye, Z. Tu et al., “A spatial attentive and temporal
dilated (SATD) GCN for skeleton-based action recognition,”
CAAI Transactions on Intelligence Technology, vol. 7, 2020.

[16] Q. Zou, X. Kang, Q. Fang, and B. Jiang, “Deep imitation
reinforcement learning for self-driving by vision,” CAAI
Transactions on Intelligence Technology, vol. 6, no. 4,
pp. 493-503, 2021.

[17] L.-H. Juang, M.-N. Wu, and C.-H. Lin, “Affective computing
study of attention recognition for the 3D guide system,” CAAI
Transactions on Intelligence Technology, vol. 5, no. 4,
pp. 260-267, 2020.

[18] J. Zhou, L. Liu, W. Wei, and J. Fan, “Network representation
learning: from preprocessing, feature extraction to node
embedding,” ACM Computing Surveys, vol. 55, no. 2, pp. 1-35,
2022.

[19] H. A. Zainab, A. M. Moamin, H. A. Karrar et al., “Com-
prehensive review of achine learning (ML) in image defog-
ging: taxonomy of concepts, scenes, feature extraction, and
classification techniques,” IET Image Processing, vol. 16, no. 2,
pp. 289-310, 2022.

[20] R.K. Tripathiand A. Singh Jalal, “A robust approach based on
local feature extraction for age invariant face recognition,”
Multimedia Tools and Applications, pp. 1-18, 2022.

[21] P. J. Phillips, H. Moon, S. A. Rizvi, and P. J. Rauss, “The
FERET evaluation methodology for face-recognition algo-
rithms,” IEEE Transactions on Pattern Analysis and Machine
Intelligence, vol. 22, no. 10, pp. 1090-1104, 2000.

[22] A. Martinez and R. Benavente, “The AR face database,” CVC
Technical Report, No. 24, 1998.

[23] V. Jain, “The Indian face database,” 2002, http://vis-www.cs.
umass.edu/%7E%20vidit/IndianFaceDatabase/.

[24] T. Sim, S. Baker, and M. Bsat, “The CMU pose, illumination,
and expression database,” IEEE Transactions on Pattern
Analysis and Machine Intelligence, vol. 25, 2003.


http://vis-www.cs.umass.edu/%7E%20vidit/IndianFaceDatabase/
http://vis-www.cs.umass.edu/%7E%20vidit/IndianFaceDatabase/

Mathematical Problems in Engineering

[25] R. Gross, I. Matthews, J. Cohn, T. Kanade, and S. Baker,
“Multi-pie,” Image and Vision Computing, vol. 28, no. 5,
pp. 807-813, 2010.

[26] G. B. Huang, M. Ramesh, T. Berg, and E. Learned-Miller,
“Labeled faces in the wild: a database for studying face rec-
ognition in unconstrained environments,” vol. 1, no. 2,
Technical Report 07-49, Amherst, Massachusetts, MA, USA,
2007.

[27] A. Georghiades, P. N. Belhumeur, and D. J. Kriegman, Yale
Face Database, vol. 2, 1997, http://cvc.yale.edu/projects/
yalefaces/yalefa.

[28] J. Lu, K. N. Plataniotis, and A. N. Venetsanopoulos, “Face
recognition using LDA-based algorithms,” IEEE Transactions
on Neural Networks, vol. 14, no. 1, pp. 195-200, 2003.

[29] T. Ahonen, A. Hadid, and M. Pietikainen, “Face description
with local binary patterns: application to face recognition,”
IEEE Transactions on Pattern Analysis and Machine Intelli-
gence, vol. 28, no. 12, pp. 2037-2041, 2006.

[30] M. Turk and A. Pentland, “Eigenfaces for recognition,”
Journal of Cognitive Neuroscience, vol. 3, no. 1, pp. 71-86,
1991.

[31] J. Wu and Z. H. Zhou, “Face recognition with one training
image per person,” Pattern Recognition Letters, vol. 23, no. 14,
pp. 1711-1719, 2002.

[32] S. Tan, X. Sun, W. Chan, L. Qu, and L. Shao, “Robust face
recognition with kernelized locality-sensitive group sparsity
representation,” IEEE Transactions on Image Processing,
vol. 26, no. 10, pp. 4661-4668, 2017.

[33] Y. Su, “Robust video face recognition under pose variation,”
Neural Processing Letters, vol. 47, no. 1, pp. 277-291, 2018.

[34] J. Yang, D. Zhang, A. F. Frangi, and J. Yang, “Two-dimen-
sional PCA: a new approach to appearance-based face rep-
resentation and recognition,” IEEE Transactions on Pattern
Analysis and Machine Intelligence, vol. 26, no. 1, pp. 131-137,
2004.

[35] M. Yang, “Kernel eigenfacesvs kernel Fisherfaces: face rec-
ognition using kernel methods,” in Proceedings of the 5th
International Conference on Automatic Face and Gesture
Recognition (AFGR), pp. 215-220, Washington, DC, USA,
May 2002.

[36] M. Hagq, A. Shahzad, Z. Mahmood, A. Shah, N. Muhammad,
and T. Akram, “Boosting the face recognition performance of
ensemble based LDA for pose, non-uniform illuminations,
and low-resolution images,” KSII Transactions on Internet and
Information Systems, vol. 13, no. 6, pp. 3144-3164, 2019.

[37] R.Ullah, H. Hayat, A. A. Siddiqui, U. A. Siddiqui, J. Khan, and
F. Ullah, “A Real-Time Framework for Human Face Detection
and Recognition in CCTV Images,” Mathematical Problems in
Engineering, vol. 2022, 2022.

11


http://cvc.yale.edu/projects/yalefaces/yalefa
http://cvc.yale.edu/projects/yalefaces/yalefa

Hindawi

Mathematical Problems in Engineering
Volume 2022, Article ID 5926755, 10 pages
https://doi.org/10.1155/2022/5926755

Research Article

@ Hindawi

Image Deblurring Algorithm Based on the Gaussian-Scale Mixture

Expert Field Model

Jing Zhang ®"' and Tao Zhang®

!Basic Science Department, Jilin University of Architecture and Technology, Changchun 130114, Jilin, China
2Quality Manufacturing, Volkswagen (Anhui) Automotive Co., Ltd.,, Hefei 230091, Anhui, China

Correspondence should be addressed to Jing Zhang; zhangjingdlut@126.com

Received 8 October 2021; Revised 26 February 2022; Accepted 31 March 2022; Published 17 May 2022

Academic Editor: Nouman Ali

Copyright © 2022 Jing Zhang and Tao Zhang. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

With the proliferation of portable digital products, image quality degradation has received a lot of attention. As the most common
phenomenon in image degradation, the issue of image deblurring is the focus of much attention. Blind motion blur removal is the
main target of this paper. The heavy-tailed distribution is the most dominant statistical feature of natural images. However, most
image deblurring methods use a gradient prior with fixed parameters to recover a clear image, which leads to loss of details in the
recovered clear image and does not consider the higher order prior of the natural image. Therefore, this paper proposes a new
regularized image recovery model based on the Gaussian-scale mixture expert field(GSM-FOE) model. First, the GSM-FoE model
learns filters and corresponding parameters with higher order prior information of images by training images in a natural image
library; second, these learning results are used to guide the image recovery process. The GSM-FoE model and gradient-fidelity
based image recovery model is proposed, which can be used with an iterative re-weighted least squares (IRLS) method. Ex-
periments demonstrate that the suggested recovery approach is simple to use and successful at reducing blur and noise, as well as
suppressing ringing effects while preserving image information. Moreover, the image restoration method performs well for large
blurring kernels. The results fully reflect the effectiveness and robustness of the proposed method for complex noise scenarios. The

quality of the generated images is significantly better than that of several classical methods.

1. Introduction

Images are the primary form in which humans acquire,
express, and communicate visual information. Motion blur
is commonly used to portray the relative motion between the
target object and the camera using a blur kernel. The goal of
deblurring is to recover a clear-edged image from the ob-
served blurred image for subsequent use in intelligent ap-
plications. Therefore, the problem of motion blur image
restoration is of great theoretical and practical importance.

Algorithms on image deblurring have also evolved in the
image field. Qin et al. proposed to remove motion blur based
on the feature information (transparency information) of
the image content itself [1]. Liu et al. proposed a deep
learning approach to estimate the probability distribution of
motion blur blocks using the CNN and Markov random field

model and then use the information based on the image
blocks to solve the global inconsistent motion blur problem,
but the blind deblurring problem of a single image increases
the difficulty [2]. Abdelrahim estimated the blur kernel by
extracting the salient edges of the blurred image, but there is
a large amount of noise and ringing in the recovered image
[3] Sun et al. proposed a constraint based on the Laplace
prior that can better preserve the edge and detail infor-
mation of the recovered image [4]. Sun et al. introduces a
new model to guide the image restoration process, namely,
the use of continuous segmented function stitching to ap-
proximate the gradient distribution [5]. To better charac-
terize the sparse nature of image gradients, Kja et al
proposed a constraint based on a super-Laplacian prior that
makes the recovered image more consistent with natural
scene properties, but the method cannot adaptively adjust
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the strength of the penalty for different regions in the image.
[6]. For the image noncoherent motion blur problem, Wang
proposed a deep learning method of convolutional neural
networks that can estimate and remove noncoherent motion
blur more effectively [7]. Yang et al. used the TV blind
convolution method, applying a sparse gradient prior as a
constraint to solve the blind convolution problem [8]. Based
on the edge information of the image, Xu et al. proposed a
blind deconvolution method for MAP estimation model of
the image [9]. In order to solve the problem of noncoherent
motion blur, Jin et al. proposed the method of estimating
blur kernel using a learning convolutional neural network
(CNN) [10]. In recent years, some scholars have broken
away from the original research idea and proposed the
concept of learning-based image restoration to replace the
smoothing constraint term based on regularization methods
[11-15]. The basic idea of this class of methods is to obtain a
priori knowledge of natural images through learning algo-
rithms. For image prior terms, Huang et al. proposes a
Gaussian scale mixture learning method combined with the
Bayesian minimum mean squared error estimation to train
the model [16]. In low-level computer vision, Nazarinezhad
et al. proposed to learn prior information of natural images
with the higher-order Markov random fields (MRF) [17].

Digital image processing techniques are increasingly
used in high-end fields, and the study of image deblurring is
the key factor to promote its development. Considering the
fact that common algorithms are still prone to multipeaks,
this paper proposed the GSM-FOE model, which represents
the spatial structure information of images, to mine the
higher-order prior knowledge of natural images, and learns
eight 3x3 filters that contain the higher-order prior
knowledge of natural images. In the image restoration
process, the gradient information of the image is also in-
troduced into the image prior term in this paper. Experi-
mental results and comprehensive comparison analysis
demonstrate its superiority.

Concretely, our contributions are four-fold as follows:

(i) This paper argues that although the gradient dis-
tributions of natural images all obey a heavy-tailed
distribution, it is not appropriate to take a function
to approximate this distribution directly, which
would increase the error in the image recovery step.
This will increase the error in the image recovery
step.

(ii) This paper argues that it is not sufficient to consider
only the first-order a priori information of natural
images. Based on a profound learning of the GSM-
FoE model, this paper uses the GSM-FoE model to
learn higher-order prior knowledge of natural im-
ages, and the results of these learned filters acting on
the images reflect their intrinsic feature
information.

(iii) The deblurring algorithm, which combines the
learning results with the gradient fidelity term, is
used to maintain the image details and edge in-
formation well and suppress the ringing effect.
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(iv) For the image restoration model in this paper, we
give an effective solution that works well for large
images or large blur kernels.

2. GSM-FoE Model Offline Natural Image a
Priori Learning Method

2.1. FoE Method. In a regularization-based approach, the
Markov field (MRF) model can be used to model the spatial
structure information of an image using potential functions
to form a priori constraints. However, it is limited in that it
can only use a simple neighborhood structure (each pixel is
only related to its four nearest neighboring pixels), whereas
the FoE (Field of Expert) model, which represents the spatial
structure information of an image, can better address this
limitation and can learn higher-order prior knowledge from
the training image library. Figure 1 shows the flow process of
the FoE model.

An a priori model based on image spatial information is
introduced into the objective function of image deblurring.
In other words, the FOE model is incorporated into the
image restoration model. A neighborhood system is defined
for a m x m (m is generally odd) square region such that it
connects all nodes within the region. There are km x m
systems of neighborhoods that may overlap with each other
throughout the image x. Each neighborhood center pixel k
(k=1,...,K) then has an extremely large group x ). The
potential function of the group x4, is denoted by f (xy),
f(x) =T, ¢(JTx(4y;©). Under the FoE model, the
probability density function of the image x is as follows:

1k
P(x) = anzlf(x(k))
| (1)
K N (T
= an:IHizl(p(]i X (k) ®)-

Among them, N denotes the number of expert functions,
¢; is the expert function to be defined, J; is the filter to be
learned, ® denotes the set of parameters to be learned, and
the filter Z is the normalized parameter. The number of
parameters in the model depends only on the size of the
group and the number of filters, and there is no requirement
for the size of the learned image x. In practice, the model is
often transformed into the form of a Gibbs distribution for
convenience.

P(x) = %exp (=Epog (%)),

. )
Epop(x) = —Z Zlog ¢(]l-Tx; @).

k i=1

2.2. Selection of Canonical Terms and Expert Functions under
the GSM-FoE Model. The literature [18] mentions, respec-
tively, the use of TV regularization and [, parametric reg-
ularization methods to fit the heavy-tailed distribution of
image gradients. In addition to TV regularization and !

parametric regularization methods, the concept of learning-
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\ convolution

Blurred Image I

Filtered image

Pixelwise
expert
nonlinearity

Experts Recovered image

Ficure 1: Flow process of the FoE model.

based image restoration has been proposed by some scholars
in recent years. In addition to first-order derivative infor-
mation, the intrinsic features of an image include higher-
order prior information, and learning methods that train the
prior can learn these higher-order priors from a given image
database and are therefore more accurate than methods that
approximate the prior.

If the image x in the training image library is trans-
formed into the image I in the image restoration process,
then the regular term describing the higher order prior of the
image p (I) under the FoE model can be expressed as follows:

P(I) = %n{f:lnﬁlgb(]hk; o). (3)

Among them, N denotes the number of expert functions,
¢; is the expert function to be defined, J; is the filter to be
learned, ® denotes the set of parameters to be learned, and
the filter Z is the normalized parameter.

Under the MAP model, the selected expert function
needs to satistfy the condition that it is guaranteed to be
logarithmically continuous and differentiable. There are
three classical expert functions: one is based on the student-t
distribution, the second is Charbonnier’s light and heavy-
tailed expert function, and the third is the Gaussian scale
mixture expert function. In spite of losing detail, the Stu-
dent-t expert function’s logarithmic distribution is more
consistent with the heavy-tailed distribution than the
Charbonnier expert function. The Gaussian scale mixture
expert function [19] not only retains more detail information
in the image but can also eliminate noise better, so the GSM
expert function is used in this paper.

Although the gradient distributions of natural images all
obey a neutral distribution, it is not reasonable to take a
function to approximate this distribution directly, which
would increase the error in the image recovery step.
Therefore, in this paper, the expert function represented by
the Gaussian scale mixtures with zero mean is chosen.

L .
$(JT1:0) oc Y M UID 201, (4)

=191

Here, m; and o; are the parameters of @. Filter J; with
higher order information about the image and the param-
eters ® can be learned from the Berkeley image library using
the EM (Maximum Expectation) algorithm [20] with the
following training procedure:

Algorithm 1 describes the basis rotation algorithm.

Figure 2 shows the logarithmic distribution of the GSM
expert function. The logarithmic distribution shows that the
GSM expert function has thicker tails on both sides and a
small spike in the middle, so the log-weighted tail distri-
bution is more approximate. The advantage of the Gaussian
scale hybrid expert function is that it includes a variety of
represented expert functions, including Student-t experts
and Charbonnier experts, and the scales and parameters of
the GSM experts are adjustable, so the GSM experts are more
flexible and diverse. It is not sufficient to consider only the
first-order priori information of natural images. Based on a
deep learning of the GSM-FoE model, we learn the higher-
order prior knowledge of the natural images. 15 scales are
selected in the training process, and eight 3 x 3 filters are
learned. The result of these filters acting on the image reflects
its intrinsic feature information. From the distribution of the
weights in Figure 2, it can be seen that the yellow, red, and
orange curves are more consistent with the heavy-tailed
distribution at the —3, —4 scale, which means that the weight
distribution at the -3, —4 scale fits the higher-order prior of
the image better and can better reflect the intrinsic char-
acteristics of the image itself. Based on the above analysis, the
GSM expert function is selected in this paper for the image
restoration process.

3. Image Deblurring Algorithm Based on the
GSM-FoE Model

The quality of image recovery can be improved by using a
priori constraints on image spatial structure information in
regularized image recovery methods. The advantages of the
FOE model in representing spatial structure information
have attracted increasing attention [21-23].

By taking into account the higher-order prior of natural
images, this paper introduces an a priori model based on
image spatial information in the objective function of de-
claring and applies the learning results under the model of
GSM FoE to guide image restoration. In the image resto-
ration process, considering that the image gradient term can
better suppress noise, this paper incorporates the gradient
fidelity term into the image deblurring model as well, im-
proves the traditional regularization term, proposes a reg-
ularization method based on GSM FoE and gradient fidelity,
applies it to the single image blind deblurring problem, and
gives an effective algorithm based on IRLS.
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-1202(J'1y)

(1) Step E: q; (k) ocmjloe

r =eigmin JT (Zk’jqj (k)/a?l(k)lfk))]
J=]Jr
Output: filter J

Input: Rotation filter J{ (base) as column composition matrix J, Berkeley training image bank, small image blocks I;

(2) Step MM: R is the orthogonal matrix to be learned, satisfying W = R]J, where r is the column vector of the orthogonal matrix R

ALGORITHM 1: Basis Rotation Algorithm.
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FIGURE 2: Logarithmic distribution of GSM-FoE functions.

3.1. Regularization Methods Based on the GSM-FoE Model.
The energy function describing the higher order prior of the
image under the GSM FoE model can be expressed from the
reasoning in the literature [24] as follows:

. 1, 1\2 m
E(I) = —(J.; 1) —In —+1 .
(I gn;%(mgh) n n%) (5)

Of these, g;ocm/oe” 27U YL g =1, 1 represent
scales, 15 scales were selected during the course of the
training. J; denotes the filter learned by training, and {0}, 7;}
is the parameter learned.

From the distribution about the weights of the GSM
experts at different scales, it is known that the weights at the
-3, —4 scale are more in line with the heavy-tailed distri-
bution, so the —3, —4 scale is chosen in this section, which
can better fit the higher-order prior of the image. This soft fit
can reduce the error in fitting the energy function and
improve the accuracy of the image prior when the restriction

is changed from (JTI)* to J71. Based on the above analysis,
the energy function used in this paper is as follows:

ﬂ”ZZi( 1(ﬁ0+2i(ﬁ0—m4m”xm”>

2
7 20'(73) 0 (-4) 0(-3) X 0y

(6)

A conventional image restoration model based on reg-
ularization takes the following concrete form:

Ignw*z—m@+ﬂwm? (7)

The second of these is noise suppression through image
gradient information. More clear images with intrinsic
priori information are obtained using an image prior term
approach based on an expert field model. Within the
framework of the MAP model, this paper incorporates the
higher-order prior knowledge of natural images learned
from the GSM-FOE model into the image prior term, while
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suppressing noise by introducing image gradients infor-
mation. The optimization model is as follows:

1 1
min, || T@k—-Bl;+1,) 5 ( >
72\ 20,

min || I - T3 +y || VI

To solve model (9), we use an algorithm based on the
iterative reweighted least squares (IRLS) method and the
conjugate gradient method [20] for the iterative solution.
The weights updated for each iteration are as follows:

0 _ 1
© ool + o))

where v denotes the position of the pixel in the image. The
advantage of the new improved model is that this soft fit
reduces the error of the energy function and thus improves
the accuracy of the image prior.

Before giving the algorithms in this paper, we illustrate
some notation as follows:

w

(9)

(1) The symbol C; is used to denote a Toeplitz matrix,
i.e., the matrix indistinct is first pulled into a row
vector form, C;, denotes the matrix formed by the
elements of this row cycling backwards each time
and then arranging them in rows.

(2) The convolution B = k®I of the image is expressed
in a matrix form: B = C;I.To ensure that the matrix
is multipliable, the rest of the values of the elements
of each row in C,, except for the elements of the
fuzzy kernel k, are complemented by 0.

(3) J denotes the learned filter.

Algorithm 2 describes the estimation process for clear
images:

3.2. Process of Blind Image Deblurring. The recovery of
blurred images in this paper is divided into three parts:
offline GMS higher-order prior learning training, blur kernel
estimation, and clear image recovery, as shown in flowchart
Figure 3.

Assuming that motion blur is spatially globally consis-
tent, the recovery model in this paper estimates the blur
kernel k and the clear image I by iterating the following two
equations alternatively.

min || Tok - B +v || VII® + LE(I),

2 2 (10)
min | 1®k - Bl + A | kI + uC (k)

Among them, K is the unknown fuzzy kernel and ® is
the 2D convolution operator. Under the assumption of
Gaussian noise, the fidelity term E(B|I, k) is generally

1
(]iTI) +2 2

(7717) = 1n 47220 ”<‘“>,

O (-1 0(-3) X 0(-4)

(8)

denoted as |[I®k — B ||§. E (I) is an image prior term based on
the GSM-FoE model, which guides the recovery of clear
images by mining the higher-order prior information of
natural images. [|[VI I? is based on image gradient infor-
mation to suppress noise. /\k||k||§ is the fuzzy kernel prior
term. The weights A, and A; are the parameters of the kernel
prior and the image prior, respectively, are the parameters of
the image gradient and are the parameters of the discrete
metric C (k).

The fuzzy image is first converted into a gray-scale
image; in the estimation stage of the fuzzy kernel, given the
input iterative image I, this paper uses a constraint-based [,
approach to extract the significant structure; in order to
retain more structural information, the strong edges are
restored with impact filtering; finally, the fuzzy kernel is
estimated.

In the image recovery phase, the offline GMS-FoE model
is used to train the Berkeley image database so as to learn
higher-order prior knowledge of natural images, which is
used to guide the recovery of clear images; the GSM-FoE
prior model and the gradient-fidelity regularization term are
used as model constraints, and an optimization algorithm is
proposed.

The detailed parts of blurred images tend to cause
inaccuracy in the estimation of the blur kernel. The double-
sided filter allows more low frequency information to be
retained. The specific algorithm is as follows:

F(I(x)) = Zi Y Flx- g1 -1,  (11)

X yeT

Among them, x and y are the coordinates of the pixel
points in the image, W is the image pixel space, Z,, is the
normalized term, I is the image to be filtered, F (I (x)) is the
image after bilateral filtering, and both f and g denote
domain filters.

Considering the problem of noise in the image, this
paper performs a bilateral filtering algorithm on I, of Al-
gorithm 2 to obtain the image I;;. Calculate the image detail
layer as I; = I, — I,,. Finally, a clear image I} = I + I, with
more detailed information is obtained.

In recent years, many papers have considered sparsity
constraints in the kernel estimation process, but they tend to
lead to non-convexity problems. To avoid this problem and
to take into account the continuity of the kernel, the kernel
estimation model [24] used in this paper is as follows:
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Input: Fuzzy kernels k, Filters J, Fuzzy image B, steps iter
Initialization: value wi(o) =1

N
(1) Calculate A = C{Cy + Azc{_c]‘,, b=C{B;
For v = —1: iter _

(2) Calculate A = Z’I\:,I Awa)A,E = Z‘;l ATwI(,i)b;
(3) Solving systems of equations using the conjugate gradient method AI = b, result is I,
(4) Value u, = AI, - b,

If u, > ther then w&)l = 1/2(02(_3) + 02(_4))]?1‘,_1

Else exit

End

Output: Clear image I*

ALGORITHM 2: Algorithms IRLS.
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images

F1GURE 3: Flowchart of the proposed blind deblur algorithm.

Ay and p denote adjustable parameters to balance the
strength of the fidelity and kernel similarity terms. The first
process is a convex function on the fuzzy kernel k. The
second process is the L, gradient minimization problem.
Once the fuzzy kernel has been estimated, the image can
be recovered using the fuzzy image and the estimated fuzzy

min || VI@k = VBJ, + A | kI3 + uC (k)

s.t.k(x, y)>0and Z k(x,y) =1 (12)

{0}

Among them, C(k) = #{(x, ok (x, )| + |8yk(x, ¥)

| #0} . Due to the use of discrete metrics C (k) , the solution is
to alternate iterations of the following two processes.

min || VI@k = VBI, + A | kI,

- - (13)
mkin | k- kll, + uC (k).

1
2
o

1
mIin I k*I—B||§+V [ vI||2+/\12 E(z
7 -3)

T
(Ii I) i 20

kernel. In order to make full use of the learned higher order
prior knowledge, while avoiding noise in the image recovery
process, a GSM FoE prior model and gradient fidelity regular
terms are used and the recovery model is as follows:

(14)



Mathematical Problems in Engineering

{I;»m, 03,1 = =3, -4} indicates the filter that has been learned
and the parameters.

Value a=0%+0%,/20%,02,b=1In47_5 x 1_4/0_4
x o_,. The relative energies ratio of the regularization
methods based on the GSM-FOE model is }; ,.;a(J )
=blY; peral JEB) — b. Experiments show that the property
that a regular term based on GSM-FOE model and gradient
fidelity has an image energy greater than that of a clear
image, making the model converge more towards the clear
image.

4. Numerical Experiments and Analysis

In this paper, a coarse to fine multiscale approach is used to
recover a clear image. The total number of layers is deter-
mined by the size of the fuzzy kernel k. The size of k de-
termines the number of iteration steps per layer to be 25.
First, the color image is converted into a gray-scale image, on
which the saliency structure is extracted; second, the esti-
mation of the blur kernel and the recovery of the image are
performed; then, the recovered image is upsampled and used
as the initial input for the next iteration. In the final image
restoration stage, the three channels of the color image are
processed separately.

The parameters of the experiments are set as follows: the
parameters in the model = 0.7, A, = 0.001, and ¢ = 0.01.
The parameters under the GSM-FoE model A; and y are
adjustable parameters, and the experiments generally take
A; =0.001, y = 0.01, the number of expert functions N = 8,
and the window size 3 x 3. The EM learning algorithm is
applied to learn eight filters and their corresponding pa-
rameters from the training database set.

The simulation platform is MATLAB R2018a, the
computer configuration is: 64bit windows 10 system,
Pentium dual-core 2.8 GHz, running memory is 2 GB. In our
experiments, our learning data came from the Berkeley
Segmentation Benchmark image library. There are 500
benchmark images in this database, including many com-
mon natural scenes in everyday life, such as animals, people,
landscapes, buildings, etc. It is the most commonly used
image database for image segmentation, edge detection, and
other related fields. The eight 3 x 3 filters used in the fol-
lowing experiments are the result of learning this database as
a whole, which is undoubtedly very time consuming. Given
the efficiency of the experiments, the user can also manually
select images in the image library that have some correlation
with the blurred image B for training.

4.1. Experimental Comparison of Image Prior Terms with and
without the Gradient Fidelity Term. Tikhonov first proposed
to use this constraint on the squared norm |VI II§ of the
gradient as a regular term to solve the discomfort problem of
images to better remove noise. In this paper, we combine the
gradient fidelity term with the GSM-FoE model, proposing a
novel image regularity term. The experimental results show
that the addition of a gradient fidelity term significantly
suppresses noise in the recovered image and reduces the
generation of the ladder effect. Since the gradient fidelity

term is a convex problem that can be solved by the fast
Fourier transform, it does not destroy the existence of the
optimal solution of the deblurred model.

Figure 4 shows an experimental comparison of the image
prior term with and without the gradient fidelity term.
Figure (a) shows a clear image, figure (b) shows a blurred
image, figure (c) shows the image restoration results with
only the GSM FoE model introduced in the image prior
term, and figure (d) represents the introduction of the GSM-
FoE model and the gradient fidelity term in the image prior
term. In terms of the recovery results, some information
such as edges and textures are partially missing in figure (c).
Figure (d) not only eliminates the noise but also suppresses
the ringing effect by adding the image gradient fidelity term,
and the recovered image has a clearer and more natural
visual effect at the edges and textures.

4.2. Comparison of Quantitative Experiments. Using accu-
racy and time-consuming experiments as indicators, liter-
ature [5], literature [18], and literature [20] were used as
control groups for the experiments and their experimental
results were compared with the experimental results of this
research method. The Bregman reweighted alternating
minimization (BRAM) was applied to image deblurring [5].
Nonblind image deblurring was proposed via deep learning
(DL) in a complex field [18]. The image restoration method
used in this paper is the GSM-FOE model. The gradient-
based conditional generative adversarial network (CGAN)
was used to image deblurring [20]. The experimental data
samples were obtained from the Berkeley image database,
and the effect of different methods on the recovery of de-
graded images was verified through synthetic datasets.

4.2.1. Recovery Time Comparison. 500 blurred images under
synthetic data were selected for blind recovery, and the
algorithm in this paper was compared with other three
algorithms for recovery time, and the experimental results
are shown in Figure 5.

According to the analysis of the data in Figure 5, the
recovery times for the methods of literature [18], literature
[20] and this paper are relatively short when the number of
images is small. Between 190 and 230 images, there is a
relatively large qualitative change in the recovery time of the
methods of literature [5], literature [18], and literature [20]
as the number of images increases, followed by a relatively
stable oscillation. Overall, as the number of images increases,
the recovery time of the method in this paper is relatively
stable and the time required for recovery is short and
efficient.

4.2.2. Comparison of the Degree of Recovery. To further
validate the performance of this method, PSNR (peak signal-
to-noise ratio), MSE (mean square error), and the degree of
recovery were used as test metrics, and the methods of
literature [5], literature [18], and literature [20] were used as
control groups to blindly recover blurred images,
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FIGURE 4: Results with and without the gradient fidelity term in the GSM-FoE model. (a) Clear image. (b) Blurred image. (c) No gradient

fidelity term. (d) With gradient fidelity term.
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FIGURE 5: Comparative results of recovery times for different methods.

respectively, to compare the recovery effects of the five al-
gorithms, and the metric data are shown in Table 1.

The experiments show that the peak signal-to-noise ratio
value of the method in this paper is 93.25 db, which is at least
7 db higher than that of other methods in the literature. The
mean square error value is 15.18%, which is much lower than
that of other methods. Figure 6 shows the comparison of the
recovery degree of different methods. As shown in Figure 6,
as the number of images increases, the recovery degree of the
literature [18] method shows a sudden low change between
the number of 10 and 50 images, followed by a smooth
decrease. Overall, there is a steady oscillation in the degree of
recovery in literature [5] and literature [20] as the number of
images increases, while the degree of recovery of the method
in this paper then increases and is significantly higher than
that of the other three literature methods, indicating that the

recovery results in this paper are clearer and better maintain
the details of the images.

4.3. Recovery Effect. The blind recovery experiments of the
method are shown in Figure 7, where the fuzzy kernel is
unknown. On the left is the fuzzy image, and on the right is
the recovery result. In addition to the first-order derivative
information, the intrinsic features of the image also include
higher-order prior information, and the training prior
learning method can learn these higher-order priors from a
given image database, so the regular term method in this
paper is more accurate than the approximation prior
method. In terms of the overall visual effect, this paper
effectively suppresses the ringing effect while removing blur,
and maintains the edges of the image well.
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TaBLE 1: Evaluation indicator values for each method.

Evaluation indicators BRAM [5] DL [18] CGAN [20] GSM-FoE
PSNR/DB 76.59 83.45 85.64 93.25
MSE/% 24.6 38.17 34.94 15.18
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FIGURE 6: Comparative results of the degree of recovery by different methods.

FIGURE 7: Experimental results of the method in this paper.

5. Conclusion

Image deblurring techniques have a wide range of appli-
cations in daily life, industrial production, and other fields
and have received widespread attention in research areas
such as image processing and computer vision. The method
of learning with the GSM-FoE model can better fit the
higher-order prior of natural images and accurately portray
the global prior knowledge of natural images. The graph of
the logarithmic distribution of the expert function shows
that the Gaussian mixed-scale expert function fits the heavy-
tailed distribution better than other expert functions. In this
paper, using the GSM-FoE model, 500 images from the
Berkeley database were trained to learn eight filters and the
corresponding parameters.

In this paper, these learning results under the line of
GSM-FoE model are used to guide the image restoration
process in the objective function of image deblurring. In the
image restoration process, the gradient fidelity term is also
incorporated into the image deblurring model in this paper,
considering that the image gradient term can better suppress
noise, so the traditional regular term is improved. An ef-
fective algorithm based on IRLS is proposed for the GSM-
FoE model and the image gradient fidelity based regular
term, which adaptively changes the parameter values during
the iterative process and the recovered image can better
maintain the details. In this paper, an efficient algorithm
with alternate iterations of fuzzy kernel and image recovery
is used, and experiments show that the algorithm can ef-
fectively handle the case of large fuzzy kernels.
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In future research work, more consideration needs to be
given to the following issues. First, training against the
Berkeley image library is time-consuming, so we need to find
a relatively fast learning method; second, given the diversity
of learning models, further research studies will follow on
other learning models and their application in the direction
of image deblurring. Therefore, the next step is to investigate
a more efficient method of extracting saliency structure,
which can incorporate it into the global inconsistent image
deblurring problem.
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Because of the broad application of human action recognition technology, action recognition has always been a hot spot in
computer vision research. The Long Short-Term Memory (LSTM) network is a classic action recognition algorithm, and many
effective hybrid algorithms have been proposed based on basic LSTM infrastructure. Although some progress has been made in
accuracy, most of those hybrid algorithms have to have more and more complex structures and deeper network levels. After
analyzing the structure of the classic LSTM from the perspective of control theory, we determined that the classic LSTM could
strengthen the differential characteristics of human action recognition technology to reflect the change of speed. Thus, an
improved LSTM structure with an input differential characteristic module is proposed. Furthermore, in this article, we considered
the influence of first-order and second-order differential on the extraction of movement pose information, that is, the influence of
movement speed and acceleration on action recognition. We designed four different LSTM units with first-order and second-
order differential. Moreover, the experiments were performed for the four units on three common datasets repeatedly. We found
that the LSTM network with the input differential feature module proposed in this article can effectively improve action
recognition accuracy and stability without deepening the complexity of the network and can be used as a new basic LSTM

network architecture.

1. Introduction

With the widespread use of virtual reality technology [1],
human-computer interaction, intelligent transportation
[2, 3], and other fields [4] in real life, action recognition
research has been rapidly developing, and action recognition
occupies a pivotal position in computer vision. The goal of
this research was to detect the action in video or image
sequences, judge action categories, or predict further ac-
tions. At present, action recognition research methods can
be divided into two categories: one is based on manual
feature extraction [5-9], and the other is based on deep
neural network learning features.

The method based on manual feature extraction takes the
traditional machine learning method to extract features
from the video, then encode the features, normalize the
coding vector, train the model, and finally predict and

classify the actions. Its advantage lies in extracting features
according to needs, strong pertinence, and simple imple-
mentation; however, the datasets present lighting, similar
actions (jogging and running), dynamic background, and
other noises in action recognition [10]. These noises make
the manual extraction features challenging to classify in
subsequent classification tasks; therefore, the research work
on action recognition based on manual feature extraction
methods is currently limited—the most representative one is
iDT (improved Dense Trajectories). The iDT algorithm is the
most stable in this type of algorithm, but its computation
speed is slow, and real-time requirements cannot be satisfied
due to a large amount of calculation required.

Most of the existing network frameworks of action
recognition algorithms based on deep learning [11] are
developed from the convolutional neural network [12-15].
Because action recognition objects are video sequences,
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they increase time-series information compared with a
single image. Action recognition algorithms based on deep
learning are generally used to learn the features of a time
series. Long short-term memory (LSTM) is a classic action
recognition algorithm used in deep networks. It is a kind of
time recurrent neural network, specially designed to solve
the long-term dependence problem of a general recurrent
neural network (RNN). Because LSTM can process time-
series information, the LSTM network is often applied in
action recognition, and many effective hybrid algorithms
are derived. Yue-Hei Ng et al. [16] proposed the two-stream
convolutional network model combined with LSTM, re-
ducing computational cost and learning the global video
features. The two-stream convolutional network uses a
convolutional neural network (CNN: AlexNet or Goo-
gLeNet) on ImageNet to extract the image features and
optical flow features of the video frames and then inputs the
extracted image features and optical flow features to the
LSTM network for processing to get the final result. Al-
though the effect achieved by this network is general, it
provides a new idea for the research of action recognition.
Even if there is a large amount of noise in the optical flow
images, the network combined with LSTM can be helpful
for classification. Du et al. [17] proposed an end-to-end
recurrent pose-attention network (RPAN). The RPAN
combines the attention mechanism with the LSTM network
to represent more detailed actions. Long et al. [18] pro-
posed an RNN framework with multimodal keyless at-
tention fusion. The network divides visual features
(including RGB image features and optical flow features)
and acoustic features into equal-length segments and in-
puts them to LSTM. The network’s advantage is that it
reduces computation cost and improves computation
speed. The LSTM is applied to extract different features in
this network. Song et al. [19] used skeleton information to
train the LSTM and divided the network into two sub-
networks: a temporal attention subnetwork and a spatial
attention subnetwork. Tang et al. [20] proposed a novel
coherence constrained graph (GCC) LSTM with spatio-
temporal context coherence (STCC) and GCC to effectively
recognize group activity, by modeling the relevant motions
of individuals while suppressing the irrelevant motions.
Shu et al. [21] proposed a novel hierarchical long short-
term concurrent memory (H-LSTCM) to model the long-
term inter-related dynamics among a group of persons for
recognizing human interactions. Shu et al. [22] also pro-
posed a novel skeleton-joint co-attention recurrent neural
network (SC-RNN) to capture the spatial coherence among
joints, and the temporal evolution among skeletons si-
multaneously on a skeleton-joint co-attention feature map
in spatiotemporal space. Networks of action recognition
based on deep learning are mainly based on three types:
two-stream convolution network, 3D convolution network,
and the LSTM network [23, 24]. With the further devel-
opment of computer vision, the study of action recognition
is limited to the above three networks. The attention
mechanism and the NTU RGB + D skeleton dataset have
also been researching hotspots in action recognition in
recent years. Simultaneously, most of the existing action
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recognition algorithms based on deep learning are based on
the classic LSTM model, which has derived many effective
hybrid models.

From the development of action recognition in recent
years, we can see that LSTM network is widely used in the
research of action recognition. The action recognition al-
gorithm based on the LSTM network depends on the more
and more complex network framework, and the improve-
ment of accuracy depends on the depth of the network and
the number of parameters. The overcomplex hybrid net-
works have high requirements for machine hardware and do
not improve the attention to the action fine features. At
present, action recognition is mostly applied in the human-
computer interaction, such as the conversion of action
between a real person and a simulated digital person in
somatosensory games, which pays great attention to the
fineness of the action. So action recognition should pay more
attention to the action posture and the extraction of action
features. In order to better deal with the problems existing in
the video datasets of action recognition, such as complex
background, illumination transformation, and action sim-
ilarity (such as walking and running), and to improve the
recognition accuracy without deepening the complexity of
the algorithm framework, an action recognition algorithm
based on improved LSTM network is studied.

Observing the development process of action recogni-
tion research in recent years, we believe that the research
work of action recognition based on the LSTM network
tends to more complex mixture models, but the research
results on the information of LSTM itself appear less.
However, in many practical applications, the research still
cares about the details of the action itself. Moreover, an
overly complicated network will make recognition speed
slow. In further studying the classic LSTM, we believe that if
we consider the LSTM structure from control theory, the
LSTM has a proportion (P) and integral (I). If we refer to the
standard PID control, we can see that the classic LSTM lacks
a differential (D) link. The first-order differential represents
the speed of motion from the robot control, and the second-
order differential represents acceleration. We can further
consider adding multiple first-order or second-order en-
hanced input differential modules to implement different
basic network models.

The contributions of this article are as follows:

(1) Improves the classical LSTM ability to capture ac-
tion’s speed. The idea of an input differential LSTM
unit is proposed. The concept of control differential
in PID is introduced into the deep learning network.
It can increase the impact of time series on action
recognition and consider the different speeds and
accelerations of the human body. The first-order
differential corresponds to the movement speed, and
the second-order differential corresponds to the
action acceleration. Therefore, we intend to add the
differential input module in a classical LSTM
structure, to enhance the capture of speed and ac-
celeration information in motion and improve the
recognition accuracy.
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(2) On the basis of improving the classical LSTM ar-
chitecture, this article applies it to LRCN to improve
the performance of LRCN motion recognition. Based
on the input gate, forget gate, and output gate of the
original LSTM unit, the input of action differential
(including the first-order differential and the second-
order differential) is added. Furthermore, the basic
LSTM algorithm with four kinds of enhanced input
differential modules is designed. By testing three
classic datasets, the accuracy is improved compared
with the original LSTM unit, and the stability is not
decreased compared with the original LSTM unit,
but the training speed is weak. The enhanced input
differential LSTM unit can replace the original LSTM
unit and flexibly be applied in various network
frameworks to realize different application scenarios.
The enhanced input differential LSTM unit has a
good development prospect.

This article is divided into five sections. Section 1 in-
troduces the development process of action recognition
research; Section 2 introduces related knowledge and
methodology; Section 3 introduces the four related models
proposed in this article; Section 4 describes the experiments
performed on the three kinds of datasets to test the per-
formance of the 4 LSTM units proposed in this article;
Section 5 summarizes the work of this article.

2. Related Knowledge and Methodology
2.1. Related Knowledge

2.1.1. Recurrent Convolutional Neural Network. The re-
current neural network [25] establishes a weight con-
nection among the input layer’s neurons, hidden layer,
and output layer in the neural network. The output of the
network module’s hidden layer at each moment depends
on the information of the previous moment. The re-
current network module of RNN can learn the current
moment’s information and save the information of the
previous time series. However, for long-time-series in-
formation, RNN is prone to the problem of gradient
disappearance. Therefore, the LSTM network is proposed
to solve this problem.

The LSTM network replaces the hidden layer node in the
original RNN model with a memory unit [26]. The key lies in
the cell state to store historical information. There are three
gate structures [27] to update or delete information in the
cell state through the Sigmoid function and point-by-point
product operation. Figure 1 shows an LSTM unit’s internal
structure; from left to right are the forget gate, the input gate,
and the output gate. The LSTM network can process se-
quence information through the cumulative linear form to
avoid gradient disappearance [28] and learn long-period
information. Thus, the LSTM network can be used to learn
long-time sequence information.

The equation of the forget gate is

fi= U(Wf # Ry x,] + bf)’ (1)

Figure 1: This is the internal structure of the long short-term
memory (LSTM) network unit (basic LSTM).

where f, is the output value of the forget gate, h,_; is the

output value of the last moment, x, is the input value of the

current moment, and w and by are the weight matrix and

bias vector in the Sigmoid function of the forget gate, re-

spectively. [h,_;, x,] is the connection matrix of /,_; and x,.
The equations of the input gate are

iy = o(w; * [hyy,x,] +b;), ()

k, = tanh (wy * [h,_, x,] + by), (3)

where i; and k; are the input gate’s output values, and w; and
b; are the weight matrix and bias vector in Sigmoid function
of the input gate, respectively; wy and by are the weight
matrix and bias vector in the tanh function of the input gate,
respectively.

The equations of the output gate are

O, = o(wo * [y, %] + bg)s (4)

h, = O, * tan(C,), (5)

where O is the output value of the output gate, wy, and b
are the weight matrix and bias vector in the Sigmoid
function of the output gate, respectively, and h, is the output
value of the current moment.

The updated cell state is

Co=fixCy+ip*k, (6)

where C, is the cell state of the current moment and C,_ is
the cell state of the last moment.

2.1.2. PID Control. PID control is the abbreviation of pro-
portional, integral, and differential control, which has the ad-
vantages of a simple algorithm, good robustness, and high
reliability. In the control system, the PID controller constitutes
the control error according to the given value and the actual
output value and performs proportion, integral, and differential
computations operation on the error. The three computation
results are linearly combined to obtain the total control value
and then control the controlled object. PID control is a linear
control algorithm based on the estimation of error “past,”
“present,” and “future” information [29]. The principle of the
conventional PID control system is shown in Figure 2.
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FIGURE 2: This is the schematic diagram of the PID control system.

Among them, () is the system input, U(t) is the con-
troller output, Y(¢) is the system output, e(t) is the system
error, and e(t) = r(t) — Y(¥).

The formula of the controller output is

de(t)

ZKp[e(t)+%Jte(t)dt+Td & de(t)

U (t)

] “Ke(t) +K, Jt e(®)dt+ K, 7)

where K, is the proportional coefficient, T; is the integral-
time constant, T is the differential-time constant, K; is the
integral coefficient, K; = K,/T;, and Kj is the differential
coefficient, K; = K, * T

Figure 2 shows that PID has three correction links:
proportion, integral, and differential. The proportion link
proportionally reflects the error signal e(f) of the control
system. Once the error occurs, the proportional controller
will perform at the fastest speed to reduce error and control
the “now” error. Because the adjustment function of pro-
portional control is based on the error, it reflects PID
control’s rapidity. The integral link can remember the error.
For the “past” error of the system, it is mainly to eliminate
the steady-state error. The strength of the integral effect is
mainly determined by the integral-time constant T;. The
larger the T; is, the weaker the integral action. The integral
action reflects the accuracy of PID control. The differential
link can reflect the trend of the error signal (rate of change).
Given the “future” error, the dynamic characteristics of the
closed-loop system can be improved through advanced
action, which reflects the stability of PID control.

We extract the idea of differential control in PID control.
The first-order differential can increase the information
capture of the LSTM unit on the action speed. The second-
order differential can increase the network’s information
capture of the action acceleration. The improved input
differential LSTM unit can improve the network’s stability
while improving the accuracy of the network’s action
recognition.

2.2. Methodology. By analyzing the classic LSTM model, we
believe that the recurrent memory network retains the last
video frame h,_; and inputs video frame x,, using different
weights w; and w; to express the relationship between the
frame’s information. This is the relationship between the
information of the LSTM frame and the current video frame.

When w and w are positive, it is an integral (I) relationship
between the information. When w ( and wj; are negative, it is
a differential (D) relationship between the information.
Simultaneously, the weight added to the current video
frame’s information also becomes a proportion (P) rela-
tionship. Considering that w; and w; are positive, when
programming, the classic LSTM only contains the propor-
tion (P) and integral (I). We believe that from the PID
control, we can try to add a differential (I) relationship to the
classic LSTM. From deep learning, it is also a feature en-
hancement idea.

From the perspective of robot kinematics, the action
information features include motion limb status, posture,
speed, and acceleration. Take the manipulator arm of a robot
as an example, the arm’s movement includes the translation
of the center of mass and rotation around the center of mass.
When the Newton-Euler equation analyzes the manipula-
tor’s arm, the dynamic equation is as follows:

T=M(60)0+V(6,0)+G(0), (8)

where M (0) is the n x n mass matrix of the operating arm,
V (6, 0) is the centrifugal force of n % 1, and the Gothic force
vector, which depends on the position and speed, G(0), is
the gravity vector of nx1. M (0) and G(0) are complex
functions of the position of all the joints 6 of the manip-
ulator’s arm. 6 is the first order of angle change and rep-
resents speed. 6 is the second-order change of angle change
and represents acceleration. In control theory, the control of
a robot requires first-order and second-order differential.
At present, the action recognition networks based on
deep learning focus on the action posture information. So,
increasing the information extraction of the action limbs’
speed and acceleration can increase the network’s final
performance. The action speed and acceleration are the first-
order and second-order differential of the posture, reflecting
the posture changes trend. In this article, we introduce the
differential in PID control combined with the classic LSTM
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unit to realize the extraction of multiple information such as
the posture, speed, and acceleration of the action.

Although the current action recognition research based
on LSTM focuses on the influence of the time series on action
recognition, a basic LSTM unit considers only two time series
in a short period of time: the current moment and the last
moment; only a part of the previous time series is retained
because of the forget gate of LSTM. However, for a complete
action, the action is continuous. An action cannot be com-
pleted in just two short-time sequences. A simple action (such
as bowing) requires at least 3-4 time series to complete.
Besides, the actions in the dataset are more complex and
require more time series to complete. So, it is more effective to
retain more time-series information for action recognition.

From the above ideas, this article combines the original
LSTM basic unit with the differential input module to build
the improved input first-order and second-order differential
LSTM units. In this article, we structure a basic network
framework and a multilayer LSTM to show the improved
input differential network’s performance. We hope that the
improved input differential LSTM unit can improve the
network’s recognition performance in the end through the
experimental results. Furthermore, we hope that the LSTM
unit, combined with PID control differentiation, can capture
more abundant action information. The proposed LSTM
units can be flexibly applied in different networks to realize
different applications.

3. LSTM Network Based on
Input Differentiation

Although this article’s network framework is relatively
simple, it can better reflect the effect of improving the input
differential LSTM unit in terms of accuracy and stability.

3.1. Improved LSTM Unit with First-Order Input Differential.
Figure 3 shows that the improved first-order input differ-
ential LSTM unit adds a new input module to the original
LSTM. In the mathematical model, the first-order differ-
ential of the x; part in the differential module is dx (¢)/dt. In
the design of this article, since ¢ is a fixed value and is a small
value, the first-order differential of the input dx(f)/dt is
approximately as x, — x,_;, that is, dx (t)/dt = x, — x,_;; in
this way, the differential can be realized, and the calculation
is convenient. From the observation of basic image pro-
cessing, x, — x,_;, the optical flow method in image pro-
cessing provides the information on image change.

The state equations of the forget gate, input gate, and
output gate of the LSTM unit with improved input first-
order differential are shown in equations (1)-(5).

The state equations of the first-order input differential
are

d, = U(u)d * [ht—l’xt - xt—l] + bd)> 9)

e, = tanh(w, * [h,_y,x, — x,_1] + b,),

where d, is the output value of the first-order differential in
Sigmoid function, and e, is the output value of the first-order

differential in tanh function, x, — x;_, is the first-order input
differential, w, and b, are the weight matrix and bias vector
in Sigmoid function of the first-order input differential,
respectively, and w, and b, are the weight matrix and bias
vector in the tanh function of the first-order input differ-
ential, respectively.

The updated cell state is

Co=fi*Cy+ipxk, +d, xe,. (10)

3.2. Improved LSTM Unit with Second-Order Input
Differential. Figure 4 shows that the improved second-order
input differential LSTM unit adds a second-order differential
input module to the original LSTM unit. The improved input
second-order differential LSTM unit is applied to the net-
work model so that the network can extract the dual in-
formation of action features and action acceleration.

The state equations of the forget gate, input gate, and
output gate of the LSTM unit with improved second-order
input differential are shown in equations (1)-(5).

The state equations of the second-order input differential
are:

d, = 0wy * [l X, = x,5] + by), (11)

e, = tanh (w, * [h,_y, x, = x,,] +b,),

where d; is the output value of the second-order differential
in Sigmoid function, e; is the output value of the second-
order differential in tanh function, x,—x,_, is the second-
order input differential, w, and b, are the weight matrix and
bias vector in Sigmoid function of the second-order input
differential, respectively, and w, and b, are the weight matrix
and bias vector in the tanh function of the second-order
input differential, respectively.
The updated cell state is

Co=fi*Cy+ipxk, +d, xe,. (12)

3.3. Improved LSTM Unit with Double First-Order Input
Differentials. Figure 5 shows that the improved double first-
order input differentials LSTM unit adds two first-order
differential input modules to the original LSTM unit. The
improved input double first-order differential LSTM unit is
applied to the network model to extract more action
characteristics and speed information.

The state equations of the forget gate, input gate, and
output gate of the LSTM unit with improved double first-
order input differentials are shown in equations (1)-(5).

The state equations of the double first-order input dif-
ferentials are

dy = 0 (wy * [hy_1> %, = x, 4] + by),
e, = tanh (w, * [h,_y, x, - x, 4] +b,),
b = G(wp * [y X —x ] + bp)>

q; = tanh(wq # [hy_p, %, — %] + bq),

(13)
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where d; and p, are the output values of the first-order
differential in Sigmoid function, and e, and g, are the output
values of the first-order differential in tanh function,
X;— X1 is the first-order input differential, w,; and w, are

the weight matrices in Sigmoid function of the double first-
order input differentials, b; and b, are bias vectors in Sig-
moid function of the double first-order input differentials,
w, and w, are the weight matrices in the tanh function of the
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double first-order input differentials, and b, and b, are bias
vectors in the tanh function of the double first-order input
differentials.

The updated cell state is

Co=fi*Cy+ipxk, +d, xe,+p,*q,. (14)

3.4. Improved LSTM Unit with First-Second-Order Input
Differentials. As shown in Figure 6, the improved first-
second-order input differential LSTM unit adds a first-order
differential module and a second-order differential module
to the original LSTM unit. The improved first-second-order
input differential LSTM unit is applied to the network
model, enabling the network to extract multiple information
of motion characteristics and motion speed and acceleration.

The state equations of the forget gate, input gate, and
output gate of the LSTM unit with improved first-second-
order input differentials are shown in equations (1)-(5), and
the state equations of first-second-order input differentials
are shown in equations (15)-(18).

The state equations of the first-second-order input dif-
ferentials are

d, =0 (wy * [h_i,x, — x,_1] +by), (15)
e, = tanh (w, * [h,_, x, — x,_,] + b,), (16)
pe=0(wp * [he_yyx, — x,,] +b,), (17)
q; = tanh (wq # [h_y, %, — %, 5] + bq), (18)

where d, is the output value of the first-order differential in
Sigmoid function, e, is the output value of the first-order
differential in tanh function, x,— x;_ is the first-order input
differential, p, is the output value of the second-order dif-
ferential in Sigmoid function, g, is the output value of the
second-order differential in tanh function, x,—x;,_, is the
second-order input differential, w; and w, are the weight
matrices in Sigmoid function of the first-second-order input
differentials, b; and b, are the bias vectors in Sigmoid
function of the first-second-order input differentials, w, and
w, are the weight matrices in the tanh function of the first-
second-order input differentials, and b, and b, are bias
vectors in the tanh function of the first-second-order input
differentials.
The updated cell state is

Co=fixCoy+iyxk +d, xe +p, *q,. (19)

4. Experiment

4.1. Datasets. Research teams, both overseas and domestic,
usually use human action datasets in algorithm training to
detect the algorithm’s accuracy and robustness. The dataset
has at least the following two important functions:

(1) The researchers need not care about the process of
collection and pretreatment.

(2) Ability to detect and compare different performances
of different algorithms under the same standard.

The KTH dataset [30] was released in 2004. The KTH
dataset includes six kinds of actions (walking slowly, jogging,
running, boxing, waving, and clapping) performed by 25
people in 4 different scenes. The dataset has 2391 video
samples and includes scale transformation, clothing trans-
formation, and lighting transformation. However, the
shooting camera is fixed and the background is relatively
single.

The Weizmann dataset [31] was released in 2005 and
includes nine people completing ten kinds of actions
(bending, stretching, high jump, jumping, running, stand-
ing, hopping, walking, wavingl, and waving2). In addition to
category tags, the dataset contains silhouettes of people in
the foreground and background sequences to facilitate
background extraction. However, the dataset has a fixed
perspective and simple backgrounds.

The above two datasets were released early. The citation
rate of the datasets in the traditional methods of action
recognition is high, which significantly promotes action
recognition for the future. However, with the rapid devel-
opment of action recognition, there are shortcomings: the
background is simple, the perspective is fixed, and each
video has only one person. The above two datasets already
cannot satisfy real action recognition requirements, so now
they are rarely used.

The Hollywood2 dataset [32] was released in 2009. The
video data in the dataset were collected from Hollywood
movies. There are 3669 video clips in total, including 12
action categories (answering the phone, eating, driving, etc.)
extracted from 69 movies and 10 scenes (outdoor, shopping
mall, kitchen, etc.). The dataset is close to real situations.

The University of Central Florida released the UCF-101
dataset [33] in 2012. The dataset samples include various
action samples collected from TV stations and video samples
saved from the video website YouTube. There are 13,320
videos, including five types of actions (human-object in-
teraction, human-human interaction, limb movements,
body movement, and playing musical instruments), and 101
class-specific small actions. The dataset has many samples
and rich action categories and can train the algorithm well,
so it is widely used.

Brown University released the HMDB-51 dataset [34] in
2011. The video samples come from the video clips of the
movie and video website YouTube. There are 51 types of
sample actions and 6849 videos in total. Each type of sample
action in the dataset contains at least 101 videos.

The UCF-101 dataset and the HMDB-51 dataset have
many action data types and a wide range of actions and are
more classic in action recognition. The scenes in the Hol-
lywood2 dataset are more complex and closer to real life. To
comprehensively reflect the improved LSTM unit’s perfor-
mance proposed in this article, we adopted three databases,
including UCF-10, 1 HMDB-51, and Hollywood2, for
training and testing. Furthermore, the improved LSTM units
were tested and improved performance in the above three
databases.
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4.2. Experimental Method. To more intuitively and effec-
tively test the effect of the improved input differential LSTM
unit proposed in this article on action recognition, the
experiments adopted a relatively simple network framework
model: long-term recurrent convolutional networks
(LRCNSs) [35]. In future research, the four different input
differential LSTM units proposed in this article can be di-
rectly used instead of the original basic LSTM units or di-
rectly replaced into a more complex network model
containing LSTM units to achieve better application
performance.

The LRCN directly connects the LSTM model to the
convolutional neural network and simultaneously learns
temporal and spatial features. The LRCN network frame-
work is shown in Figure 7. The model converts the video data
in the dataset into frame images and then uses the pretrained
CNN network to extract frame images’ features. Moreover,
the LRCN inputs the extracted features to the improved
input differential LSTM network to extract the time se-
quence information and finally classifies the results by
SoftMax.

This article uses the method in Donahue’s work [33]. The
method uses the convolutional network to extract the spatial
features and the LSTM network to extract the temporal
features. However, the method in this article is slightly
different from the original text. In the CNN feature ex-
traction step, we adopted InceptionV3 to extract more ac-
curate frame image features. The InceptionV3 requires little
computation close but has high performance. In the step of
extracting time sequence information by LSTM network, the
number of network layers is customized according to
computer performance and recognition accuracy require-
ments. Moreover, the different orders of the input differ-
ential LSTM units proposed in this article were adopted in
the LRCN.

The LSTM units (discussed in Sections 2.1 and 3.1-3.4)
were applied to the network model framework in Figure 7.
The improved LSTM units were evaluated from the three
indexes of accuracy, loss, and standard deviation. To better
reflect the improved LSTM units’ performance, the

experiments were carried out on three datasets of HMDB-51,
UCEF-101, and Hollywood2, respectively. The experiments
use only a single variable of the LSTM unit. The input data
model, training parameters, and other parameters were
consistent. The batch_size is 32, the hidden layers’ pa-
rameter is 1024, the full connection layers’ parameter is 512,
and the loss function is the classic cross-entropy function.
Moreover, the optimizer is Adadelta optimizer, the learning
rate is 0.001, and the decay rate is 0.95. In LRCN, we adopted
5 levels, and each level has 1024 LSTM:s to build its structure.
All works are end-to-end training and end-to-end models.

The recording was as follows: recording the original
LSTM unit as basic Lstm; recording the first-order input
differential LSTM unit as 1st D Lstm (the model in Section
3.1); recording the second-order input differential LSTM
unit as 2nd D Lstm (the model in Section 3.2); recording the
double first-order input differentials LSTM as double 1st D
Lstm (the model in Section 3.3); and recording the first-
second-order input differentials LSTM unit as 1st+2nd D
Lstm (the model in Section 3.4).

The assessment method used the direct hold-out
method. To avoid the influence of the other bias introduced
by the data division process on the result and increase the
final evaluation result’s fidelity, the training set and the
testing set were divided equally at each type of action in
every dataset in the experiment. The training set accounts for
70% of the total dataset, and the testing set accounts for 30%
of the total dataset. Simultaneously, to make the results more
stable and reliable, this article uses multiple hold-out to take
the average value as the experiment’s final evaluation results.
Each LSTM unit uses the hold-out method described above
to divide the dataset and then conduct the experiment. After
an experiment concluded, the dataset was redivided, and the
experiment was performed again and repeated. The exper-
iments were performed using three datasets of five different
LSTM units; each was repeated three times. At last, the
average accuracy of three experimental results is the result of
the LSTM unit.

Our experiment’s hardware configuration was an Intel
17-9700K CPU, two Nvidia GeForce GTX2080Ti graphics
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cards, 4% 16 G total 64 GB memory. The software envi-
ronment was configured as Ubuntu 16.04, CUDA 8.0,
Cudnn 6.0 for CUDA 8.0, TensorFlow 1.4, and python 3.5.

4.3. Experimental Results and Analysis

4.3.1. Performance Experiments of Five Models in This Article
on the HMDB-51 Dataset. Figures 8(a) and 8(b) show the
comparison graphs of accuracy and loss of action recog-
nition applied to five different LSMT units on the HMDB-51
dataset.

Figure 8(a) shows that on the HMDB-51 dataset, the
accuracy of basic Lstm is 39.99%, the accuracy of 1st D Lstm
is 41.34%, the accuracy of 2nd D Lstm is 41.44%, the ac-
curacy of double 1st D Lstm is 42.27%, and the accuracy of
Ist+2nd D Lstm is 43.30%.

The above experimental data show that in the HMDB-51
dataset, the four different LSTM units proposed in this
article have different degrees of improvement in the accu-
racy of action recognition than the original LSTM unit.
However, the train-step is delayed to some extent when the
accuracy reaches a stable level. Although the basic LSTM
unit’s loss is low overall, sometimes there is a step phe-
nomenon in the loss. The loss of the 1st D LSTM unit is
slightly higher than that of the basic LSMT unit. Compared
with the loss of the above two LSTM units, the loss of double
Ist D LSTM unit, 2nd D LSTM unit, and 1st+2nd D LSTM
unit is higher. In general, in the HMDB-51 dataset, the
LSTM algorithm with enhanced input differential features is
improved in accuracy compared with the classic LSTM
algorithm without input differential features.

4.3.2. Performance Experiments of Five Models in This Article
on the UCF-101 Dataset. Figures 9(a) and 9(b) show the
comparison graphs of accuracy and loss of action recog-
nition applied to five different LSMT units on the UCF-101
dataset.

Figure 9(a) shows that, on the UCF-101 dataset, the
accuracy of basic Lstm is 71.15%, the accuracy of 1st D Lstm
is 79.88%, the accuracy of 2nd D Lstm is 73.42%, the ac-
curacy of double 1st D Lstm is 71.99%, and the accuracy of
Ist+2nd D Lstm is 72.67%.

From the above experimental data, it can be concluded
that on the UCF-101 dataset, the 1st LSTM unit has the
highest accuracy, and the overall loss is low, but there are still
higher steps. Besides, with the superposition of training
steps, there is a fluctuation in the loss. The other three LSTM
units’ networks” accuracy also improved compared to the
original LSTM unit. In general, in the UCF-101 dataset, the
LSTM algorithm with enhanced input differential features is
improved in accuracy compared to the classical LSTM al-
gorithm without input differential features.

4.3.3. Performance Experiments of Five Models in This Article
on the Hollywood2 Dataset. Figures 10(a) and 10(b) show
the comparison graphs of accuracy and loss of action rec-
ognition applied to five different LSMT units on the Hol-
lywood2 dataset.

Figure 10(a) shows that on the Hollywood2 dataset, the
accuracy of basic Lstm is 46.49%, the accuracy of 1st D Lstm
is 47.85%, the accuracy of 2nd D Lstm is 47.89%, the ac-
curacy of double 1st D Lstm is 46.54%, and the accuracy of
Ist+2nd D Lstm is 47%. The videos in the Hollywood2
dataset are relatively long, and the scenes are complicated.
There are some interference actions except for tags in a
video. Maybe for the above reason, 1st D Lstm performed
better on the Hollywood2 dataset.

In general, in the Hollywood2 dataset, the LSTM algo-
rithm with enhanced input differential features improved
accuracy compared with the classical LSTM algorithm
without input differential features. Table 1 shows the ab-
lation experimental data (including mean accuracy and
deviation) on 3 sets of datasets, and the bolded data are the
highest.

Other researchers [36] used the LRCN model to perform
action recognition, obtaining an accuracy of 38.8% and
68.3% on the HMDB-51 and UCF-101 datasets, respectively.
The results are similar to the experimental results in this
article; thus, this article’s experimental data are credible.
Through experiments, we found that different classes of
LSTM differential units have different accuracy on different
datasets. Compared with the original LSTM unit, the ac-
curacy of four differential LSTM units had specific im-
provements. For the dataset with only a single action in
videos, the first-order input differential LSTM unit might
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FIGURE 9: The comparison graph of accuracy and loss applied to five different LSMT units on the UCF-101 dataset. (a) Accuracy and (b) Loss.

work better. For the dataset with complex scenes and many
other action interferences, the second-order input differ-
ential LSTM unit might work better. The four input dif-
ferential LSTM units proposed in this article need to be
studied further regarding loss functions. Using different
optimizers or redefining loss functions may be the approach
required to achieve an optimal model.

At the same time, we noticed that, in Figures 8(b), 9(b),
10(b), all D LSTMs’ loss function fluctuates; we thought that,
according to control theory, the differential elements easily
introduce high-frequency measurement noise, which made
all D LSTMSs’ loss more volatile than classical LSTM and 2nd
D LSTMSs’ loss more volatile than 1st D LSTMs’ loss, which
are the shortcomings of all D LSTMs.
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TaBLE 1: The accuracy and standard deviation of different LSTM units on the dataset.

HMDB-51 UCEF-101 Hollywood2
Basic D Lstm 39.99% + 1.31% 71.15% + 0.37% 46.49% + 0.68%
1st D Lstm 41.34% + 0.83% 79.88% +0.38% 47.85% + 0.99%
2nd D Lstm 41.44% + 0.91% 73.42% +0.43% 47.89% +1.23%
Double 1st D Lstm 42.24% + 1.05% 71.99% + 0.61% 46.54% + 0.74%
1st+2nd D Lstm 43.30% + 1.46% 72.67% +0.87% 47.00% + 1.05%

4.4. Accuracy Comparison of Deep Learning Action Recog-
nition Algorithms. In order to further verify the four input
differential LSTM units proposed in Section 3, the improved
differential LSTM units are compared with other deep
learning algorithms. And experiments are carried out on
UCF-101 and HMDB-51 datasets commonly used in deep
learning. Table 2 is the result of a comparison experiment,
and the bolded data are the highest. From Table 2, we can see
that LRCN combined with 1st D LSTM is the best, and
LRCN combined with 1st+2nd D LSTM is the best.

In this section, the accuracy of two-stream convolutional
network, LRCN network with attention mechanism, and
LRCN network with BiLSTM is compared with the accuracy of
the improved differential LSTM unit. Through experiments, it
is found that the accuracy of the 1st D LSTM unit is the highest
on the UCF-101 dataset and that of the Ist + 2nd D LSTM unit
on the HMDB-51 dataset is the highest. The 1st D LSTM unit
can better deal with features with short completion time and
large category gap. The video in the UCF-101 dataset only has
label actions, and there are great differences among 101 types of
actions. The HMDB-51 dataset has more irrelevant actions
than UCF-101 dataset. The 1st+2nd D LSTM unit can handle
both long- and short-time sequence features at the same time,
so it can deal with noise actions better.

TaBLE 2: The accuracy comparison of various deep learning al-
gorithms on UCF-101 and HMDB-51 datasets.

UCF-101 (%) HMBD-51 (%)

Two-stream convolutional

network [37] 73.00 40.50

Basic LSTM 71.15 39.99

1st D LSTM 79.88 41.34

2nd D LSTM 73.42 41.44

LRCN  Double 1st D LSTM 71.99 42.24
1st+2nd D LSTM 72.67 43.30

LSTM + attention 72.40 41.50

BiLSTM [31] 70.00 39.81

4.5. The Stability Experiments of Five LSTM Models. In our
research, the networks of five different LSTM units were
tested on three datasets, repeated three times for each
dataset. The average accuracy and standard deviation of the
final stable results were calculated. The standard deviation
can reflect the accuracy dispersion degree of the LSTM unit
on the corresponding dataset. Figure 11 and Table 1 show
that each LSTM unit’s standard deviations applied to dif-
ferent datasets are small; therefore, in terms of stability, the
four different input differential LSTM units proposed in this
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TaBLE 3: This is the frames per second (FPS) of different LSTM units trained on different datasets.
HMDB-51 UCEF-101 Hollywood2
Basic Lstm 61 64 32
Ist D Lstm 36 36 25
2nd D Lstm 35 36 25
Double 1st D Lstm 18 20 11
Ist+2nd D Lstm 18 18 11

article have good stability in various datasets. Compared to
the classic LSTM without input differential features link, the
stability is not much different.

4.6. Algorithms Execution Time Experiments. The frames per
second (FPS) evaluation index is a definition in the image
field. Image detection and recognition generally refer to the
number of images that can be processed in one second. In
this experiment, FPS refers to the number of video frames
that can be processed in one second.

Table 3 shows that in the process of training data, on the
whole, the original LSTM unit processes more image frames
in one second. As the amount of data processed by the
network doubles, the input differential LSTM units used in
the HMDB-51 and UCF-101 datasets show slower data
processing. However, in the Hollywood2 dataset, it is
equivalent to the original LSTM unit. The speed of pro-
cessing data in different LSTM units may be affected by the
video content’s complexity. In terms of training time,
compared with the classical LSTM algorithm without input
differential features, the four methods proposed in this
article are all inferior.

When the trained model parameters were used for
recognition on different datasets, the original LSTM unit’s
recognition speed and the four LSTM units proposed in this
article on a limited number of datasets are similar, which is
roughly around 180 frames per second. However, overall,
the original LSTM unit’s recognition speed is 4 to 7 frames
per second faster than the proposed four LSTM units
proposed in this article.

5. Conclusion and Prospect

Human action recognition has more application require-
ments today and has received significant attention from
researchers in related fields [38]. In this study, we combined
the differentiation idea in PID control with the LSTM unit in
the deep learning network and proposed four kinds of LSTM
units with input differentiation, which increases the influ-
ence of information difference in time series on action
recognition. Compared with the complex hybrid models, the
differential LSTM unit can maintain the simplicity of the
network structure and improve the recognition accuracy, so
that it can be better applied to the real use scene. Due to the
different habits and speeds of different characters in the
dataset, the input differential LSTM units proposed in this
article can pay attention to body movement speed to increase
the characteristic information of actions in the time series.
The experiments prove that the four different LSTM units
proposed in this article have different degrees of improve-
ment in action recognition accuracy compared with the
original LSTM units. According to the video’s length and the
video’s actions, different differential units have different
performances in each dataset. Compared with other action
recognition algorithms based on deep learning, the input
differential LSTM unit has advantages in recognition ac-
curacy, and it can be used in application scenarios such as
attitude estimation and image caption generation.

In summary, since most of the human actions in current
action recognition datasets involve short-length videos of
human actions, the accuracy of the LSTM with the first-
order input differential is higher in the action recognition
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network. We used a simple network structure and network
parameters to reflect the input differential LSTM unit’s
action recognition performance. Although the input dif-
ferential LSTM unit intuitively reflects good accuracy, the
loss function’s processing is not detailed enough and may be
optimized in future applications.

In general, the first-order/second-order input differen-
tial LSTM unit proposed in this article achieved good results
in action recognition. Compared with the original LSTM
unit, it has improved accuracy while maintaining stability,
although its training speed is weak. The proposed unit can
replace the original LSTM unit, can be flexibly applied in
various network frameworks to realize different application
scenarios, and has a good development prospect.

Data Availability
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Barcode positioning technology is one of the important components of barcode technology. However, most of the current
algorithms are only applicable to a single type of barcode positioning or limited to low-resolution images due to a large amount of
calculation, and thereby it is still a challenge to locate multitype barcodes in high-resolution images. In response to the above
problems, this paper proposes a reliable multitype barcode localization method for multibarcode localization in high-resolution
images where one-dimensional (1D) barcodes, two-dimensional (2D) barcodes, or multitype barcodes are present simultaneously.
The method consists of three main steps: first, extracting multiple types of barcode features through a joint edge detection
algorithm; next, marking target barcode regions with a bidirectional contour labeling method; and finally, extracting barcode
regions by an improved affine transformation. The experimental results show that, in terms of localization accuracy, the proposed
method has a better accuracy of 97.83% than existing algorithms in low-resolution images and can locate multitype barcodes in
high-resolution images with an accuracy rate of 98.04%. Besides, in terms of time cost, the proposed method effectively reduces the
time cost by 50% and improves the barcode localization efficiency.

1. Introduction

Barcode positioning technology is widely used in many
industries and fields, such as warehousing, library man-
agement, health care, industrial production, and express
logistics [1, 2]. However, its efficiency is insufficient for
multiple types of barcode localization in high-resolution
images because most of the existing methods are only ap-
plicable to a single type of barcode localization and the
localization process uses complex algorithms, which lead to
high time costs.

Produced by Gallo and Manduchi, a simple and fast
algorithm is used to calculate the vertical and horizontal
gradients of each pixel and perform global binarization for
the segmentation of the 1D barcode region [3], which,
however, is unsuitable for locating slanted barcodes. Yun
and Kim [4] proposed a new 1D barcode localization
method that detects barcode features based on the similar
structure of entropy and edge orientation in 1D barcodes,

thus realizing the localization of arbitrarily tilted 1D barc-
odes. Literature [5] exploited the stacked edge features inside
2D barcodes to develop a histogram-based 2D barcode
detection method, but it is vulnerable to the interference of
dense text. Rincon et al. [6] locate quick response (QR) codes
in complex contexts by detecting the structural features of
three rectangles in QR codes, effectively addressing the
impact of dense text. The above algorithms have high ac-
curacy for single type barcode positioning, but none of them
consider the localization of multiple types of barcodes in one
image. D. T. Lin and C. L. Lin [7] proposed a multitype
barcode localization framework, which utilizes an adaptive
thresholding method to extract black and white linear
features inside barcodes to achieve multitype barcode lo-
calization. However, this method only performs multitype
barcode positioning tests in low-resolution images with a
resolution of 300 %400 pixels. Katona and Nyul [8] per-
formed edge feature detection of barcodes by improving the
Sobel and Feldman algorithm [9], which enables the
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framework to perform edge detection of multiple types of
barcodes in barcode images with a resolution of 720 x 480
pixels, compared to the previous method, but its algorithm
complexity is high. These algorithms are limited to feature
detection of a single type of barcode, or their algorithms have
high complexity and face the disadvantages of high time cost
and computational inefficiency in high-resolution images.

In the image processing-based barcode localization,
barcode region marking is also of great interest. D. T. Lin
and C. L. Lin [7] developed a two-channel connected do-
main analysis algorithm, which can improve the efficiency of
barcode region labeling to replace the traditional method.
Another important contribution of this algorithm is the
ability to label multiple types of barcode regions. Chang et al.
[10] studied a contour-detection-based marking method
that has a wide range of applications by using the contour-
detection technique to track and label the external and
internal contours of each target location. By improving this
algorithm, Chen et al. [11] proposed a two-stage method for
marking the external contours of barcode regions, namely,
orientation-based region contour tracking and contour-
based region marking. This algorithm can not only mark
multiple types of barcode regions but also do it more effi-
ciently because global marking is not required. Liu et al. [12]
successfully applied the above algorithm to multiple 2D
barcode regions, and the experimental results also showed
that the contour-detection-based barcode region marking
method is better than the connected domain analysis
method, but its marking time is affected by the resolution
size of a barcode image.

Effective extraction of barcode areas is a prerequisite for
obtaining barcode information. Lin and Fuh [13] used the
position detection patterns of QR codes to extract QR codes
that could recognize different types of QR code images. In
the literature [14], a QR code extraction algorithm based on
the Hough transform [15] is proposed. The algorithm
achieves QR code extraction by forming a bitmap with edge
detection and Hough space and preserving the intersection
of vertical line segments. Chen [16] provided an algorithm to
effectively extract the tilted 1D barcode region. It first ob-
tains the 1D barcode edge information in the image by
Canny edge detection [17], then detects the straight lines
inside the barcode using the Hough transform, obtains the
tilt angle of the 1D barcode region, and finally rotates the
extracted barcode to a horizontal state. The above barcode
region extraction algorithm can effectively extract tilted
single-type barcodes, but it does not consider the extraction
of multitype barcodes, and the process requires high time
cost due to complex preprocessing, especially in high-res-
olution images.

The development of deep learning and machine learning
has inspired many new barcode positioning algorithms.
Zamberletti et al. [18] introduced a machine learning-based
barcode detection method in which the algorithm effectively
recognizes 1D barcodes. Katona et al. [19] used a vector
machine to learn the characteristics of QR codes and use
them to extract QR barcodes. Unfortunately, none of the
above algorithms take into account multitype barcodes. Ren
et al. [20] provided a fast region-based convolutional neural
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network (CNN) model that can quickly detect and classify
multiple targets. Based on this model, Tian et al. [21] de-
veloped a barcode detector called BAN, which can quickly
detect multiple types of barcodes in barcode images. Un-
fortunately, it has only been tested in images with resolution
of 1024 x 768 pixels. Jia et al. [22] developed a multitype
barcode recognition model based on an improved CNN and
trained it using images with resolution of 1920 x 1080 pixels.
Additionally, another focus of this model is that the accurate
position and distorted barcode shape can be determined and
corrected. The performance of these localization algorithms
is tied to the quality and quantity of training data and the
training time of the model.

Based on the above research, the problems identified are
high computational cost, restricted to low-resolution im-
ages, limited to barcode types, etc. In order to address these
problems, a reliable localization method for multitype
barcodes in high-resolution images is proposed. The main
contributions of these works can be summarized as follows:

(1) Effectively reduces time costs and further improves
barcode positioning accuracy.

(2) The proposed algorithm can perform barcode lo-
calization in high-resolution images and has excel-
lent performance.

(3) Efficiently extracts arbitrarily tilted barcodes and
provides good horizontal barcodes for decoders.

(4) The proposed method can locate 1D barcodes, 2D
barcodes, and multitype barcodes.

2. Methods

Since the majority of current barcode localization algorithms
are confined to a single kind of barcode and the high
computational complexity is limited to low-resolution
pictures, there is still room for improvement in their lo-
calization performance and efficiency. Aiming at the
problems mentioned above, this paper proposes a barcode
positioning method for high-resolution images. The method
includes three main modules: feature extraction of the
barcode edge, labeling of the barcode region, and extraction
of the barcode region. The barcode positioning method is
shown in Figure 1.

2.1. Feature Extraction of the Barcode Edge. Effective ex-
traction of edge features in the barcode region is a pre-
requisite for barcode localization. Nevertheless, existing
techniques are only appropriate for extracting a single type
of barcode feature or are limited to low-resolution images
due to the high complexity of the algorithm. Therefore, this
work proposes a simple and quick algorithm, namely joint
edge detection.

2.1.1. Grayscale Conversion. The input image is a high-
resolution image with three red, green, and blue (RGB)
channels. It not only fails to reflect the features of the
barcode region but also leads to data redundancy. To reduce
data redundancy and improve calculation efficiency, images
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FIGURE 1: The barcode positioning method.

are first converted to single-channel grayscale images by the
following equation:

G(x,¥)=0.299 xr(x,y)+0.587 x g(x, y) +0.114 x b(x, y),
(1)

where 7, g, and b represent the pixel value of red, green and
blue channels of the image at the (x, y) position, respectively.
Through this operation, the high-resolution image is con-
verted into a grayscale image, which effectively keeps the
edge feature information of the barcode and reduces data
redundancy.

2.1.2. Joint Edge Detection. The joint edge detection algo-
rithm proposed in this paper mainly detects the edge fea-
tures of barcodes in all directions through horizontal,
vertical, and double diagonal directions. Detection direc-
tions are shown in Figure 2.

The suggested method is divided into three stages, as
follows:

In the beginning, the horizontal and vertical gradients
I,(n) and I,(n) for each pixel in the greyscale image G are
computed in the horizontal and vertical directions. Then,
they are combined in a nonlinear manner, and their
absolute values are calculated. Finally, a horizontal-
vertical edge gradient map I,(n) is generated by equation
(2). This approach fully detects the barcode with hori-
zontal (vertical) edge features and improves the ro-
bustness of the barcode horizontal (vertical) edge feature
extraction direction.

I, (n) =|IL, ()] = |1, ()] (2)

Then, the barcodes with horizontal (vertical) edge fea-
tures are extracted in the gradient map I(n), and all the
extracted barcode regions D; are removed by equation (3) in
the grayscale image G, forming a new grayscale image Gpews
where 7 is the number of extracted barcode regions.

Gpew (%, 9) = G(x, y) — D; (x, y). (3)

Finally, 45-degree and 135-degree gradients I 5(n) and
I135(n) for each pixel # in the new greyscale image G, are
computed in double diagonal directions. Then, they are
combined in a nonlinear manner, and their absolute value is
calculated. Finally, a double diagonal edge gradient map
I4(n) is generated by equation (4). Through this step, the
edge features of inclined barcodes and 2D barcodes can be

effectively detected, and the robustness of the extraction
direction of the edge features of inclined barcodes and 2D
barcodes can also be improved.

I;(n) =||I45 (”)| _|I135 (n)” (4)

The edge feature detection results of the high-resolution
image through the joint edge detection algorithm are shown
in Figure 3, where it can be seen from Figures 3(b) and 3(c)
that the edge features of horizontal (vertical) barcodes, in-
clined barcodes, and 2D barcodes are effectively detected by
this method. The higher the energy, the better the effect of
barcode edge feature detection.

2.2. Labelling of the Barcode Region. The labeling of the
barcode region is an important process for accurate barcode
localization. The traditional connected-component marking
approach requires that all pixels in the target region be
marked. The efficiency is low, and the cost of marking time is
heavily influenced by image resolution. Therefore, a new
connected-component method has been developed to im-
prove efficiency.

2.2.1. Preprocessing Operations. In order to reduce the
influence of small background clutter and weak target
areas in gradient maps I,(n) and I;(n), a block filter of size
35x35 over gradient maps I.(n) and I;(n) is used to
reduce noise and improve the weak barcode region. The
size of the filter was chosen based on the range of the
resolution of the input images by our method. It is worth
noting that block filtering can be implemented efficiently
so that only few operations per pixel are required. In
addition, the thresholds are determined by taking the
adaptive thresholding approach of Otsu [23]. The binary
images B.(n) and B4(n) are obtained by equation (5) after
the thresholds T, and T} are obtained, and morphological
techniques are utilized to fill in the gaps in the barcode
feature region.

1, ifl,(n)>T,,

0, otherwise,

1, I;(n)>Ty,

B,(n) = { orB;(n) = {

0, otherwise.
(5)

In this formula, I.(n) is the horizontal-vertical gradient
map, I,(n) is the diagonal gradient map. The preprocessing
results of I.(n) and I,(n) are shown in Figures 4(b) and 4(c),
respectively.
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FIGURE 4: Preprocessing results: (a) high-resolution image, (b) preprocessing result of the horizontal-vertical gradient map, and

(c) preprocessing result of the diagonal gradient map.

2.2.2. Bidirectional Contour Labelling. The traditional ap-
proach is abandoned in this section, and a bidirectional
labeling method based on contour information is pro-
posed. This method tracks and labels the outer contour of
each barcode region clockwise and counterclockwise, as
realized by parallel computing [24] on the CPU. The
bidirectional contour labeling method consists of five
steps used iteratively to examine all the pixels in the
image.

In Step 1, the current pixel Py is the starting point of the
outer contour of the new barcode region if it is a foreground

point and the prior pixel P_; is a background point, as il-
lustrated in Figure 5(a). After the contour beginning point is
found, the beginning and middle points Ps and P can be set
as Ps=P_; and Pc = P, respectively, for initialized contour
tracking.

In Step 2, the next contour point Py is tracked clockwise
and marked, with Pg as the starting point of clockwise
tracking and P as the center point of eight-neighborhoods,
as shown in Figure 5(b).

In Step 3, the next contour point Py is tracked coun-
terclockwise and noted, with Pg as the starting point of
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FIGURE 5: Bidirectional contour labelling process: (a) target region, (b) clockwise contour tracking, (c) counterclockwise contour tracking,

and (d) marking results of the target region.

counterclockwise tracking and Pc as the center point of
eight-neighborhoods, as presented in Figure 5(c).

In Step 4, the starting and center points Psand P can be set
as Pg=Pc and Pc= Py, respectively, for clockwise tracking
(counterclockwise tracking) when a new contour point Pyis
tracked clockwise (counterclockwise) and marked.

In Step 5, the parallel computing technique is adopted to
achieve simultaneous contour tracking and marking both
clockwise and counterclockwise. The method proceeds to
determine the starting point of the next contour if clockwise
and counterclockwise tracking to the pixel point Py has been
marked, indicating that the contour tracking and labeling of
the current barcode region have been finished. Figure 5(d)
shows the outcome of the bidirectional contour marking
approach in the target region.

2.3. Extraction of the Barcode Region. In order to improve
decoding efficiency, the marked barcode areas need to be
extracted. Since the existing barcode extraction technology is
restricted to a particular type of barcode extraction, a quick
and simple extraction algorithm is proposed in this section.
The procedure consists of two steps: calculating the rotation
angle of the inclined barcode and rotating the inclined
barcode region to a horizontal state.

2.3.1. Rotation Angle of Barcode Region. Based on the
rectangular shape of the barcode region, a maximum outer
rectangle is fitted to the marked barcode region, and the
fitted barcode region is extracted from the binary image

B(n). The rotation operation with the extracted barcode
region instead of the entire image can effectively reduce the
data volume and improve the computation speed.

The minimum outer rectangle is fitted to the extracted
barcode region, and the tilt angle 6 of the barcode region is
calculated based on the fitted minimum outer rectangle. The
rotation angle for rotating the tilted barcode area to a
horizontal state is calculated by the following two steps:

In Step 1, based on the width W and the height H of the
minimum outer rectangle, the width-to-height ratio R of the
minimum outer rectangle is calculated by the following equation:

rR=" (6)

H
In Step 2, the rotation angle f is determined by the
relationship between the ratio R and the threshold values R,
and R,, which are empirical values herein, as shown in the
following equation:

6, R>R,,
B=490"+6, OR<R,, 6¢€[-90",0]. (7)
6, R,RR;.

In this formula, R, and R, are set to 1.2 and 0.9, re-
spectively, based on experience, and the tilt angle 0 is the
angle of the first side of the minimum outer rectangle ro-
tating clockwise and touching the X-axis of the coordinate
system. The above side is the width W of the smallest outer
rectangle, and the adjacent side is the height H, as shown in
Figure 6. This method fully guarantees that the long side of
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FIGURE 6: Schematic diagram of the width (W), height (H), tilt angle 6, and rotation angle f3 of the smallest outer rectangle.

the barcode is horizontal and the short side of the barcode is
vertical after rotating 8 with any tilt barcode.

2.3.2. Improved Affine Transformation. The tilted barcode
area is rotated to a horizontal state around the center point of
the barcode area by the affine transformation, where the ro-
tation matrix A and translation vector B required for the affine
transformation are determined by the rotation angle f§ and the
center of rotation. The rotation relationship is as follows:

|:xl:| X
:A[ ]+B,
yI y
(1-cos p)xC, —sin fxC,
B_|:sin/j’><Cx+(l—cos/3)><Cy]’

(8)

cos B sin f
—sin B cos f
horizontal and vertical coordinates of the center point of the
barcode area, (x, y) are the horizontal and vertical coordinates
of the pixel point to be rotated, and (x', y') are the horizontal
and vertical coordinates of the pixel point after rotation.

However, as the size and the center of the barcode area
are changed after rotation, the traditional affine transfor-
mation for rotation will result in missing or incomplete
edges of the barcode area. To address this shortcoming, the
algorithm is improved in this paper to recalculate the
barcode area size and the new translation vector after the
barcode area rotation by the following equations:

In this formula, A = [ ] ,C,and C,, are the

W' = Wcos B| + H|sin f3],
9)
H' = W]sin | + H|con 3],
W' -w
(1-cos ) xC,sin fxC,
= +
sin Bx C, +(1-cos ) xC, H _H
2

where W and H are the width and the height of the barcode
area before rotation and W' and H' are the width and the

» (10)

height of the barcode area after rotation. The results of
barcode region extraction are shown in Figure 7, where the
red and green boxes in Figure 7(a) are the results of fitting
the maximum outer rectangle and the minimum outer
rectangle, respectively. The results show that the proposed
algorithm can extract arbitrarily skewed multitype barcode
regions in high-resolution images and rotate them to a
horizontal state, providing good barcode images for
decoders.

3. Results and Discussion

3.1. Experimental Environment and Datasets. In this paper,
the proposed algorithm is simulated using the OpenCV
framework and C++, and the barcode images are captured
using a high-resolution camera. The barcode images are
divided into three data sets as follows:

(A) Dataset A contains 900 low-resolution images (600
images of a single type of barcode and 300 images of
multiple types of barcodes), where the barcode
image resolution is 1024 x 768 pixels, and each
image has an average of 12 barcodes.

(B) Dataset B contains 1000 high-resolution images (600
images of a single type of barcode and 400 images of
multiple types of barcodes), where the barcode
image resolution is 4208 x 3120 pixels, and each
image has an average of 14 barcodes.

(C) Dataset C contains 400 barcode images of multiple
types, where the resolution and number of barcodes
are shown in Table 1.

To verify the performance of the proposed algorithm, this
paper compares the accuracy and time cost of barcode lo-
calization with those of the traditional localization algorithms.

3.2. Accuracy of Positioning. The accuracy of barcode po-
sitioning includes single type barcodes and multiple type
barcodes in both low-resolution images and high-resolution
images. The details are as follows:

First, the localization accuracy of the proposed algorithm
for barcodes in low-resolution images is tested in Dataset
A. Tables 2—4 show the accuracy of the proposed algorithm
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FIGURE 7: Extraction results: (a) fitting results of barcode area and (b) horizontal status barcode area.

TaBLE 1: Time cost for locating multiple types of barcodes in low-resolution images.

Methods Resolution Number of barcodes Time cost (ms) Proposed (ms)
Chen et al. [11] 300 %400 3-5 230 98
D. T. Lin and C. L. Lin [7] 640 x 480 3-5 256 165
Katona and Nyul [8] 720x480 3-5 310 176
Katona et al. [19] 1024 x 768 3-5 550 233

TaBLE 2: Localization accuracy of 1D barcodes in low-resolution images.

Katona and Nyul

Barcode type Chen et al. [11] (8] (%) D. T. Lin and C. L. Lin [7] (%) Proposed (%)
Code 128 91.07 84.8 94.64 96.30
Code 39 96.43 90.5 100 97.41
UPC-A 90.7 95.4 95.35 99.24
EAN 13 94.55 99.02 98.18 99.36
EAN 18 90 95.9 92.43 98.05
Average 92.55 93.16 96.12 98.07

TaBLE 3: Localization accuracy of 2D barcodes in low-resolution images.

Tian et al. [21]

Barcode type Ren et al. [20] (%) D. T. Lin and C. L. Lin [7] (%) Proposed (%)
(]

QR code 92.8 93.3 96.52 98.28

PDF 417 93 96 91.04 97.25

Data matrix 93.2 94.4 97.67 98.32

Average 93 94.57 95.08 97.95

TaBLE 4: Localization accuracy of multitype barcodes in low-resolution images.

Chen et al. Tian et al.
(11] (%) [21] (%)
Accuracy 92.97 94.49 94.66 96.52 97.82

Methods Katona and Nyul [8] D. T. Lin and C. L. Lin [7] Proposed (%)

for 1D, 2D, and multitype barcode localization and compare ~ 98.07% in 1D barcode localization, 97.95% in 2D barcode
the experimental results of such a method with those of D. T.  localization, and 97.82% in multitype barcode localization.
Lin and C. L. Lin, Katona and Nyul, Chen, Renetal. and Tian ~ From the data in the tables, it can be seen that the proposed
etal. [7, 8, 11, 20, 21], respectively. The experimental results ~ algorithm can effectively locate both single type and mul-
show that the proposed algorithm has an average accuracy of ~  titype barcodes in low-resolution barcode images and that its
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TaBLE 5: Localization accuracy of 1D barcodes in high-resolution images.

Barcode type Number of barcodes

Number of positioning Locate rate (%)

Code 128 884 872 98.64
Code 39 735 725 98.64
UPC-A 916 910 99.34
EAN 13 940 931 98.04
EAN 18 1230 1223 99.42
Total 4705 4661 99.06

TaBLE 6: Localization accuracy of 2D barcodes in high-resolution images.

Barcode type Number of barcodes

Number of positioning Locate rate (%)

QR code 873 871 99.77
PDF 417 690 686 99.42
Dara matrix 772 771 99.87
Total 2335 2328 99.70

TaBLE 7: Localization accuracy of multitype barcodes in high-resolution images.

Barcode type Number of barcodes

Number of positioning Locate rate (%)

Multi-type 3056

2996 98.04

localization performance is better than that of the existing
barcode localization algorithms.

Second, the localization accuracy of the proposed al-
gorithm for barcodes in high-resolution images is tested in
Dataset B. Tables 5-7 show the accuracy of the proposed
algorithm for 1D, 2D, and multitype barcode localization.
From the data in the table, it can be seen that the proposed
algorithm can effectively locate both single type and multiple
type barcodes in high-resolution barcode images with high
accuracy. Specifically, the average positioning accuracy of
1D, 2D, and multitype barcodes was 99.06%, 99.70%, and
98.04%, respectively.

3.3. Time Cost of Positioning. Effectively reducing the time
cost of barcode positioning is another focus of the proposed
algorithm. The time cost of barcode positioning includes
multiple types of barcodes in low-resolution images and high-
resolution images, respectively. The details are as follows:

Firstly, the time cost of the proposed algorithm for
multiple types of barcode localization in low-resolution
images is tested in Dataset C, where the barcode image
resolution and the number of barcodes correspond to those
provided by Lin, Katona, and Chen. As shown in Table 1, the
time costs of the proposed algorithm are 98 ms, 165ms,
176 ms, and 233 ms, respectively, which are lower than the
time costs of the conventional localization algorithms, i.e.,
230 ms, 256 ms, 310 ms, and 550 ms, respectively. It can be
seen from the data in the table that the proposed algorithm
can effectively reduce the time cost of multitype barcode
positioning in low-resolution images by 36%-57% com-
pared to the traditional method.

Secondly, the multitype barcode images in Dataset B are
converted to five different resolutions, which are 526 x 390
pixels, 1052 x 780 pixels 2104 x 1560 pixels, 3208 x 2120 pixels,
and 4208 x 3120 pixels, respectively. Meanwhile, the time cost

Time (s)

N W R T YN O

1

526x390  1052x780 2104x1560 3208x2120 4208x3120
Pixels
m Proposed Katona
Chen Lin

F1GURE 8: Time cost of barcode positioning at different resolutions.

of the proposed algorithm to locate the multitype barcodes in
the high-resolution images is being tested. The test results are
shown in Figure 8. It is clear that the time cost of barcode
positioning is greatly influenced by the image resolution and
the number of barcodes to be positioned, but the increase in the
time cost of the proposed algorithm is lower than that of
existing methods. On the other hand, the time cost of existing
algorithms is higher than that of the proposed algorithm at
different resolutions. The experimental results show that the
proposed algorithm can effectively reduce the time cost of
barcode positioning and improve the efficiency of barcode
positioning, especially in high-resolution images.

Through the above experimental analysis, the accuracy of
the barcode localization algorithm proposed in this paper in
locating 1D barcodes, 2D barcodes, and multitype barcodes in
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FIGURE 9: Barcode positioning effect in high-resolution images.

low-resolution images is higher than that of existing algorithms.
Secondly, it can effectively locate single-type barcodes and
multitype barcodes in high-resolution images, and some of the
localization effects are shown in Figure 9. Finally, the time cost
of the proposed algorithm is lower than that of traditional
algorithms for multitype barcode localization in both low-
resolution images and high-resolution images, which can ef-
fectively reduce time cost and improve localization efficiency.

4. Conclusions

In this study, a new reliable localization method is proposed
to extract arbitrary tilting real barcodes from one image,

especially when 1D, 2D, or multitype barcodes are present in
high-resolution images. The proposed method mainly
comprises three steps: first, detection of barcode edge fea-
tures; second, marking of barcode regions; and finally, ex-
traction of barcode regions. In the proposed method, the
edge features of arbitrary barcodes are quickly extracted by a
joint edge detection algorithm, and potential barcode re-
gions are efficiently marked by using a bidirectional contour
marking method. Finally, the problem of tilted barcode
extraction is solved by an improved affine transformation.
The experimental results show that the proposed method can
effectively locate multitype barcodes with higher accuracy in
both low-resolution and high-resolution images. On the
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other hand, the proposed method can effectively reduce the
time cost of barcode localization and further improve its
efficiency, especially for multitype barcodes in high-reso-
lution images.
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Video style transfer using convolutional neural networks (CNN), a method from the deep learning (DL) field, is described. The
CNN model, the style transfer algorithm, and the video transfer process are presented first; then, the feasibility and validity of the
proposed CNN-based video transfer method are estimated in a video style transfer experiment on The Eyes of Van Gogh. The
experimental results show that the proposed approach not only yields video style transfer but also effectively eliminates flickering

and other secondary problems in video style transfer.

1. Introduction

In the deep learning field, image style transfer is an im-
portant research topic [1]. Some traditional methods for
style transfer include texture synthesis, support vector
machines, histogram matching, and automatic sample col-
lection [2-4]. Although special effects can be produced,
image distortion as well as other prominent problems can
also occur, such as the loss of detail, bending and defor-
mation of straight lines, and color change over a large range.
In addition, special algorithms are usually needed to further
correct mistakes, resulting in low-style transfer efficiency
and poor image quality. Recently, convolutional neural
network DL models have been successfully applied to image
style transfer problems, reigniting interest in this research
field [5-8]. In the present study, a style transfer algorithm
was developed and tested on The Eyes of Van Gogh, an
American biography and feature film directed by Alexander
Barnett, with the main roles played by Dane Agostini and
John Alexander, which narrates the secret story of Van Gogh
in St-Remy, Bedlam for 12 months; this film shows the
legend of the talented artist who created, loved, and changed

the world through hallucinations, nightmares, and painful
memories.

The purpose of this paper is that we tried adopting CNN
based style transfer method for the video style transfer
experiment. The foregoing CNN-based style transfer method
is seldom used in the video field. The proposed style transfer
algorithm uses techniques from the DL field and is based on
a CNN; the feasibility and validity of the proposed CNN-
based video style transfer algorithm are estimated in an
experiment on the transfer of the painting style of Van
Gogh’s The Starry Night to the film special effects.

2. Methods

2.1. CNN. A CNN is a DL method developed recently that
has attracted considerable attention. In general, a CNN is a
multilayered network [9-11]; a typical CNN is shown
schematically in Figure 1. A CNN consists of a series of
convolution (C) and subsampling (S) layers. Each layer is
composed of multiple 2D planes, with each serving as a
feature map; the network also includes some fully connected
(FC) hidden layers. There is only one input layer in a CNN.
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This input layer receives two-dimensional objects directly,
and the process of feature extraction into samples is per-
formed by the convolution and sampling layers. Multiple
fully connected hidden layers are used mostly used to ac-
complish specific tasks [12].

2.2. Style Transfer Algorithm. The methodology of Gatys
etal. [13, 14] is reviewed. On this basis, the feature extraction
and storage of style images and content images (single
frames of video) are proposed. A style image @ is trans-
mitted through the network (expressed as A'), and the styles
included in all layers are computed and stored (A" € RN,
A content image P is transmitted through the network
(expressed as P') and stored in layer [ (P! € RN>*Pr), Therein,
N, represents the number of filters in that layer; and D is the
spatial dimension of the feature map, namely the product of
width and height. Then, a random white noise image x is
transmitted through the network; both the content feature F!
and the style feature G' are computed. F'[-] € RN>*Pr and F!,
are the activations of the i-th filter at j in layer [
G'[-] € RN"Ni and Gﬁ» are the vectorization results of layer /
iniand L; feature maps; the feature correlation is obtained as
ng = Dkt Fi‘szk'

For each layer of the style image, the mean quadratic
deviation of elements between G' and A’ is computed, and

the style loss Z . is computed using equation (1).

1 2
- = ! 1
Ly (a, X) = Z WZ(GU’_AU) : (1)
leLyy N11 ij
The mean quadratic deviation between F' and P! is
computed, and the content image loss & . is computed
from equation (2).

Z content (?’ ?) = Z

leL

conten

1 1 7 \2
N.D; 2 (Fi-Py)- @
content )

The total loss Zgieframe 18 @ linear combination of the
style and content loss functions; it could propagate com-
putation reversibly with errors, pertaining to the derivatives
of pixel values; a gradient is used to iterate and upgrade the
image X until it matches the style feature of the style image
@ and the content feature of the content image p simul-
taneously; weight factors, including both « and 3, determine

the importance of the two components, content and style,
which is calculated from equation (3).

gsingleframe (?’ 7’ 7) = agcontent (_p)’ 7) + ﬁgstyle (7’ 7) (3)

2.3. Elimination of Flickering in Video Style Transfer. At
present, most restoration methods require modeling to
account for flickering in the image sequence; the flicker
parameters of the model are first estimated, and then color
correction and restoration are performed. However, the
existing methods cannot treat flicker problems arising from
video style transfer. A color transfer algorithm proposed by
Reinhard et al. [15] is put forward in this paper, based on
which the steps of video frame color correction and sequence
restoration are simplified; the steps are specific to flickering
after video style transfer, and the interframe color transfer is
used directly. Thus, the data processing load and compu-
tational complexity are reduced, yet the restoration effi-
ciency is increased. Video color transfer is an algorithm that
changes the frame color [16]. A synthetic frame with the
form of the original frame and reference frame color can be
obtained by defining a reference frame that provides the
original frame for both the structure and color layout, which
is especially suitable for continuous video processing. The
specific algorithm is as follows:

(1) Both the original frame and the reference frame of
the video are converted to the /, «, and 3 color space
from the RGB color space, and the correlation be-
tween the two frames is removed.

(2) The mean and the standard deviations of the original
frame and the reference frame in each channel of the
I, a, and f3 color space are computed, respectively.
The mean values of the three channels of the original

frame are mls, mg, and mg ; the standard deviations of

the original frame are %, 0%, and o¢; the mean values
of the reference frame are ik, m$%, and n1y; and the
standard deviations of the reference frame are o%, 0%,

and 6’2.

(3) In accordance with equation (4), the overall color
information of the mean value of all pixel values
weakening the original frame is subtracted from all
pixel values for each channel.



Mathematical Problems in Engineering

1

I = Ig —my,
ag = ag — my, (4)
Bs = Bs — .

Here, I, ag, and B are all pixel values for the three
channels of the original frame, and I, ag, and B are
the pixel values for the three channels of the original
frame after weakening.

(4) The standard deviation ratio of the original frame
and reference frame is taken as the coefficient of
channel value offset; the detailed information of the
reference frame is mapped to the original frame in
accordance with the following equation:

-

!
o
1 _Or ’
I =7 *lS,
O
o
o
/ ’
4(X=—§*“s’ (5)
O

r_Uﬁ !
B g Bs:

L

Here, I, &', and ' are all pixel values for the syn-
thetic frame in the three channels of the [, «, and
color space.

(5) The overall information about the reference frame is
added to the synthetic frame; that is, this information
is added to the mean value for each channel of the
reference frame as shown in the following equation,
and the final synthetic frame is thereby obtained.

1

I=1"+my,
a=da +mp, (6)
B=p +mh.

Here, I, a, and f are all pixel values for the three
channels finally obtained by the synthetic frame.

(6) After color transfer, the synthetic frame from the /, a,
and f color space is converted to the RGB color
space.

2.4. Video Style Transfer Process

(1) The video is converted into a single frame. Pre-
processing should be performed on the transferred
video; single-frame processing is performed for
continuous videos, and the preprocessed video is
saved as a JPG file. MATLAB software is applied for
processing, and classified conservation is conducted
based on the shot sequence.

(2) Video style transfer. The style transfer algorithm is
used to perform video frame style transfer using a
CNN. The same group of shot circles is usually

selected in the transfer process to conduct the video
style transfer experiment.

(3) Video color transfer. Secondary flicker problems
frequently occur in video style transfer. The essence
of flicker is that adjacent frames vary significantly in
brightness or hue, and the visual perception of
flickering also appears when the video is played
continuously. The flicker problem in video transfer is
treated using the color transfer algorithm.

(4) Single-frame synthetic video. After continuous video
transfer and treatment of flickering, MATLAB is
used for the single-frame synthesis of AVI-formatted
videos to evaluate the results.

3. Experimental Work

3.1. Model Parameters. Model selection and parameter op-
timization are key steps in video style transfer, and a proper
model and parameters can significantly enhance the transfer of
high-quality artistic videos. First, four artificial intelligence
models, namely CaffeNet, GoogLeNet, VGG16, and VGG19,
were selected, all of which have their own unique advantages
[17-20]. CaffeNet is a classical DL model; its advantages in-
clude network expansion and the ability to solve fitting
problems. It is also the simplest network among the four
models; since these models have been proposed, several deeper
network structures have been proposed. GoogLeNet utilizes
the concept of an inception module, aiming at strengthening
the function of basic feature extraction modules. It consid-
erably enhances the feature extraction ability of a single layer,
but does not significantly increase the computed amount.
Although VGG-Net has inherited some network frameworks
from LeNet and AlexNet, the former is not identical to the
latter ones; VGG-Net uses more layers, usually from 16 to 19.
VGG-Net mainly increases the network structure depth, while
reducing parameter configuration. The model suitable for the
style transfer of the video The Eyes of Van Gogh must be
analyzed in advance. Second, the style/content conversion rates
(1074, 1072 1073, 107* and 107°) are key parameters for
transfer, and a preexperiment is also required for parameter
selection. Therefore, the video clip of The Eyes of Van Gogh was
selected for the style transfer experimental analysis.

Figure 2 shows the experimental results obtained when the
style/content conversion rates of the four models were set to
107}, 1072, and 1073 the video frame style transfer was not
sufficient because the images in the original video remained,
owing to the excessively low conversion rate. When the
conversion rate was 10", the style transfer was excessive and
some important information, such as the form and structure of
the original video frame, was lost. The CaffeNet-based style
transfer revealed several serious errors, such as distortion,
making it not suitable for this video transfer; although Goo-
gLleNet performed slightly better than CaffeNet, there were still
many errors; the performances of VGG16 and VGG19 were
better, and these methods achieved optimal results, especially
for the conversion rate of 10~*. The experimental results for the
VGG16/19 model were further compared, and the results of the
VGG19-based transfer were considered to have higher fidelity,
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FIGURE 2: Comparison of models and parameters.

more plentiful layers, and a high transfer efficiency (marked by
a red frame in Figure 2). Figure 3 shows the computational
times for the different models and parameters.

As a result, the VGG19 model and the style/content
conversion rate of 10~* were selected for the style transfer in
the video transfer experiment on The Eyes of Van Gogh.

3.2. Video Style Transfer Experiment. Based on the CNN
[21-24], the style transfer algorithm based on the Caffe plat-
form was used to input the video frame to be transferred. The
VGG-19 network trained in advance was used for computing
the loss; conv4_2 in this network represents the content;
convl_1, conv2_1, conv3_1, conv4_1, and conv5_1 represent
the style; the loss of the parameter weight used was not more
than 0.02%; and the number of iterations was 512. The
hardware device used was a high-performance workstation
(HPZ840 workstation, parameter configuration: Intel Xeon E5
Eight-core, two GPUs, Nvidia TITAN Xp. memory: 64 GB).
The following experimental steps were performed: first, we
imported 24 frames (800 x 480 per frame in size) at a time for
continuous style transfer. The model was VGGI19, and the

conversion rate was 10™% second, Van Gogh’s representative
work, The Starry Night, was selected as the source style image;
its short yet thick brushwork and fiery color are filled with
personality characteristics and artistic charm; finally, CUDA
was used for parallel computing and the outputting of the JPG
video frame (the maximal length was 1024).

Figure 4 shows the results of the style transfer experiment
for a continuous video. Figures 4(a) and 4(c) were selected
from the original frames in the experimental video The Eyes of
Van Gogh; we chose two groups of shots, with low indoor
brightness and high outdoor brightness, respectively, for the
video style transfer experiment. This group of video shots was
relatively fixed, and the characters had no large displace-
ments. Figures 4(b) and 4(d) show the realization of the video
style transfer using equations (1)-(3) that were presented in
Section 2 of this paper. The experimental results show that, on
the one hand, the style transfer retains the form structure of
the original video frame and other information, and when
mixed with the brushwork texture and color elements of The
Starry Night, their combination produces a unique visual
effect; on the other hand, the video frame details obtained in
the style transfer are excellent with rich colors, without any
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FIGURE 4: Result of the video style transfer experiment (a-d).

style transfer errors such as pseudoscopic images or fuzziness,
and without interframe flickering.

Considering the real and effective experimental results,
we selected a set of continuous frames in which the char-
acters had large deviations from the video for the style
transfer experiment, to estimate the reliability and validity of
the style transfer algorithm for video style transfer appli-
cations. The experimental steps and model parameters were
the same as those mentioned previously.

Figure 5 shows the results of this video style transfer.
Although the form structure information, mixture with

textures and colors of the source style image, and other
elements of the target video frame were reserved to produce
visual effects, we also noted some mistakes in the details of
the video style transfer. A prominent problem was inter-
frame flickering, as shown in the part marked with a red
frame in Figure 5(b). Therein, some parts of several single
frames exhibited hue and brightness deviations, which
caused flickering as secondary damage during continuous
play. Thus, we used the color transfer algorithm to further
process and eliminate flickering, thereby attaining optimal
video transfer.
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FIGURE 6: Results of the video flickering elimination experiment: (a) before and (b) after.
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FiGure 7: Comparison of the mean statistics of videos: (a) before and (b) after.

3.3. Elimination of Flickering. The shooting process was
performed for various videos imported in accordance with
equations (4)-(6) that were presented in Section 2 of this

paper. A proper frame in the same shot was selected as a
reference frame (here, we chose the middle frame as the
reference frame), and the color feature of the reference frame
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FIGURE 8: Results of the video style transfer experiment.
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FIGURE 9: Result of different video style transfer experiment.

was transferred to each frame in the same group of shots
successively; after the video processing of the same group,
the above steps were repeated until all of the frames im-
ported into the video were processed. Figure 6(a) shows the
video frames after the elimination of flickering using the
color transfer algorithm; we observe that compared with the
areas marked with red frames in Figure 6(a) (the character’s
chest, forehead, and other body parts), the style transfer
errors were effectively eliminated.

Figure 7 shows the mean statistics of videos before and
after the elimination of flickering; Figure 7(a) shows the
statistics before the flickering elimination process, and

Figure 7(b) depicts the statistics after the flickering elimi-
nation process.

Figure 8 shows a scene from The Eyes of Van Gogh where
two people walk through the scene. Without the color
transfer algorithm, the stylized videos demonstrate flicker-
ing between adjacent frames after the people pass by. Fig-
ure 9 shows another scene from The Eyes of Van Gogh with
fast camera motion. The color transfer algorithm eliminated
the interframe flickering. The experimental results show that
the color transfer algorithm can effectively eliminate sec-
ondary flickering arising from video style transfer, and the
resulting video is full of colors and exhibits a uniform hue.



4. Conclusion

The CNN-based style transfer algorithm quickly and ef-
fectively generates diverse and stylized videos, as well as
unique visual effects. The experiment proved that the video
style transfer method proposed herein is feasible and ef-
fective. In terms of parameter optimization of the video style
transfer model, we found that the style transfer results are
strongly determined by the style/content conversion rate
and model selection. The experiment also showed that for
the film, The Eyes of Van Gogh, the optimal model was
VGG19 and the optimal conversion rate was 10~*. It should
be noted that model parameters should have been selected in
combination with different videos; a sample analysis ex-
periment should be conducted in advance to obtain the best
results. In addition, as flickering and other secondary
problems often occur in video style transfers, the video after
style transfer requires further processing using the color
transfer algorithm to obtain high-quality experimental
results.

In future work, we hope to explore the use of the
proposed CNN-based style transfer algorithm for other
video transformation tasks, such as the production of stable
and visually appealing stylized videos even in the presence of
fast motion and strong occlusion. Owing to the subjectivity
of video quality evaluation, we also plan to establish a
subjective evaluation index system for better evaluation of
style transfer video quality. Video style transfer is a common
problem like loss of details, bending and deformation, or
color change over a large range, which is to cause secondary
video damage like a flicker. Subjective evaluation is the most
commonly used method in video quality evaluation.
However, subjective evaluation is a time-consuming task.
For this, we plan to employ a forced-choice evaluation on
Amazon Mechanical Turk (AMT) with 200 different users to
evaluate our experimental results. This is a part of further
research. In addition, we plan to extend the dataset to in-
clude more videos, which would make our approach more
generalizable.
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This paper aims to develop a machine learning and deep learning-based real-time framework for detecting and recognizing human
faces in closed-circuit television (CCTV) images. The traditional CCTV system needs a human for 24/7 monitoring, which is
costly and insufficient. The automatic recognition system of faces in CCTV images with minimum human intervention and
reduced cost can help many organizations, such as law enforcement, identifying the suspects, missing people, and people entering
a restricted territory. However, image-based recognition has many issues, such as scaling, rotation, cluttered backgrounds, and
variation in light intensity. This paper aims to develop a CCTV image-based human face recognition system using different
techniques for feature extraction and face recognition. The proposed system includes image acquisition from CCTV, image
preprocessing, face detection, localization, extraction from the acquired images, and recognition. We use two feature extraction
algorithms, principal component analysis (PCA) and convolutional neural network (CNN). We use and compare the performance
of the algorithms K-nearest neighbor (KNN), decision tree, random forest, and CNN. The recognition is done by applying these
techniques to the dataset with more than 40K acquired real-time images at different settings such as light level, rotation, and
scaling for simulation and performance evaluation. Finally, we recognized faces with a minimum computing time and an accuracy
of more than 90%.

1. Introduction

Today’s organizations face significant security challenges;
they need several specially trained personnel to achieve the
required security. However, humans make mistakes that
affect safety. Closed-circuit television (CCTV) is currently
used for various purposes in everyday life. The development
of video surveillance has transformed simple passive
monitoring into an integrated intelligent control system.

Face detection and its new applications for secure access
control, financial transactions, etc. Biometric systems (faces,
palms, and fingerprints) have recently gained new impor-
tance. With advances in microelectronics and vision sys-
tems, biometrics has become economically viable. Facial
recognition is an essential part of biometrics. In biometrics,
human fundamentals are mapped to current data. The facial
features are hauled out and implemented using an efficient
algorithm, and some variations are made to improve the
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existing algorithm model. Face recognition from the com-
puter can be applied to a variety of applied applications,
including crime ID, security systems, and authentication. A
facial recognition system typically involves steps of face
detection where the face of the input image is detected, and
then the image process cleans the face image for easy
recognition.

In this modern age, face recognition has become a ne-
cessity as the individual’s identification increases daily with
globalization. Since the last two decades, face recognition has
received much attention because of its various applications,
invaluable image analysis, and understanding domains. Face
recognition is also becoming important in other fields like
image processing, animation [1], security [2], human-
computer interface [3], and medicine [4]. Face recognition is
natural, noninvasive, and easy to use. The face recognition
system has a wide choice of applications in public safety,
entertainment, attendance management, and financial
payment. While today’s facial recognition systems work well
in relatively controlled environments, they suffer from
significant problems when used in existing surveillance
systems due to image resolution, background clutter,
lighting variations, and face and expression posture.

Face recognition systems consist of three steps, such as
preprocessing of the image, feature extraction, and classi-
fication technique for recognition [5]. Features extracted
from the face, such as the mouth, nose, eyebrows, etc., are
geometric features. The detected and processed face is
compared to a database of known faces to determine who the
person is. The surveillance system needs people to monitor
it. Human monitoring involves reliability issues, scalability
issues, and the inability to identify everyone.

Facial occlusions, such as beards and accessories (glasses,
hats, and masks), involve evaluating facial recognition
systems, making the subject diverse and challenging to
function in a nonsimulated environment. Another essential
factor to consider is the different terminologies of the same
distinct: macro and microterminologies find their place on
someone’s face because of changes in an emotional state, and
because of the many expressions of this type, effective
recognition becomes difficult. A perfect face recognition
system should be able to tolerate changes in lighting, ex-
pressions, poses, and occlusions and can scale for many users
who need to capture the fewest images simultaneously.

The overall contributions of the research paper can be
summarized as follows:

(i) A machine learning-based framework for detecting
and recognizing faces in CCTV images with various
clutter backgrounds and occlusion

(ii) A dataset of 40K images with different environ-
mental conditions, clutter backgrounds, and
occlusion

(iii) Performance comparison of classical machine
learning and deep learning algorithms for faces
recognition in CCTV images

The rest of the paper is organized as follows: Section 2
briefly introduces the related works. Section 3 explains the
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methodology, and the results are discussed in Section 4.
Finally, we conclude the paper in Section 5.

2. Related Work

In this section, we briefly introduce the related works about
face detection and recognition using classical approaches
and deep learning.

2.1. Face Detection Algorithms

2.1.1. Geometric Methods for Face Detection. In the early
stages of computer vision, researchers explored many al-
gorithms that extracted the image characteristics and uti-
lized geometric requirements to comprehend the provisions
of all features. This was partly due to very limited compu-
tational resources. The reduction of information from the
extraction of functionality has made computer vision pos-
sible in the first computers [6, 7].

2.1.2. Template-Based Face Detection [8]. Most of the face
detection algorithms are model-based, they encode facial
images directly on the basis of pixel intensity. Probabilistic
models are mostly used for the characterization of these
images of facial images also by neural networks or by some
other mechanisms. The parameters of these models are
automatically adjusted by sample images or manually.

2.1.3. Simple Templates. If you are using a skin-based
method and another skin color is found in the image (like
arms and hands), these algorithms show false results. Many
researchers tried to overcome this by using simple models to
integrate results from the color matching of skin. These
models have varied from some ovals related to the image of
the edge of the entrance to the correlation models for the
regions of skin color and skin color (like lips, hands, or eyes).
However, these techniques can enhance the robustness of
detectors by color, but with also the enhancement of speed.

2.2. Face Recognition algorithms. Face recognition is a
technique that has now attained consideration in machine
learning and artificial intelligence. It plays an essential role in
many social security applications. There are many studies
and practices now under research that can solve the problem
of face recognition. Vivek and Guddeti [9] proposed
combining cat swarm optimization (CSO), particle swarm
optimization (PSO), and genetic algorithm (GA). This hy-
brid technique has inspired many others to work similarly.
Ali et al. combined SVM, higher-order spectral (HOS), and
random transformation (RT) [10].

2.2.1. Iterative Closest Point-Based Alignment. The objective
of the alignment approach [11, 12] is based on the closest
iterative point to determine the translation and the rotation
parameters in an iterative way to convert the point cloud.
Clouds’ mean square error becomes minimal while both
point clouds are aligned. So, distance among point clouds is
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reduced to a minimum by translating and rotating one of the
point clouds with respect to others, also determine by
identifying the distance with every point in the initial point
clouds every second, also calculating the average of all
distances. An important disadvantage of the alignment
approach based on the closest iterative point is that it needs
an initial alignment of the convergence course. This ap-
proach is computationally very expensive, so that’s another
disadvantage.

2.2.2. Simulated Annealing-Based Alignment. It is an algo-
rithm based on a stochastic process used for local research
[13]. The difference between hill-climbing and simulated
annealing is that it can compute an even worse solution than
the current one in the iteration process. As simulated
annealing is not bounded by local minima, it is more likely
that you will find a solution. Six parameters are required for
simulated annealing (in which three for every translation
also the rotation referencing to a 3D coordinate system)
which is used to define transformation matrix which is used
for an alignment between two 3D faces. This approach aligns
images of the face in three phases: (1) alignment in initial
level, (2) alignment in an approximate level, and (3)
alignment in the last level [14]. Initially, the center of the
two-sided mass is being aligned. By using this approach, it
serves to minimize an approximation measure which uses
the consensus of multiple estimators M (MSAC) together
with the mean square error corresponding point of two faces
that will compare. Then, an accurate alignment is obtained
with the mean of a search algorithm that is based upon
simulated annealing, which uses the measurement of the
interpenetration of surfaces (SIM) as an estimation criterion.
The disadvantage of alignment based on simulated annealing
is its more calculation time which is comparable to the
alignment based on the nearest iterative point.

2.2.3. Average-Based Face Model. This alignment is based on
the medium-based face model [15]. First of all, the reference
points are on the face automatically or manually. Subse-
quently, the average of pivotal coordinates calculated, fol-
lowed by procrustes examination and transformed
milestone [16], are again mediated to obtain a face model.
While in this method, the image of the probe face aligns with
the average model using an alignment on the nearest iter-
ative point. A notable weakness of the alignment based on
the medium face model is the low precision index [17] and
part of the spatial material lost during the creation of the
medium face model.

The first step in face recognition is preprocessing. Images
taken from a camera or in real-time video surveillance setups
may suffer from various degradations during the process of
capture, transformation, conversion, or compression [18].
For instance, blurry, noisy, and low-resolution images affect
the face recognition process. Such issues may lead to sig-
nificant challenges in the face recognition scheme and de-
crease its performance. Therefore, pre-processing is an
essential step in any face recognition system. Many color
normalization, statistical, and convolutional methods are

used as preprocessing tools [19]. Another big problem in
face recognition through surveillance cameras is that too
many images of a person are collected and applying a face
recognition algorithm to each of them proves costly in terms
of processing and energy consumption. Vignesh et al. [20]
presented a technique for image quality assessment (IQA)
using CNN to take the person’s best image. Tudavekar et al.
[21] proposed video inpainting to fill the missing regions in a
video by dual-tree complex wavelet transformation.

PCA is the most widely used technique in signal and
image processing. They are also known as eigenfaces, the
orthogonal vectors that help in face recognition. Drume and
Jalal proposed a two-level classification technique that uses
principal component analysis (PCA) in level one and boosts
its results by support vector machine (SVM) at level two
[22]. Kanade employed image processing techniques to
extract 16 facial parameters with the ratio of distance, angle,
and area and used the method of Euclidean distance to
achieve a performance of 75% [23]. On this basis, a method
called eigenface for face recognition was proposed for the
first time [24]. This method leads to the formation of an
algorithm called principal component analysis (PCA). From
then on, PCA gathered a lot of attention and became the
most effective approach for face recognition. Many im-
provements have been made in the PCA algorithm to get its
best results [25-30].

Rala used PCA and Kernel-PCA for feature extraction
and face recognition, respectively. They explore the non-
linear kernel function for the improvement of PCA [31].
Abdullah et al. optimized the PCA time complexity without
affecting the performance of the algorithm [32]. Another
approach includes hexagonal feature detection, which works
on the principle of edge detection [33]. A part-based method
in [34] utilizes PCA, NMF, ICA, LDA, etc., under partial
occlusion. Another effective algorithm called AFMC shows
the results to be more accurate with the reduced compu-
tational cost and proposes eliminating the SSS problem [35].
Viola-Jones algorithm was also presented with the
smoothed invalid regions and excluded near-ear regions
[36].

Deep hidden ID entity feature (DeeplD), a face repre-
sentation based on CNN, is suggested in [37]. Unlike
DeepFace, which learns features from a single large CNN,
DeeplID learns features from an ensemble of tiny CNNs that
are utilized for network fusion. Similarly, a face recognition
pipeline, WebFace, is proposed in [38], which uses CNN to
learn the face representation. The convolutional neural
network (CNN) [39] has been one of the most prominent
approaches in computer vision over the last decade, with
applications including image classification [40], object
identification [41], and face recognition [38]. Different
methods, such as PCA-based eigenfaces [42] and LDA-based
Fisherfaces [43] employ the nearest neighbor (NN) classifier
and its variants [44]. In a face recognition system, supervised
classifiers such as support vector machines (SVM) [45] and
neural networks [46] are also proposed. Huang et al. [47, 48]
developed a novel learning technique for single hidden layer
tfeedforward networks (SLFNs) called the extreme learning
machine (ELM), that can be utilized in regression and



classification applications [42, 49-51]. Yang et al. [52]
proposed a re-enforcement-based deep learning algorithm
for multirobot path planning. Table 1 depicts the summary
of the literature review.

3. Proposed Framework for Face Detection and
Recognition in CCTV Images

The proposed method consists of four significant steps: (i)
image acquisition, (ii) image enhancement, (iii) face de-
tection, and (iv) face recognition, as shown in Figure 1. We
performed different machine learning techniques for rec-
ognition purposes that include random forest, decision tree,
K-nearest neighbor (KNN), and convolutional neural net-
work (CNN).

3.1. Image Acquisition. In this phase, we acquire an image.
Images need to be restored from the source (usually a
hardware source) camera, making it the first step in the
workflow sequence because processing is not possible. Our
CCTV constantly reads images, which is our preprocessed
input.

3.1.1. Camera Interfacing. An Internet protocol (IP) camera,
Hikvision DS-2CD2T85FWD-15/18, is used for image ac-
quisition. It is an 8-megapixel camera and captures 15
frames per second video with a resolution of 1248 * 720.
Firstly, the camera will capture the image, which will be
saved and accessed using some software tool, such as
MATLAB. Table 2 shows the CCTV camera specification
used for image acquisition.

The face database includes the faces of those whom it will
recognize. Because facial recognition involves classification
algorithms, each image in the dataset is labeled. Images of
each person’s faces have their own unique labels. We have
more than 41,320 images of 90 people. Thus, the label of
these classes (persons) is from 1 to 90. It means that each
label has multiple images. Given below is the dataset
description.

So, label 1 has 775 images approximately and same as
others displayed in the figure (classes on the x-axis and
number of images on the y-axis). Figure 2 shows the sample
images in the dataset.

3.2. Preprocessing. After the image acquisition, pre-
processing of the image prepares it for further handling.
Preprocessing includes two main steps: gray scale conver-
sion and edge detection techniques.

3.2.1. Grayscale Conversion. From the camera, we acquire
the RGB image (R for red, G for green, and B for blue). An
RGB pixel has 1 pixel of red combined with pixels of blue
and green. The RGB image made computation expansive as 1
pixel is of 8 bits, so in RGB, it would become 24 bits. In a
grayscale image, each pixel is a scalar, so it will be an 8-bit
image. So, the equation that converts RGB to grayscale is
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Grayscale = 0.3 * R+ 0.59 * G + 0.11 = B. (1)

Here R, G, and B represent red, green, and blue pixels,
respectively.

3.2.2. Canny Edge Detection. The Canny filter detects edges
in pictures by detecting abrupt changes in color in photos.
We are using this to enhance the edges of the images. The
more the advantages are improved, the more accuracy we
can achieve in recognizing facial expressions. The filter
consists of Gaussian and Sobel filters. Firstly, a Gaussian
filter with a predefined value of ¢ is applied to grayscale
images to smooth edge finding.

1 e— (x2+y2)/202.

(27102) (2)

In the second step, the Sobel filter is applied for finding
the edges in the images. The filter used for finding the
horizontal edges is

101
202/ (3)
101

G:

X

For horizontal edges, the filter is

1 2 1
G,=| 0 o o] (4)
-1 -2 -1

The horizontal and vertical edges are calculated in order
to find all the edges in the filter.

A=x=1\G.+G, (5)

The third and last step of the canny edge detector, the
hysteresis threshold, is applied to images containing the
edges. The threshold is expressed as

1
l+e

H =

(6)

The maximum and minimum thresholds are selected
initially. If the pixel’s value is greater than the specified
threshold, then one is assigned to the pixel, and if the value of
the pixel is less than the threshold, then it is set to 0. Another
case is when the value is the same as the threshold; it remains
the same. Lastly, the edges are added to the original image to
get the final enhanced image. Thus, detection and extraction
of facial features become easy and increase the efficiency of
the overall system.

3.3. Face Detection. The next step after getting the image
from the camera is to detect the face from the images by the
Viola-Jones algorithm that distinguishes the face and
nonface regions. Then, for further processing, the face region
is extracted.
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TaBLE 1: Literature review.

ng' Algorithm Accuracy Dataset
Principal component analysis, local binary patterns histograms, K-  85.6%, 88.9% 81.4%, .
(53] nearest neighbor, and convolutional neural network and 98.3% 400 images for 40 persons
[42] Local binary pattern 93.3% and 90.8% 30 1mages over 10 people, 5040
images over 120 people
[43] Convolutional neural network and support vector machine 97.5% 1400 images for 200 persons
[54] Virtual geometry group (VGG) face model 92.1% 2.6M images over 2.6K people
[55] Nearest neighbor 87.3% 14,000 images of over 1000 people
[56] Recurrent regression neural network 95.6% 4207 images for 337 persons
[57] Binary quality assessment 95.56% 494 414 images for 10 575 persons
0 0,
[58] Eigenfaces, Fisherfaces, and Laplacian faces 79'4%)’9244'2/)’ and 41368 images of 68 persons
. ()
98.4%, 72.7%, 94.4%, .
[59] SRC, NN, NS, and SVM and 95.4% 4000 images for 126 persons
[60] Fisher vector space and deep face 93.1% and 97.3% 2.6M images of 2622 persons

[ )

L.

CCTV Interfacing and
Image Acquisitioning

Pre-processing and
Image Enhancement

Face Detection using
features

——> Face Recognition

Database of faces

FIGURE 1: Process flow of the proposed system.

TABLE 2: Camera properties.

DS-2CD2T85FWD-15/18

Up to 8 megapixel high resolution
Digital noise reduction

Day and night vision

Max. resolution 3840 x 2160

3.3.1. Face Detection Using Viola-Jones Algorithm.
Viola-Jones algorithm is the first algorithm that provides
competitive object detection rates in real-time. It provides
robustness with high detection rates, easy for real-time
applications as it can process two frames per second. After
applying this, different classification techniques are used to
recognize the image. The main steps include the following:

(1) Haar feature

(2) Integral image

(3) Ada boost training
(4) Cascading classifiers

3.3.2. ROI Extraction and Resizing. The face detected by the
Viola-Jones technique is extracted and resized as a 40 x 40
image, then used by various feature extraction techniques to
find the features.

3.4. Features Extraction from Detected Face Images. We have
used the principal component analysis (PCA) technique to
extract features of the face in order to detect the face in later
steps.

3.4.1. PCA-Based Facial Feature Extraction. PCA is a
technique used to reduce the dimensions of the images in
our dataset. It finds the characteristics of images, the
difference and variance in pixels in one column from the
other [58]. PCA has the following steps as shown in
Figure 3:

(1) Mean of each column

In this step, we have calculated the mean value of
each column. The sum of the means of the columns
are expressed as

Zn:ali+a2i+a3i+"'+ami

Vi = (7)

i=1 m
Here, y ; is the mean of i-th column.
(2) Covariance matrix

The second step is calculating the covariance of the
matrix. The variance of the pixels is calculated as
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FIGURE 2: Sample of face images used for recognition.

Covariance
Matrix

Mean of Each
Column

Eigen

Eigen Values Vectors

FIGURE 3: PCA steps for feature extraction.

(X =p)(X5 - ) (8)

=~
Il

S| =
M=

cov(Xi,Xj) =
1

In the above equation, i is the number of columns in
the original image matrix, j is the second column in
the image, and k is the number of rows. The fol-
lowing equation shows the result.

cov(X,, X,) cov(Xp, X,) ... cov(X,,X,)

cov(X,, X,) cov(X,,X,) ... cov(X,,X,) )

cov(X,, X;) cov(X,, X,) ... cov(X,,X,)

(3) Eigenvalues

After the covariance matrix is calculated, the ei-
genvalues of the covariance matrix can be calculated
by.

|covariance - yI,,| = 0. (10)

(4) Eigenvectors
Using the eigenvalues calculated in the previous step,
we can find the eigenvectors from the following
equation:

|covariance — y,I;| * X; = 0. (11)

Eigenvalues are the features of an extracted face.
These values will be used for recognition.

3.5. Face Recognition Using Machine Learning Algorithms

3.5.1. Random Forest. This is a machine learning approach
for solving classification and regression problems. It makes
use of ensemble learning, a technique used for solving
difficult problems by combining many classifiers. Many

decision trees make up a random forest algorithm. The
random forest algorithm’s produced “forest” is trained via
bagging or bootstrap aggregation. Bagging is a meta-algo-
rithm that enhances accuracy by grouping them together.

3.5.2. Decision Tree. For classification and regression, the
decision tree is a nonparametric supervised learning ap-
proach. The objective is to learn basic decision rules from
data characteristics to construct a model that predicts the
value of a target variable. It is a flowchartlike tree structure in
which each internal node represents an attribute test, each
branch indicates the outcome, and each leaf node (terminal
node) carries a class label.

3.5.3. K-Nearest Neighbor. We have used 5, 10, and 15 ei-
genvectors as our features. The dataset is created with these
vectors, and the new face image will pass through all the
steps of PCA. Then, we will calculate its distance with the
features of other images in the dataset, and the nearest one
will be our prediction. We have used the Manhattan distance
formula to calculate distance as it is more accurate. The
Manbhattan distance formula is

mzm:i%-%. (12)
x=1

Here, z is for the dataset, and b is for the test image. Then
we will check which instance in the dataset has the minimum
distance with the test image, which will be our prediction.

3.6. Face Recognition Using Convolutional Neural Network.
Convolutional neural networks consist of convolutional
layers, pooling layers, and, at the end, a fully connected layer.
A CNN has a much different architecture than a simple
neural network. It has an input layer, a convolutional layer, a
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FiGure 4: The architecture of CNN.

max-pooling layer, and at the end, a fully connected neural
network as shown in Figure 4.

We have used Adam optimizer for training in optimizing
weights.

3.6.1. Adam Optimizer
v =Prrv(t-1)-(1-p)*gp

si=Pyxs(t-1)—(1-P,) * g},
(13)

Yy

\S T €

Wiy = wp + Awy,

Aw; = -1 * G

where #: learning rate (0.001), g,: gradient at time t, vy
exponential average of the gradient, s: exponential average
of the square of Gradient, and f;,,: hyperparameters.

4. Results and Discussion

When we apply PCA, we get eigenvectors; these eigenvectors
are our features. We have used different features, such as we
have used 5, 10, and 15 eigenvectors.

4.1. K-Nearest Neighbour (KNN) Algorithm Results.
Results obtained by simulating different values of k are as
shown in Table 3.

Figure 5 with 5 eigenvectors shows the results obtained
having a maximum accuracy of 94.7%. When we increase the
value of K the accuracy decreased. For K = 1, with Manhattan
distance, we get approximately 95% accuracy, and with
Euclidean distance, we get 89% accuracy.

In Figure 6, PCA features with 10 coefficients are shown.
With 10 eigenvectors, we obtained a maximum of 93.7%
accuracy with Manhattan distance and with Euclidean
distance, we obtained 87.6%. Then the accuracies decreased
as the value of K increased. Here we have also noted that
Manbhattan distance performs better than Euclidean dis-
tance. And if the eigenvectors increase, the accuracy also

decreases because the starting eigenvectors show maximum
feature importance.

In Figure 7, PCA features with 15 coefficients are shown.
Same case here, as the features increase, accuracy decreases.
And the same with the value of k.

4.2. Decision Tree Result. For the decision tree, the results
obtained for different features are given below, both in
tabular form Table 4 and graphical form Figure 8.

4.3. Random Forest Results. The random forest shows the
highest accuracy of 93.20% with 5 eigenvectors in Table 5
and Figure 9.

4.4. CNN Results. As in CNN, we must train our dataset. We
have trained our data in 5000 steps and obtained 95.7%
accuracy with only 30 images for testing and 30 for training.

4.4.1. With 50% Training and Testing Data. We have ob-
tained a maximum of 95.67% accuracy with 50% data of
training and testing. We trained it in 4000 steps. In some
steps, the training steps, the accuracy increased, and at some
points, it decreased, but at the end, we have obtained a
maximum accuracy of 95.67%, accuracy as shown in
Figure 10.

4.4.2. With 90% Training and 10% Testing Data. Now we
have obtained 95% accuracy in this section, maybe because
testing data is much less than training. And we have ob-
tained this accuracy in 300 steps, as shown in graph
Figure 11.

4.4.3. With 80% Training and 20% Testing Data. Now we
have obtained 97.5% accuracy in this section, which may be
because testing data is much less than training data. And we
have trained data in 5000 steps, as shown in the graph
Figure 12.
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TaBLE 3: Results for KNN.

No. of features Training data Numerical methods k=1 k=2 k=3 k=4 k=5
90 Euclidean 89.0115% 89.7889% 79.0841% 76.5861% 75.278%
5 Manhattan 94.7623% 90.0457% 88.6113% 86.9326% 86.0086%
30 Euclidean 87.8664% 80.2338% 77.7842% 75.2137% 73.5403%
Manhattan 93.7989% 89.0839% 87.6401% 85.9456% 84.8975%
90 Euclidean 88.3589% 79.7717% 77.8163% 76.1214% 75.0927%
10 Manhattan 93.7989% 89.4494% 88.4072% 87.1582% 77.0927%
30 Euclidean 86.8185% 77.905% 75.9567% 74.377% 73.4407%
Manhattan 93.6811% 88.3288% 87.335% 86.0392% 85.3475%
90 Euclidean 86.383% 76.6452% 74.7327% 73.293% 72.5651%
15 Manhattan 93.9484% 88.2299% 87.3221% 86.1644% 85.618%
80 Euclidean 84.5773% 74.3589% 72.5164% 71.1934% 70.4926%
Manhattan 92.8172% 86.6614% 85.9425% 84.7646% 84.1484%

Performance Comparison of K Nearest Neighbor with
cross validation folds 10 with 5 Eigen vectors

Accuracy (%)

1 5 10 15

Range of K

m Euclidean (90%,10%) m Euclidean (80%, 20%)
m Manhattan (90%,10%) m Manhattan (80%, 20%)

F1GUre 5: Comparison of KNN results for 5 eigenvalues.

Performance Comparison of K Nearest Neighbor with
cross validation folds 10 with 10 Eigen vectors
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® Manhattan (90%,10%) = Manhattan (80%, 20%)

FiGure 6: Comparison of KNN results for 10 eigenvalues.
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Performance Comparison of K Nearest Neighbor with
cross validation folds 10 with 15 Eigen vectors
100
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S
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FIGUure 7: Comparison of KNN results for 15 eigenvalues.
TABLE 4: Results for decision tree.
No. of features Training data Testing data Accuracy
5 90% 10% 70.34%
80% 20% 68.75%
10 90% 10% 68.88%
80% 20% 68.39%
15 90% 10% 68.64%
80% 20% 68.28%
Decision Tree
70.5
) 70
£ 695 o
g 6 S
£ 685 L S
3 68 L ,
< 675 : :
67 i
5 10 15
m (90%, 10%) 70.34 68.88 68.64
u (80%, 20%) 68.75 68.39 68.28
Number of features
B (90%,10%) m (80%,20%)
FIGURE 8: Comparison of decision tree results.
TaBLE 5: Results for random forest.
No. of features Training data Testing data Accuracy
5 90% 10% 93.20%
80% 20% 92.65%
10 90% 10% 91.38%
80% 20% 90.71%
5 90% 10% 89.95%
80% 20% 88.60%
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F1GURE 9: Comparison of random forest results.
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FIGURE 10: Results of 50% training and 50% testing data using
CNN.

CNN Results with 90% training and 10% testing data
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CNN Results with 80% Training and 20% testing data
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FIGURE 12: Results of 80% training and 20% testing data using
CNN.

5. Conclusion

We have developed a framework for automatic face rec-
ognition based on CCTV images using different machine
learning algorithms in this work. One of the objectives of this
work is to collect more than 40,000 face images and compare
the performance of algorithms to obtain the highest rec-
ognition accuracy. We have implemented different algo-
rithms and have obtained high accuracy for CNN. CNN is
much more reliable than PCA with DT, RF, and KNN. KNN
is a lazy algorithm, and it checks all the instances in the
dataset for prediction while CNN recognizes in very little
time from its model. The other reason is that we have used
41,320 images for 90 classes for PCA, and for CNN, we have
used ten classes and 30 images per class, and we obtained
good accuracy compared to PCA. We collected more than
41,320 images. We will enhance this system by making it a
complete security system. We recognize a single face from
the image; our next step is to recognize multiple faces in a
live-streaming video.
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The data are available with the first author and will be
provided on request for research purposes.
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Leukemia is a fatal category of cancer-related disease that affects individuals of all ages, including children and adults, and is
a significant cause of death worldwide. Particularly, it is associated with White Blood Cells (WBC), which is accompanied by a rise
in the number of immature lymphocytes and cause damage to the bone marrow and/or blood. Therefore, a rapid and reliable
cancer diagnosis is a critical requirement for successful therapy to raise survival rates. Currently, a manual analysis of blood
samples obtained through microscopic images is done to diagnose this disease, which is often very slow, time-consuming, and less
accurate. Furthermore, in microscopic analysis, the appearance and shape of leukemic cells seem very similar to normal cells
which make detection more difficult. In the past decades, deep learning utilizing Convolutional Neural Networks (CNN) has
provided state-of-the-art approaches for image classification problems; however, there is still a gap to improve their efficacy,
learning procedure, and performance. Therefore, in this research study, we proposed a new variant of deep learning algorithm to
diagnose leukemia disease by analyzing the microscopic images of blood samples. The proposed deep learning architecture
emphasizes the channel associations on all levels of feature representation by incorporating the squeeze and excitation learning
that recursively performs recalibration on channel-wise feature outputs by modeling channel interdependencies explicitly. In
addition, the incorporation of the squeeze-and-excitation process enhances the feature discriminability of leukemic and normal
cells, and strategically assists in exposing informative features of leukemia cells while suppressing less valuable ones as well as
improving feature representational power of deep learning algorithm. We show that piling these learning operations of squeeze
and excite together in a deep learning model can improve the performance of the model in diagnosing leukemia from microscopic
images based on blood samples of patients. Furthermore, an extensive set of experiments are performed on both cropped cells and
full-size microscopic images as well as with data augmentation to address the problem of fewer data and to further boost their
performance. The proposed model is tested on two publicly available datasets of blood samples of leukemia patients, namely,
ALL_IDBI1 and ALL_IDB2. The suggested deep learning model exhibits good results and can be utilized to make a reliable
computer-aided diagnosis for leukemia cancer.

1. Introduction

Leukemia is a type of cancer that has a very high mortality
rate [1]. It is accompanied by the malicious cloning of ab-
normal white blood cells (WBC) and is hence referred to as
a malignant hematological tumor [2]. Usually, the human

body comprises three cell types: red blood cells, white blood
cells, and platelets, as shown in Figure 1. The supply of
oxygen from the heart to all tissues is often the responsibility
of red blood cells [3]. They account for up to half of the total
volume of blood. Likewise, the white blood cells play
a pivotal role in the immune system of the human body and
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FIGURE 1: Types of blood cells in the human body. (a) Red blood cells. (b) White blood cells. (c) Platelets.

act as a defense wall from numerous infections and diseases
[4]. As a result, the correct categorization of these white
blood cells is critical to determine the nature of the disease.
They are divided according to the composition of the cy-
toplasm. Lymphocytes are one of the categories of white
blood cells and their disorders caused Acute Lymphoblastic
Leukemia (ALL) [5]. Generally, leukemia is categorized into
two subtypes known as acute leukemia and chronic leuke-
mia. Without any particular treatment, the overall recovery
rate of acute leukemia is barely three months while the onset
period of chronic leukemia is more than acute leukemia.
Acute lymphocytic leukemia (ALL) is one of the widespread
types of acute leukemia responsible for about 25% of all
childhood cancers [6]. It originates in the lymphatic system,
which generates the blood cells. At the beginning stage, it
appears in the bone marrow and is subsequently dissemi-
nated throughout the human body. In a healthy individual,
the growth of WBC is dependent on the requirements of the
body, but in the context of leukemia, they are formed ab-
normally while becoming ineffective.

Usually, the dark-purple-like color of these leukemic
cells makes it easy to identify them but the assessment and
further processing become extremely sophisticated due to
the pattern and texture-based variations. Leukocytes are
a class of cells that vary dramatically from each other. They
might be recognized by their shape or size, but one prob-
lematic factor is that they are flanked by some other elements
of the blood which includes red blood cells and platelets. The
shape of lymphocytes is somewhat regular, and their nuclei
have uniform and flat borders. The lymphocytes also called
lymphoblast in patients of ALL have a quite minimal uni-
form border and tiny cavities in the cytoplasm known as
vacuoles as well as inside the nuclei spherical particles are
referred to as nucleoli. The disease becomes more acute as
the stated morphology becomes more prominent. This
might also result in premature death if the intervention is
neglected and if its diagnosis is done later in the disease’s
progression. The age of a patient has a vital risk factor
influencing prognosis because the probability of having ALL
is greater in children aged 7-8 years. This probability is
eventually reduced up to the age of 20 and starts to rise again
around the age of 50. According to information reported by
Ref. [7], 5930 new cases had the disease ALL in the United
States in 2018, and around 1500 individuals, including both
children and adults, are likely to die from ALL. Furthermore,

according to data reported in Ref. [8], in 2015, there were
around 876,000 individuals who experienced ALL world-
wide, and it triggered 111,000 deaths. The medication of
acute lymphoblastic leukemia has evolved to make great
development in the past 50 years. The survival rate of pa-
tients has increased up to 70% with early assessment and
intervention [9]. Hence, at the earlier stages of acute lym-
phoblastic leukemia, its diagnosis and effective treatment are
very essential. One of the important tools employed by the
medical operators to diagnose acute lymphoblastic leukemia
is referred to as morphology. With this diagnostic tool, it can
be observed that a patient is suffering from acute lym-
phoblastic leukemia whenever the bone marrow has a con-
siderable amount of cancer cells (B-lymphoblast cells). The
fundamental factor to diagnose acute lymphoblastic leukemia
is precisely discerning of cancer cells from normal cells (B-
lymphoid precursors). On the contrary, the visual appearance
of cancer cells is somewhat very similar to normal cells in
microscopic images, which makes it hard to distinguish be-
tween them. Furthermore, it is very crucial for the hema-
tologist to diagnose the presence of leukemia along with its
specific form to prevent medical problems and determine the
optimal treatment of leukemia disease. The screening of
leukemia by a specialist through human blood samples is
a critical and time-consuming task.

To tackle such challenges, quantifiable analysis of dif-
ferent blood samples is performed in the computer-aided-
diagnosis (CAD) systems that are designed by employing
either machine learning or deep learning approaches. There
exist numerous research studies in which leukemic cancer
detection is performed. With regard to traditional machine
learning methods, a discriminative set of leukemic cells’
features are first extracted followed by the process of clas-
sification [10]. Some researchers have suggested the seg-
mentation process so that the accurate features are extracted
from the region of interest, i.e., segmented lymphocyte
images [11]. These segmentation methods include k-means,
watershed, as well as HSV color-based segmentation [11]. In
these segmentations, the extra elements present in the blood
are eliminated and thus only details related to WBC in-
volving lymphocytes and lymphoblast are drawn [10].
Specifically, for leukemic disease, the segmentations are
generally divided into pixel-based, region-based, as well as
shape-based approaches [12]. It has been observed that
segmentation strategies based on K-means and edge-based
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are widely used to segment out the cells of a blast from
various smears of blood [13]. Recently, it is reported that by
combining thresholding and morphological techniques
superior segmentation is achieved [14]. Furthermore, the
complex images having variations such as low contrast,
noise-sensitivity are challenging to segment accurately using
these approaches [15]. Furthermore, a lot of feature ex-
traction approaches are employed in leukemic cell analysis.
These include morphological features, such as shape, and
edge features. In addition to these, textural, color, and
GLCM, as well as geometrical and statistical features are also
employed [10]. Some research studies have performed the
hybridization of these features to further enhance the per-
formance [16, 17]. Likewise, different classifiers have been
exploited to perform the classification among leukemic and
normal cells. These include Support Vector Machines
(SVM), K-nearest neighbor (KNN), Random Forest (RF),
Naive-Bayes, etc. [10, 18, 19]. All of these traditional ma-
chine learning approaches show significant results; however,
these approaches require a lot of parametric steps as well as
accurate analysis and feature engineering before the clas-
sification phase. When opposed to a good data represen-
tation, a bad data portrayal frequently results in worse
performance [20].

Subsequently, with the emergence of deep learning, a lot
of problems and challenges in image analysis have been
solved as these approaches employed automated feature
engineering. In the recent past, the automated diagnosis of
several diseases with the science of computer vision emerges
as a potential research area [21, 22]. Image recognition and
segmentation using deep learning are some of the imperative
elements in the technology of computer vision [23]. One of
the most frequently used deep neural networks in computer
vision is Convolutional Neural Networks (CNNs) [24-27].
These CNNs possess a great deal of self-learning capability,
adaptability, and generalization power and are heavily used
in medical imaging problems and IoT-based systems
[28, 29]. Conventional image identification techniques need
hand-crafted features extraction followed by categorization,
while the CNN-based methods only require the image data
which are given as an input to the network, and the task of
image classification is achieved by their self-learning
property [30]. Besides this, they have also required a sub-
stantial amount of data as well as computing power to train.
In many circumstances, the total number of data samples is
inadequate for a CNN to train from the beginning. In such
situations, transfer learning is employed to exploit the po-
tential of CNNs, while minimizing the computing cost.

Particularly, for the diagnosis of leukemia cancer, a lot of
research studies have been proposed based on deep learning
frameworks. In such methods, some research studies have
suggested CNN-architectures with different depth levels and
the setting of layers to perform leukemia cancer detection
[31, 32]. It has been observed that deep learning through
transfer learning method is the most widely used approach
in leukemia cancer detection [33]. Several different pre-
trained models including AlexNet, MobileNet, ResNet,
Vggl6, etc., have been exploited [34, 35]. In addition, it is

indicated that deep learning methods work better than
traditional machine learning methods in leukemia cancer
detection [36]. However, in terms of feature learning, ac-
curacy, and effectiveness, these techniques still have some
shortcomings and need to be addressed. The emergence of
new CNN architectures is a difficult engineering endeavor
that often necessitates the choice of several new hyper-
parameters and layer settings. Furthermore, in existing
studies, the feature discriminability among leukemic and
normal cells is not well-considered; hence, what if the
learning or feature representation of deep learning algorithm
is improved by adding more discriminating power to further
boost up the performance? Secondly, most approaches are
based on transfer learning methods and have reported very
accurate results. Is there, however, a method other than
transfer learning such as to increase the performance of
a simple deep learning algorithm? This research study at-
tempts to answer these questions, by suggesting a deep
learning algorithm whose representational power is improved
by incorporating squeeze-and-excitation learning. The main
aim of this article is to provide a deep learning solution with
the goal of addressing different challenges such as assisting
timely as well as an accurate diagnosis by empowering the
feature discriminability among leukemic and normal cells.
Furthermore, it is worth noting that improving deep learning
algorithms is an ongoing research challenge among numerous
researchers. Convolutional neural networks (CNNs) and
traditional deep learning models are excellent algorithms for
solving a wide range of visual problems. Recent research [37],
however, indicates that the representational power of tradi-
tional CNN architecture can be improved by adding modules
that accurately describe dynamic and nonlinear relationships
among channels using global details. Further, these modules
aid in the learning of the model and considerably improve its
accuracy. Hence, deploying and suggesting better deep
learning solutions is one of the secondary objectives of this
study. In addition, the proposed technique does not require
a prior segmentation and all its parametric steps adjusted by
the user to further perform the leukemia detection, rather it
defines a fully automated solution to leukemia cancer
detection.

More specifically, in this research article, we proposed an
effective learning-based deep learning model for leukemia
disease detection using microscopic blood samples—based
image modality. The feature representation at every layer of
feature extraction and representation is improved by em-
phasizing the interdependencies among channels [37]. This
can be accomplished by the squeeze and excitation learning
process in which we first squeeze the features acquired by
convolution layers from microscopic blood samples to
generate the channel descriptor. This descriptor combines
the wide-range distribution of outcomes provided by
channel-wise features and causes the feature details global
receptive field of the model to be utilized by bottom layers.
Similarly, after the squeeze, the excitation process further
enhances the features in which the activations related to
samples are being learned for every channel by a self-gating
process depending on channel reliance, by regulating the



excitation of each channel. Both types of learning operations
empower the feature representation of blood samples of
leukemia disease which ultimately results in an inaccurate
diagnosis of leukemia cancer. In addition, these operations
also help in improving the feature discriminability among
leukemic and normal cells. Furthermore, the total number of
blood samples in both of the datasets is not appropriate for
the training of the model; therefore, an excessive augmen-
tation is also performed to boost the performance. Besides,
we have demonstrated the results of leukemia diagnosis by
the proposed Model using both cropped and full-size mi-
croscopic images, respectively. Some samples images from
ALL_IDBI1 and ALL_IDB2 are shown in Figure 2. The re-
search has the following contributions:

(i) An all-inclusive efficient and improved represen-
tational power-based deep learning model is pro-
posed to diagnose the leukemia disease from
microscopic blood samples

(ii) A feature discriminability among leukemic and
normal cells in blood samples is enhanced by
global information embedding in squeeze opera-
tion and recursive recalibration using the excita-
tion process

(iii) During the feature extraction process, the proposed
improved deep-learning model emphasizes relevant
features of leukemic cells while suppressing irrele-
vant ones, resulting in improved performance

(iv) The proposed model shows significant improve-
ments over the traditional deep learning model and
can be integrated with any Internet of Medical
Things (IoMT)-based systems

The rest of the paper is partitioned into several sections:
Section 2 presents some existing work, Section 3 describes
the proposed method in detail, Section 4 explains experi-
mentation results, and Section 5 concludes the paper fol-
lowed by future direction.

2. Related Work

Over the decades, several strategies for automated leukemia
identification on microscopic images have been established
in the literature. These strategies include the traditional
machine learning classifiers and deep learning algorithms.
However, some approaches have employed ensemble ma-
chine learning as well as hybrid deep learning methods for
leukemia cancer detection.

2.1. Conventional Machine Learning Approaches. In the
existing literature, machine learning methods are extensively
employed for leukemia cancer detection. These methods are
generally categorized into several steps such as pre-
processing, feature extraction, followed by classifications.
However, some methods also involve segmentation and
feature selection procedures to further improve the per-
formance. For instance, Singhal et al. employed the Support
Vector Machine (SVM)-based approach for automated di-
agnosis of Acute Lymphoblastic Leukemia (ALL) [13]. This
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diagnosis can be accomplished by extracting the geometric
features as well as texture features using Local Binary Pat-
terns (LBP). The experimental outcomes of their proposed
method demonstrate that texture features surpass the geo-
metric features and exhibit an accuracy of 89.72%, which is
a little bit high than the 88.79% accuracy given by geometric
features. Similarly, Mohamed et al. proposed another
method in which the color space of every microscopic image
is transformed into YCbCr followed by acquiring the values
of Gaussian distribution of Cb and Cr [38]. Later on, dif-
ferent sets of features are computed including morpho-
logical, texture, and size to train the classifier. Their designed
strategy attained 94.3% accuracy by using the Random
Forest as a classifier for the detection of two classes of
leukemia (ALL and AML) and Myeloma. Mohapatra et al.
suggested a framework for screening acute leukemia in
pigmented blood samples and microscopic images of bone
marrow [39]. After the extraction of features from micro-
scopic images, a model based on the ensemble approach is
trained for classification. In contrast to other traditional
classifiers, such as naive Bayesian (NB), K-nearest neighbor,
radial basis functional network (RBFN), multilayer per-
ceptron (MLP), and SVM, their proposed ensemble attained
94.73% performance accuracy along with above 90% re-
sultant values of average sensitivity and specificity. Sub-
sequently, Patel and Mishra designed the framework using
unsupervised learning in which leukemia identification is
performed using k-means clustering [40]. With the help of
this, leukemia detection is estimated by computing the
proportion. Bhattacharjee et al. suggest an approach for the
identification of acute lymphoblastic leukemia that employs
the watershed transforms preceded by morphological
transformations for segmentation. After extraction of
morphological features, the Gaussian Mixture Model
(GMM) and Binary Search Tree (BST) are employed to carry
out the classification. Their proposed approach shows
95.56% accuracy. Mishra et al. proposed a model based on
Linear Discriminant Analysis (LDA) for the classification of
leukemia disease by employing Discrete Orthogonal
Stockwell Transform (DOST) [41] for feature extraction
from blood sample images [42].

2.2. Deep Learning Approaches. In the context of deep
learning, many researchers adopt and design several ar-
chitectures for the automated classification of leukemia
cancer. These deep learning methods are further classified
into traditional standalone deep learning models or the
transfer of learning-based approaches. For instance, Shaheen
et al. suggested the AlexNet-based deep learning model to
diagnose Acute Myeloid Leukemia (AML) using blood
samples in the form of microscopic images [34]. They have
compared the performance of their presented approach with
the LeNet-5 model in terms of accuracy, quadratic loss,
recall, and precision. Their proposed method shows 98.58%
accuracy along with 88.9% of the microscopic images being
accurately classified with 87.4% accuracy. Rehman et al.
suggested a CNN architecture comprising several con-
volutional and max-pooling layers for leukemia cancer
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FIGURE 2: Some samples from ALL_IDB1 and ALL_IDB2 databases. (a) The first row corresponds to cropped microscopic images of blood
samples. (b) The second row corresponds to full-size microscopic images of blood samples of “Acute lymphoblastic leukemia” and “non

acute lymphoblastic leukemia”.

detection [31]. Prior to providing data samples as an input to
the CNN algorithm, all microscopic samples are first pre-
processed to be converted into HSV color space followed by
a segmentation process to obtain the required region-of-in-
terest. In their work, an accuracy of 97.98% is reported for
leukemia cancer detection. Zakir Ullah et al. suggest the at-
tention-based deep learning model to extract the most relevant
features of leukemic cells [43]. However, the designed model is
based on VGG16, which is one of the pretrained deep learning
models. Their proposed method utilizes the segmented leu-
kemic (malignant) and normal cell images and validation is
performed using a 7-fold cross-validation. Pansombut et al.
suggested a CNN model called ConVNet to detect ALL and all
its subtypes [44]. They have compared their designed frame-
work with traditional machine learning techniques including
SVM, multi-layer perceptron (MLP), and Random Forest (RF).
They employed two kinds of datasets with a total number of
images in the collection being 363. Shafique and Tehsin
designed a deep learning model to categorize leukemia disease
into six different classes [2]. They employed a pretrained
AlexNet to undertake binary classification on 368 images to
avoid having to train from the beginning. A classification al-
gorithm for WBC employing both transfer and deep learning is
designed by Habibzadeh et al. [45] In the first stage, they have
performed the preprocessing steps on the dataset followed by
the process of feature extraction. In the last stage, the classi-
fication procedure is carried out through Inception and ResNet
model. A total of 352 images are used in their work to validate
the model’s accuracy. Ahmed et al. also designed an efficient
approach for the categorization of White Blood Cell Leukemia
[46]. In their work, the deep features are extracted using
VGGNet and reduced by Swarm Optimization. This bio-in-
spired optimization technique plays a pivotal role in optimizing
the deep features for accurate and reliable classification of
White Blood Cell Leukemia. This work also reports encour-
aging results. One of the latest research in leukemia detection is
the study by Bibi et al. [47]. They proposed an Internet of
Medical things (IOMT)-based framework [48]along with the
assistance of cloud computing and diagnostic devices that are
connected through Internet resources. The designed system

enables real-time synchronization for screening and treat-
ment of leukemia in patients as well as medical operators
and professionals, thereby potentially decreasing the work
and effort for patients and doctors. Their automated system
is based on Dense Convolutional Neural Network (Dense-
Net-121) [49] and Residual Convolutional Neural Network
(ResNet-34). The performance of the proposed method is
validated on two different benchmark datasets referred to as
LL-IDB and ASH image bank and the reported results are
exceptional.

2.3. Hybrid Deep Learning Approaches. Other than
employing standalone deep learning models, some research
studies designed the hybrid deep learning frameworks to
perform the leukemia cancer detection. For instance, Yu
et al. proposed a hybrid method in which ResNet50 [50],
VGG16 [51], and VGGI19 [51], based on state-of-the-art
convolutional neural networks (CNNs), are employed to
carry out the automated identification of cells [52]. The
outcomes of their proposed approach are compared with
conventional machine learning approaches, i.e., K-Nearest
Neighbors (KNN), Logistic Regression (LR), Support Vector
Machine (SVM), and Decision Tree (DT). Their proposed
technique shows 88.50% accuracy for cell recognition.
Mourya et al. also design a hybrid model based on deep
learning architecture in which dual CNN architectures are
employed to enhance performance accuracy [53]. The
proposed approach is validated on 636 blood samples of
healthy and ALL cells and exhibits 89.70% accuracy. Fur-
thermore, Jiang et al. employed the ViT-CNN referred to as
vision-transformer CNN based on ensemble learning [54].
The proposed technique is able to distinguish the normal
and cancer cells that are helpful in the detection of Acute
Lymphoblastic Leukemia (ALL). In their work, both vision
transformer and CNN-based model are integrated to draw
the extensive set of cells features into distinct ways to obtain
the improved classification outcomes. They have also en-
hanced the data by employing enhancement-random sam-
pling (DERS) to overcome the challenges of the unbalanced



dataset. Their proposed algorithm shows outstanding results
of 99.03% which proves the effectiveness of the proposed
method as a CAD system for Acute Lymphoblastic Leu-
kemia (ALL). Kassani et al. designed a hybrid approach in
which VGG16 and MobileNet are combined to extract the
deep features followed by classification of Leukemic B-
lymphoblast [55]. Their proposed approach is enriched with
various data augmentation methods and attained 96.17%
accuracy, 95.17% sensitivity, and 98.58% specificity. Fur-
thermore, Zoph et al. merge the two deep learning models,
namely, NASNetLarge [56] and VGGI19 to categorize the
leukemic B-lymphoblast cells and normal B-lymphoid
precursor cells, with a detection performance of 96.58% [57].
Their proposed model effectively diagnoses acute lympho-
blastic leukemia and illustrated that in contrast to a single
model, the ensemble learning is much better.

In addition, optimization-based algorithms are also
employed for Leukemia disease classification. Krishna et al.
proposed Chronological Sine Cosine Algorithm (SCA)-
based deep learning model to detect the acute lymphocytic
leukemia from the blood sample images and attained
a 98.70% value of accuracy [58]. For instance, Tuba et al.
employed the Generative Adversarial optimization (GAO)
[59] for the detection of acute lymphocytic leukemia and
achieved a 99.66% resultant value of accuracy [60]. Similarly,
Saif et al. employed both Artificial Neural Network (ANN)
and Genetic Algorithm (GA) [61] and carried out the
segmentation of acute lymphoblastic leukemia utilizing local
pixel information and reported 97.07% accuracy [15].
Acharya et al. proposed to design an acute lymphoblastic
leukemia diagnosis by employing image segmentation and
data mining techniques [62] and achieved 98.60% accuracy.
Our suggested simple deep learning model employs squeeze-
and-excitation learning and addresses the problem of
morphological similarity among leukemic and normal cells,
thereby increasing the accuracy of the traditional deep
learning model and categorizing the images as healthy or
unhealthy blood samples.

3. Methodology

The design overview of the proposed methodology is
depicted in Figure 3. The proposed framework begins with
the acquisition of microscopic images of blood samples.
Later on, the data augmentation techniques are employed to
overcome the problem of fewer data since in deep neural
networks more data are required for their training and
superior performance. Lastly, a deep CNN architecture-
based squeeze and excitation learning is proposed to di-
agnose leukemia from the inputted microscopic images of
blood samples. Each step is explained in-depth in the fol-
lowing subsections of methodology:

3.1. Acquisition of Data. The data utilized in this work to
evaluate the model’s performance were obtained from the
Acute Lymphoblastic Leukemia Image Database for image
processing (ALL-IDB). We used both of the datasets given
by this database, ALL-IDB1 and ALL-IDB2. These are
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publicly available datasets that comprise microscopic images
of blood samples. The database focuses on Acute Lym-
phoblastic Leukemia (ALL), which is a potentially deadly
type of leukemia. It is most frequently found in childhood,
with the highest prevalence between the ages of 2 and 5
years. In the datasets, the labeling of ALL lymphoblast is
annotated by experienced oncologists. All microscopic
images are captured by a Canon Power Shot G5 camera
which was used in conjunction with an optical laboratory
microscope. The range of magnifications of the microscope
is from 300 to 500 during data collection. All microscopic
blood sample images are in the jpg. format, along with a 24-
bit color depth. More precisely, the first dataset ALL-IDB1 is
comprises 108 images including 39000 components of
blood, wherein the lymphocytes have been annotated.
Similarly, in the second dataset, the regions of cells are
cropped from the whole microscopic image. Except for the
image dimensions, ALL-IDB2 images have comparable grey
level features to ALL-IDB1 images.

3.2. Data Augmentation. CNN exhibited cutting-edge per-
formance in a variety of tasks. However, the amount of the
training data has a significant influence on CNN perfor-
mance [24, 25, 63]. Acquiring sufficient clinical images is
a challenging task, due to data privacy concerns especially in
the field of medical imaging. On the other hand, if machine
learning and deep learning models were trained using the
original images as well as with augmented samples, they
might be more generalizable. In various image-based studies
with CNNs, several ways of data augmentation have di-
minished the error rate of the network by providing spec-
ulation. The dataset used in this research includes a wide
variety of microscopic blood sample images, but the quantity
of blood samples in both datasets is quite limited. Hence, to
tackle the problem of small dataset size, and overcome the
problem of overfitting, we have employed several types of
data augmentation to artificially increase the data for
training of the model. In this research study, the augmen-
tation type of rotation at 60 degrees, 90 degrees, and random
shift in range (-1.0, 1.0) is employed.

3.3. Proposed CNN Architecture. The proposed deep CNN
architecture is described below in detail:

3.3.1. Convolutional Layers and Max-Pool Layers.
Generally, the two fundamental operations of the Con-
volutional neural networks (CNNs) include the convolution
and max-pooling layers mimicking a variety of substantially
complex cells in the visual cortex. Besides this, CNNs have
alocalized perceptive area, hierarchical organization, feature
extraction, and classification phase that can automatically
learn the appropriate feature and categorization process, and
has a significant implication in the domain of computer
vision. In the proposed model, microscopic images of blood
samples are preprocessed by data augmentation and directly
ted into the proposed deep learning model design to craft the
localized features. Consider a microscopic blood sample
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FIGURE 3: An overview of the proposed methodology.

image of a patient of dimension M x N with a kernel size of
wx h which is convolved over the image to generate
a collection of features maps of dimensions o, X oy, as
shown in equations (1) and (2):

In equations (1) and (2), the zero-padding in the di-
rection of both width and height is denoted by p,, and p,
while the value of stride in both vertical and horizontal
directions is denoted by s, and s, respectively. The input
image of size 224 x 224 x 3 is provided as an input to the first
convolutional layer. Continuing to follow the convolution
layers, a pooling layer is also used which contributes to
diminishing the computing and spatial necessities of the
activation function and makes the proposed model to be
translation invariant and functions interdependently on
each layer of the input data and spatially downscales it.

3.3.2. Integrating Squeeze-and-Excitation Learning. In order
to raise a network’s representational potential, we have
employed the Squeeze-and-Excitation learning to strengthen
the spatial encoding of the model [37]. This learning em-
phasizes the channels’ relationships by recursively recali-
brating the outputs of channel-wise features as well as
simultaneously considering channel interdependencies. It
can be added as a computing unit that can be formed for any
particular transformation such as
F,: X — U, X € RIPWXC 17 ¢ REWXC Eor the sake of
clarity, F,, is supposed to be a convolutional function in the
accompanying notation. Consider the
e L N , Vcl, which signifies the learned set of
filter kernels, wherein v indicates the c*” filter’s parameters.
Therefore, the outcomes of the F,, can be specified as
U= [u,uyts,...... ,uc), in which the value of u is de-
fined in equation (3):

C»
uczvc*X=Zvcs*Xs. (3)
s=1
In equation (3), =* represents the convolution,

ve=[vv 2 0] and X =[x, %% x°] (the bias
terms are ignored for simplicity], while v.* denotes the filter

of size 2D, and hence indicates the singular v, channel that
operates on the equivalent X channel. The correlations
among channels are implicitly encoded in v, because the
result can be computed by summing all the channels but they
are jumbled with the spatial correlation acquired by the
filters. Here the main objective is to assure that the model is
able to improve its sensitivity to relevant features so that they
can be accessed by some transformations while silencing less
relevant ones. This can be accomplished by modeling the
channel interdependencies explicitly and recalibrating ker-
nel outputs in two stages, squeeze and excitation operation,
before passing them into the succeeding transformation. The
pictorial representation of squeeze and excite operations is
shown in Figure 4.

_M—w+2pw+1

0, , (1)
Sw
N-h+2
o, =7+I7h+1, (2)
Sh

(1) Embedding of Global Information by Squeeze Operation.
The signal to every channel is taken into account in final
features to address the channel dependencies. Since every
learned kernel applies with a local receptive field, each
component of the transformation result U is not capable of
employing the context-related information beyond this
region. The bottom layers of the model where the sizes of
the receptive fields are smaller also become the major cause
of this problem. This can be addressed by adding spatial
details of squeeze global into a descriptor channel. More
precisely, this can be accompanied by adding the average
pooling, i.e., global to produce the statistics of channel-wise
information. Mathematically, a statistic z € R is formed
by contracting U through H x W spatial dimensions in
which the ¢* component of z is computed by the following
equation:

u, (i, j). (4)
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FIGURE 4: A pictorial representation of squeeze and excite operation.

The output of transformation U could well be interpreted
as a group of descriptors that are local as well as for those whose
statistics represent the complete microscopic image of the
blood sample. Usually, in the feature engineering part, such
information is useful [64-66]. The aggregation technique used
here is the global average pooling.

(2) Recalibration through Excitation Operation. In order to
completely acquire the channel-wise dependencies, an-
other operation, namely, excitation is done to take ad-
vantage of the information attained in the squeeze
operation. This aim can be accomplished by fulfilling two
important conditions. The first one is flexibility indicating
that the model should be able to comprehend the non-
linear relationships among channels. Similarly, the second
criteria are that the model should learn a nonexclusive
relationship because we would like to guarantee that
different channels are allowed to be noticed in contrast to
one-hot activation. For this purpose, a gating mechanism
is employed along with sigmoid activation.

s=F, (z,W)=0(g(z,W)) = (W,8(W,z)). (5)

In equation (5), the term § denotes the ReLu activa-
tion, W, € R®9" and W, e R®“". To incorporate the
generalization and reduce the complexity of the model,
the gating process is parameterized by designing a bot-
tleneck along with two FC layers with nonlinearity, i.e.,
the parameters W, and r denoting reduction ratio forms
a layer of dimensionality reduction followed by ReLu
activation. Lastly, by the use of parameters W,, a di-
mensionality growing layer is added. The block’s final
result is computed by rescaling the result U of the
transformation with the following activations:

Szc = Fscale (uc’ sc) = SclUe (6)

where X = [X,,%...... ,X.] and F,,(u,s.) denote
channel-wise multiplication among the feature maps
u. € R™W and the scalar s.. The activations are served as
channel weights that are tuned to the particular descriptor z.
In this manner, the squeeze and excite operation assists to

improve the feature learning discriminability by introducing
dynamics that are conditional on the input.

3.3.3. Network Architecture. The architecture of the proposed
model is amalgamated with convolution, max-pool, as well as
squeeze and excite operations, as indicated in the above
sections. It consists of a stack of these layers configured with
the best set of parameters to efficiently perform leukemia
cancer detection. The network begins at the input layer, where
microscopic blood samples of dimension 224 x 224 x 3 are
provided as input. Later on, this input is propagated to
convolutional and max-pool layers. This convolution layer
operated on the image with a kernel size of 3 x 3 to provide
low-level optimum interpretations of the image that are ef-
fective for any image classification task. As depicted in Fig-
ure 5, this process of obtaining advantageous representations
including both mid and high levels is further strengthened by
employing subsequent convolution layers of the same kernel
size. Furthermore, the total number of filters in each of the
nonpadded convolution layers is configured to 32, 64, and 128,
respectively. Following each convolution layer, a ReLu [67]
activation function is implanted to bring the nonlinearity in
the network learning. In addition, we have supplemented the
network with batch normalization after every convolution
operation to normalize the data and improve the performance.
More specifically, there are three convolution layers, with each
followed by ReLu [67] activation and batch normalization.
After batch-normalization, the input is passed through
squeeze and excite block. The squeeze operation enables the
global information embedding while the recalibration process
is attained through excite operation as described in the above
sections. Subsequently, the max-pooling layer with a window
size of 2 x 2 is used after every batch normalization layer. The
stride size during pooling is set to 1. The sizes of feature maps
after every Convolution — ReLu — BatchNormalization
—> MaxPool are 222x222x16, 52x52x32, and
26 x 26 x 64, respectively. After this, a global max-pooling
layer is added to reduce the extracted feature dimensions
followed by two dense layers with hidden units set to 128 and
1. The activation function on the second last dense layer is
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FIGURE 5: An architecture diagram of the proposed deep learning model.

ReLu while on the last layer it is sigmoid. In addition, the
model is trained with loss function “binary_crossentropy” as
well as weight optimizer Adam with a learning rate of 0.001.
The graphical representation of the traditional deep learning
model is depicted in Figure 6 while Figure 4 shows the ar-
chitecture of the proposed model. All of the architecture as-
pects stated above are included in the traditional deep learning
model illustrated in Figure 6 to increase its performance.

4. Experiments and Results

This section discusses the findings of the designed model in
various experimental scenarios, followed by discussions and
comparisons. In addition, the proposed model is imple-
mented using Python with Keras deep learning framework
and all simulations are run on Google Colab with a 12GB
NVIDIA Tesla K80 GPU. The experimental setup includes
two datasets, and performance is validated both alone and in
combination. All of the parameters are defined by trial and
error procedure, and the results are reported with the best set
of parameter settings.

4.1. Evaluation Criteria. The criteria used to evaluate the
performance of the proposed model are determined by the
following metrics:

4.1.1. Accuracy. This metric measures the total number of
classes accurately predicted by the trained model out of all
categories, i.e., an Acute Lymphoblastic Leukemia (ALL)
and not Acute Lymphoblastic Leukemia (ALL). This mea-
sure indicates how many patients are diagnosed with leu-
kemia and those who are not. The higher the value of
accuracy, the more accurate is the model [68-71]. The
equation of accuracy is shown in the following equation:

A TP + TN
ccuracy = .
Y = IP+IN+FP+ EN

(7)

4.1.2. Precision. Out of all positive cases, this metric mea-
sures the proportion of true positives [72]. In the instance of
leukemia disease, it is the ability of the model to accurately
highlight those patients who have leukemia disease.
Mathematically, it is defined as in the following equation:

TP 8)

Precision = ——.
TP + FP

4.1.3. Recall. The recall assesses how the model is correctly
highlighting the leukemia disease patients based on the overall
relevant data. It is computed by the following equation:

TP

, 9
TP + FN ®)

Recall =

4.1.4. FScore. This metric measures the overall efficiency of
the model by integrating both values of recall and precision.

Precision.Recall

Fl1=2 (10)

"Precision + Recall

In equations (7)-(10), the term TN represents the True
negative, TP represents the true positive, FP represents the
false positive, and FN denotes the false negative.

4.2. Results of the ALL_IDBI Database. To assess the per-
formance of the proposed model, we first validate this model
with the ALL_IDBI1 database. The whole database is parti-
tioned into two nonoverlapping collections of train and test
samples with a ratio of 80:20. As previously stated, the total
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FIGURE 6: Leukemia cancer detection using traditional deep learning model.

number of microscopic blood samples of both ALL and
without ALL is very less for training. Hence, we have
employed data augmentation techniques to increase the total
number of blood samples for training, as shown in Figure 7.
The total number of train and test blood samples for both
ALL and without ALL classes is provided in Table 1. Sub-
sequently, after data augmentation, the train set sufficiently
contains a large number of samples that are used to train the
model. These augmented images are used to train the model.
The proposed model extracts the features of leukemic cells
from convolution and max-pool layers. At each feature level
representation of images, the squeeze and excitation learning
is incorporated to improve the representational capacity of
the model by modeling the interdependencies among the
channels explicitly with the help of these extracted convo-
lution operations. The results on the ALL-IDB1 dataset are
shown in Table 2. As illustrated in Table 2, it is observed that
the proposed model is performing very efficiently in di-
agnosing the patients having leukemia disease with 100%
accuracy.

Furthermore, the additional evaluation indicators that
comprise precision, recall, and FScore values are 100%,
100%, and 100%, respectively. In addition, we have also
verified the reliability of the model class-wise on the ALL-
IDBI1 database. In this examination, the performance is
analyzed on individual classes, i.e., patients with ALL and
without ALL. It has been revealed that the model is also
performing very accurately in individual instances, as shown
in Table 2. Furthermore, in the ALL_IDB1 dataset, the
number of test samples is very limited and does not contain
diverse variations. Hence, we validate the model three dif-
ferent times, and each time we formed the train and test set
differently by random shuffling. After division, we aug-
mented the train set only. Alternatively, we have also charted
the confusion matrix of this experiment, which is depicted in
Figure 8 (first image). For each class category present in the
dataset, the confusion matrix illustrates the overall efficiency
of the model. It is evident from the outcomes that the
proposed model shows better performance in classifying the
microscopic blood samples into ALL and without ALL
classes. The model learns well due to an adaptive

recalibration of channel responses by considering in-
terdependencies among channels. The squeeze and excita-
tion learning brings the dynamics in the input to empower
the feature discrimination. Both operations of squeeze and
excitation can be included by global information embedding
and recursive recalibration.

4.3. Results of the ALL_IDB2 Database. In the second phase
of validation, we have employed the second dataset, namely,
ALL_IDB2. In this dataset, the total number of microscopic
blood samples is also very insufficient for the training of the
proposed model. Hence, the same procedure of data aug-
mentation is applied to this dataset. Later on, the train set
with an excessive type of variations in the images is used to
train the model. The total number of training and testing
instances for this experimental setup is given in Table 3.
Furthermore, all of the hyperparameters of the proposed
model are the same as we set with the first database. The
results of the proposed model on this database are shown in
Table 2. As done previously with the first experiment, the
features of microscopic images of blood samples are drawn
from the convolutional and pooling layers whose learning
improves by incorporating the squeeze and excitation op-
erations. Table 2 shows that the model is also exhibiting good
scores on this dataset. The overall accuracy obtained by the
model in the first run is about 96% while values of precision,
recall, and F-Score are 96%, respectively. Similarly, the re-
sults of the second and third runs in which we divided the
train and test sets with different random shuffling are also
encouraging, i.e., accuracy with the second run is 98% while
with the third run it is 99.98%. Besides this, the performance
of the model is also examined by demonstrating the class-
wise performance of the model, as shown in Table 2. Another
noteworthy thing to be mentioned here is that in this dataset,
the regions of cells are cropped from the microscopic images
while in the first experiment we have employed the full
microscopic images of blood samples. The proposed model
shows the best results on both types of image settings.
Subsequently, the confusion matrix is also drawn for the
experiment in which cropped cell images are used. Figure 8
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FIGURE 7: Results of data augmentation on microscopic images.
TaBLE 1: Training samples and testing samples on the ALL_IDB1 dataset.
No# NOT ALL ALL Total
Training 800 920 1720
Test 13 9 22
Total 813 929 1742
TABLE 2: Results of the proposed model on both ALL1_IDBI and ALL_IDB2.
Exp#  Class-wise performance  Run# Dataset Accuracy (%)  Precision (%)  Recall (%)  FScore (%)
01 ALL 01 ALL_IDB1 100 100 100 100
02 Not ALL 01 ALL_IDB1 100 100 100 100
03 ALL 01 ALL_IDB2 96 96 96 96
04 Not ALL 01 ALL_IDB2 96 97 97 97
05 ALL 02 ALL_IDB1 100 100 100 100
06 Not ALL 02 ALL_IDBI1 100 100 100 100
07 ALL 02 ALL_IDB2 98 100 96 98
08 Not ALL 02 ALL_IDB2 98 96 100 98
09 ALL 03 ALL_IDB1 100 100 100 100
10 Not ALL 03 ALL_IDB1 100 100 100 100
11 ALL 03 ALL_IDB2 99.98 99 .03 99.87 99.44
12 Not ALL 03 ALL_IDB2 99.98 99.24 99.63 99.43
Results by integrating both datasets i-e ALL_IDBI1 and ALL_IDB2
12 Not ALL 01 ALL_IDB1+ALL_IDB2 97.06 97.12 97.01 97.06
13 ALL 01 ALL_IDB1+ALL_IDB2 97.06 97.03 97.21 97.11
14 Not ALL 02 ALL_IDBI1 + ALL_IDB2 99 100 97.00 99.00
15 ALL 02 ALL_IDB1+ALL_IDB2 99.24 97.00 100 99.00
16 ALL 03 ALL_IDB1+ALL_IDB2 99.33 99.3 99.24 99.26
17 Not ALL 03 ALL_IDBI1 + ALL_IDB2 99.01 99.36 99.00 99.17

(second image) shows the confusion matrix for this
experiment.

4.4. Results of Combining Both Datasets. Furthermore, in the
third experiment, we have combined the microscopic images
of both datasets to create more diversity and increase the
number of test images. Similarly, in this experiment, we have
also performed the data augmentation to increase the
training size. The total number of testing and training
samples of both ALL and not ALL classes is given in Table 4.
As done previously for both of the datasets separately, the
train set with extensive data augmentation is given as an

input to the proposed model. The model extracts the features
of leukemic and normal cells from cropped and full-size,
respectively. The accuracy achieved in this scenario is also
encouraging. Similarly, the recall, precision, and F-Score
values are also better. The recall value of 99.24% is achieved
on ALL classes with the third experiment while it is 97.01%
in the first experiment, respectively.

Besides this, the confusion matrix of this experiment is
also plotted, as shown in Figure 8 (third image). Moreover,
the training loss and accuracy curves are also plotted for all
of the experiments, as shown in Figure 9. The learning curves
indicate that the model performance on epoch 5, in terms of
accuracy is leading towards the best values of the accuracy.
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TaBLE 3: Training samples and testing samples on the ALL_IDB2 dataset.
No# Not All ALL Total
Training 1030 1050 2080
Test 27 25 52
Total 1057 1075 2132
TaBLE 4: Training and testing samples by combining both datasets.
No# Not ALL ALL Total
Training 1036 1022 2058
Test 41 33 74
Total 1077 1055 2132

Similarly, on epoch 10, the loss values are approximating
near to zero. This behavior demonstrates the effectiveness of
the proposed model during the learning process. In addition,
the receiver operating curves (ROC) are also drawn for both
of the databases. It is a likelihood curve that shows

a true-positive rate (TPR) versus a false-positive rate (FPR)
at various thresholds. ROC is a very accurate metric to
examine the efficiency of the binary classifier, but it can also
be plotted for multi-class problems [73]. The ROC curve
demonstrates the trade-off between sensitivity (or TPR) and
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specificity (1 - FPR). Classification methods that produce
curves nearer to the top-left corner function are the best. The
nearer the curve gets to the ROC space’s 45-degree diagonal,
the slower and less reliable the assessment. The ROC curves
are depicted in Figure 10 for all of the experiments.

In addition to the above results, we have compared the
results of the proposed CNN architecture with the tradi-
tional deep learning model, as shown in Figure 6. In a tra-
ditional deep learning model, we generally have several
convolution, max-pool, and dense layers. Here, in this study,
we empower the representational capabilities of this tradi-
tional deep learning model by incorporating squeeze and
excite operations. The results shown in Table 5 provide the
details regarding improvements in terms of accuracy, pre-
cision, recall, and FScore values of the proposed model over
the traditional deep learning model. We tested both models
three times, each time randomly shuffling the whole dataset
to create the train and test sets. It has been demonstrated that
the proposed model shows 5.5% average accuracy im-
provement over the traditional deep learning model.

Furthermore, the precision, recall, and FScore values are
also encouraging and high than traditional deep learning
models. In addition, the average loss value on the test set for
traditional CNN is 1.44 while for the proposed this loss value
is 0.117. Furthermore, we have also examined the effect of
data augmentation on the performance of both models.
Generally, the effective training of deep learning models
requires a very large amount of data. On the contrary, with
less data, the underlying model is less generalizable and
more prone to overfitting issues. Hence, in order to show the
influence of data augmentation for this particular problem,
the results are listed in Table 6. In the first experiment, we
train the deep learning model three times by random
shuffling of the data without any form of data augmentation.
It is observed that without data augmentation the results are
less in terms of accuracy. More specifically, the accuracy of

the traditional deep learning model is 88.6% while with the
proposed model, it is 94%. However, when the data aug-
mentations are performed over the data, the results are
increased and models learn better, exhibiting accuracies of
92.8% and 98.43%, respectively.

4.5. Comparison with Existing Works. Finally, we have
compared the results of the proposed model with the
existing work on leukemia cancer detection, as shown in
Table 7. For instance, Ahmed et al. proposed a CNN-based
architecture to classify the different types of leukemia, both
acute and chronic [32]. Their proposed architecture achieved
an average accuracy of 88.25. In their work, the comparison
is also performed with some traditional machine learning
approaches such as Naive Bayes, decision tree, K-nearest
neighbor, and support vector machines (SVM). Further-
more, the authors Shafique and Tehsin have suggested the
transfer learning approach using the AlexNet model for the
detection of acute lymphocytic leukemia (ALL) and its
subtypes [2]. For only ALL detection, their proposed ap-
proach exhibits 99.50% accuracy, which is remarkable. Jothi
et al. performed the ALL classification in which they
employed the optimization-based backtracking algorithm to
segment the leukemic cells from a given microscopic image
[74]. Later, a different set of features are extracted such as
morphological, color, and statistical, etc., followed by
a feature section. Finally, the classification between healthy
and leukemic cells is done by the Jaya algorithm, which is
population-based meta-heuristic optimization. Their pro-
posed frameworks exhibit 99% accuracy. Subsequently,
Mishra et al. also performed the ALL classification by im-
proved feature extraction method using 2D-discrete or-
thonormal S-transform [42]. This method extracts an
extensive set of relevant texture features which is further
reduced by PCA and LDA-based algorithms. Finally, one of
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TaBLE 5: Comparison with traditional deep learning model using ALLIDB1+ ALLIDB2 database.
Comparison of traditional deep learning model with the proposed model
Run# Model Loss value Accuracy (%) Precision (%) Recall (%) FScore (%)
1 CNN 0.92 95 95 94.5 94.5
2 CNN 1.67 92 92 92 91.5
3 CNN 1.73 91.4 90.5 92 91.5
Average CNN 1.44 92.8 92.5 95.28 92.5
1 Proposed 0.16 97 97 97 97
2 Proposed 0.092 99 98.5 98.5 98.5
3 Proposed 0.099 99 99 99 99
Average Proposed 0.117 98.3 98.16 98.16 98.43
TaBLE 6: Effect of data augmentation on both models.
Effect of data augmentations
Augmentation Model Loss value Accuracy (%) Precision (%) Recall (%) FScore (%)
Yes CNN 1.44 92.8 92.5 95.28 92.5
No CNN 0.57 88.6 90.1 88.1 88.3
Yes Proposed 0.117 98.3 98.16 98.16 98.43
No Proposed 0.15 94 94 94 94
the popular classifiers Adaboost is used to classify the leu-  convolutional neural network (ViT-CNN) for acute lym-
kemic and normal cells with an accuracy of 99.66%. Fur-  phocytic leukemia detection [54]. To get superior classifi-

thermore, Jiang et al. proposed a vision transformer-based  cation results, their proposed ViT-CNN ensemble model can
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TaBLE 7: Comparison with existing work.

Sr. No. Authors Methods Dataset Accuracy (%)
1 Ahmed et al. [32] CNN ALL_IDB 88.25
2 Shafique and Tehsin [2] AlexNet-based transfer learning ALL_IDB 99.50
3 Jothi et al. [74] Jaya, SVM ALL_IDB 99
4 Mishra et al. [42] DOST, PCA, LDA ALL_IDB1 99.66
5 Jiang et al. [54] Vision transformer- based CNN ISBI2019 99.03
6 Agaian et al. [75] SVM with cell energy feature ALL_IDB1 94
7 Tuba and Tuba [60] Gao-based methods ALL_IDB2 93.84
8 Jha and Dutta [58] SCA-based deep CNN ALL_IDB2 98.70
9 Proposed Squeeze and excitation based CNN ALL_IDBI1 100
10 Proposed Squeeze and excitation based CNN ALL_IDB2 99.98
11 Proposed Squeeze and excitation based CNN ALL_IDBI + ALL_IB2 98.3

extract features from cell images in two fundamentally
distinct approaches. Their proposed method achieves an
accuracy of 99.03%, respectively. In addition, Agaian et al.
designed the cell energy feature-based approach to ALL
feature extraction followed by SVM classifier to perform the
classification [75]. Their proposed framework shows 94%
accuracy in ALL detection. Tuba and Tuba perform acute
lymphocytic detection using five shapes and six texture-
based features. [60]. The classification is performed by SVM
whose parameters are tuned with a generative adversarial-
based optimization algorithm. Their proposed techniques
show 93.84% accuracy. Moreover, Jha and Dutta proposed
a chronological sine-cosine algorithm (SCA)-based deep
CNN model to classify the ALL images [58]. The SCA al-
gorithm is employed to find the best weights of the deep
learning model to classify the microscopic images. Their
proposed techniques demonstrate 98.70% accuracy. In
comparison with all these approaches, some studies utilize
the deep learning models, some are based on transfer
learning mechanisms, some utilized optimization-based
methods, while some have employed the traditional machine
learning approaches. All of them perform excellently well,
but the results of deep learning-based methods are more
accurate and better. Hence, the proposed framework is also
based on the deep learning method in which performance is
boosted up by incorporating the squeeze and excitation
learning. The results are presented in the above sections as
well as according to comparison made in Table 7, and it is
observed that the proposed approach is good in classifying
leukemia cancer.

The major reason behind the improvements is the
representational power of the model, as indicated in Ref.
[37], i.e., the representational power of traditional CNNs is
enhanced by explicitly considering the interdependencies
among convolutional features” channels. This mechanism is
accomplished by adding squeeze-and-excitation operations
into the layers of deep learning. More precisely, the squeeze
operations consolidate the widespread distribution of out-
puts acquired from channel-wise features. This is followed
by an excitation operation, which takes the extracted in-
formation by squeeze operation as input to completely learn
channel-associations with the recalibration process. These
operations strengthen the model’s representational power.
They also improve its feature learning method in order to
extract more compact and discriminative features, which is

a critical prerequisite for microscopic image analysis. Fur-
thermore, the proposed model is also light-weighted in
terms of network depth and layers as well as a number of
trainable parameters. Furthermore, the suggested method is
a simple and enhanced deep learning approach that does not
require any post-processing or pre-processing techniques to
identify leukemia cancer. On the contrary, when there are
more different and complicated differences or variations in
microscopic blood samples, it may be necessary to upgrade
network configurations as well as network depth, since the
model presently does not have deeper depths as it is a light-
weighted model.

5. Conclusion

Leukemia is a form of blood cancer that is one of the
principal causes of cancer-related death. Recent research
studies propose deep learning-based strategies for leukemia
cancer detection, including transfer learning approaches,
and show incredibly precise outcomes. However, improving
deep learning algorithms is a continuing research problem
for various researchers. Hence, in this research study, an
improved deep learning model based on squeeze and ex-
citation learning is proposed to diagnose leukemia cancer
from a given microscopic blood sample of patients. In the
proposed model, the representation ability is improved at
every level of feature representation by permitting it to
undertake periodic channel-wise feature recalibration. The
squeeze and excitation operations enable the model to ex-
tract strong, relevant, and discriminative features from
leukemic and normal cells. The proposed model has been
validated on publicly available datasets and shows promising
results when compared to the traditional deep learning
model. In the future, the proposed technique can be vali-
dated on the different subtypes of acute lymphocytic
leukemia.
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